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ABSTRACT

Thin structures exhibit a broad range of mechanical responses as the competition
between stretching and bending in these structures can result in buckling and local-
ized deformations like folding and tension wrinkling. Active materials also exhibit a
broad range of mechanical responses as features that manifest themselves at the mi-
croscale in these materials result in mechanical couplings at the engineering scale
(thermal/electrical/dissipative) and novel function (e.g., the shape memory effect
and piezoelectricity in select metal alloys and the immense fracture toughness of
hydrogels). Given this richness in behaviors, my research broadly aims to address
the following questions: What happens when active materials are incorporated into
thin structures? Do phenomena inherent to these materials compete with or en-
hance those inherent to thin structures? Does this interplay result in entirely new
and unexpected phenomena? And can all this be exploited to design new functions
in engineering systems?

In this thesis, we explore these questions in the context of a theoretical study of thin
sheets of nematic liquid crystal elastomer. These materials are active rubbery solids
made of cross-linked polymer chains that have liquid crystals either incorporated into
the main chain or pendent from them. Their structure enables a coupling between
the mechanical elasticity of the polymer network and the ordering of the liquid
crystals, and this in turn results in fairly complex mechanical behavior including
large spontaneous distortion due to temperature change, soft-elasticity and fine-scale
microstructure.

We study thin sheets of nematic elastomer. First, we show that thin of sheets of a
particular class of nematic elastomer can resist wrinkling when stretched. Second,
we show that thin sheets of another class of nematic elastomer can be actuated into
a multitude of complex shapes. In order to obtain these results, we systematically
develop two dimensional theories for thin sheets starting from a well-accepted first
principles theory for nematic elastomers. These characterize (i) the mechanical
response due to instabilities such as structural wrinkling and fine-scale material
microstructure, and (ii) thermal actuation of heterogeneously patterned sheets. For
the latter, we show that the theory, which comes in the form of a two dimensional
metric constraint, admits two broad classes of designable actuation in nonisometric
origami and lifted surface. For the former, we show that taut and appreciably stressed
sheets of nematic elastomer are capable of suppressing wrinkling by modifying the
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expected state of stress through the formation of microstructure.
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C h a p t e r 1

INTRODUCTION

1.1 What is a nematic elastomer?
Nematic elastomers are rubbery solids made of cross-linked polymer chains that
have nematic mesogens (rod-like liquid crystal molecules) either incorporated into
the main chain or pendent from them. Their structure enables a coupling between
the entropic (mechanical) elasticity of the polymer network and the ordering of the
liquid crystals, and this in turn results in a fairly complex mechanical behavior and
thermo-mechanical coupling (see Warner and Terentjev [105] for a comprehensive
introduction and review).

The liquid crystals within the nematic elastomer have a temperature-dependent in-
teraction. This underlies a host of phases of orientational and positional order
within the solid (see, for instance, de Gennes and Prost [49]). At low temperatures,
the rod-like liquid crystals tend to align themselves, giving rise to a local nematic
orientational order described by a director (a unit vector on R3). As the temperature
is increased, thermal fluctuations thwart the attempt to order, driving a nematic to
isotropic transition in the solid whereby the liquid crystals become randomly ori-
ented. Due to the intrinsic coupling of the liquid crystals to the soft polymer network,
the solid distorts to accommodate this temperature driven transition—typically by
a large spontaneous contraction along the director and expansion transverse to it.
Mechanistically, one can idealize this coupling and local distortion as in the sketch
in Figure 1.1(a). We note, though, the coupling is in the molecular structure (b).

Throughout this thesis, we refer to two phases of this material: the low temperature
nematic phase and a high temperature isotropic phase. Other phases are possi-
ble. These include a cholesteric or twisted nematic phase—where the liquid crystal
units posses a certain handedness in their shape or polarizability—and a smectic
phase—where the liquid crystals posses positional ordering in addition to the orien-
tational ordering akin to nematics [49, 105]. Our focus here is restricted to nematic
elastomers (as opposed to smectic or cholesteric elastomers), and specifically the
rich mechanical behavior and thermo-mechanical coupling in sheets of this material.

On this topic, there are, broadly speaking, two types of nematic elastomers: there
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(b)

n

�T

(a)

r�1/6

r1/3

Figure 1.1: (a) At low temperatures, the rod-like liquid crystals are (on average)
aligned, and this alignment is modeled by a director n ∈ S2. This influences the
distribution of the long-chain polymers in the network, with the chains elongated
along the director and contracted transverse to the director. At high temperatures,
the alignment is suppressed and the long-chains have no preferential direction, and
thus are spheroidal in shape on average. The transition from the nematic to the
isotropic phase leads to a distortion of the network as depicted. One can model the
preferred shape change induced by nematic alignment through an order parameter
r (T ) ≥ 1. For r (T ) = 1, the shape is spheroidal and the material is isotropic.
However, on increasing r (T ), the preferred shape change is expansion along the
director r1/3 and contraction r−1/6 transversely, as depicted. (b) The coupling is in
the molecular structure: The liquid crystals (rods in (a)) are side-chain mesogens
with a representative chemical formula given in the top figure in (b). These are
connected to a polymer backbone, commonly polysiloxane. In nematic elastomers,
the chains are lightly cross-linked (the green dots in (a)) with the cross-linkers as
depicted in the bottom in (b). For more details on the chemistry, we refer to White
and Broer [106].

are nematic elastomers cross-linked1 in high-temperature isotropic phase, and there
are those cross-linked in the low temperature nematic phase. The distinction is
important. If the network is cross-linked in the nematic phase, then (at least heuris-
tically) the cross-linkers couple to the polymer network in a way to accommodate
that particular nematic orientation. This means the nematic orientation at the time
of cross-linking is preferred over the rest even after deformation from this state, i.e,
that the director has memory of its cross-linking orientation. On the other hand, ne-
matic elastomers cross-linked in the isotropic phase have no preferential orientation
for the director. That is, these nematic elastomers are ideally without memory, and

1Crosslinking describes the point at which the free-flowing chains are turned into a solid by, for
instance, the introduction of crosslinking reagents to the melt. These induce a chemical reaction that
forms cross-links to link the chains together; see Figure 1.1(b).
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so the director is free to reorient with respect to coupled long chain polymer network
upon deformation. This destinction will be reflected in the forthcoming modeling
of these materials (discussed in detail in Chapter 2).

1.2 Examples of nematic elastomers
Nematic-elastic coupling is a key feature of thesematerials. The isotropic to nematic
phase transformation is accompanied by a very significant distortion of the solid,
which is coupled to the alignment of the director. Additionally, in some nematic
elastomers the material is isotropic in the high temperature state, and so there is no
preferential orientation for the director. In these materials, the director may rotate
freely with respect to the material frame and the solid may form domains where
the director varies spatially. Both these features manifest themselves in a very rich
range of phenomena.

Monodomain samples and thermo-mechanical shape change
The earliest question pertaining to “nematic elastomers" was posed by de Gennes
in 1969 [48]. He asked: if one cross-links conventional polymers into a network
in the presence of a liquid crystalline solvent, do the intrinsically isotropic chains
remember the nematic anisotropy upon solvent removal? The answer (for ideal
chains) turns out to be NO! This suggested that dramatic shape change could be
realized if one were able to synthesis a polymer with nematic order, and for which
nematic order could be thwarted (by heating for example), as the chains ideally
would not longer remember the ordering.

The first breakthrough in experimentally realizing dramatic thermo-mechanical
shape change in nematic elastomers came in the early 90s, when Küpfer and Finkel-
mann [60] developed a technique to fabricate large samples of perfectlymonodomain
nematic elastomer2. (Bymonodomain, wemean that the director is uniform through-
out the undeformed sample.)

An example of such a sheet is highlighted in Figure 1.2. Here, the monodomain
nematic elastomer is supported from the top and a dark paper clip is appended to the
bottom of the sample (simply to use gravity to keep it from curling up out-of-plane).
Further, the director is aligned vertically throughout the samplewhen in the in the low

2Without careful control of the synthesis of nematic elastomers, large samples are always
polydomain [105] (where there are several regions of different director alignment) and there are
often topological defects (singularities in the director profile). From personal experience, heating a
sheet of a polydomain sample results in an actuation akin to crumpling.
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Figure 1.2: Shape change in a monodomain sample of nematic elastomer upon
temperature change (figure reproduced from Warner and Terentjev [105]).

temperature nematic phase. Heating the sample results in large spontaneous shape
change: the full sample contracts along the vertical direction—eventually to more
than half of its original length—and expands uniformly transverse to this contraction
(i.e., the sample widens upon heating). Note that the macroscopic behavior here
is completely analogous to the local picture in Figure 1.1(a), where the nematic
alignment of the liquid crystals is being thwarted upon heating, and this results in
a distortion of the coupled long-chain network. Further, this macroscopic response
is distinct from the thermo-mechanical behavior of conventional solids, where one
expects volumetric expansion due to heating. Thus, the local microscopic physics
of this monodomain nematic elastomer (i.e., a nematic-isotropic phase transition) is
driving dramatic and novel macroscopic thermo-mechanical shape change.

Director reorientation and soft deformation
In some nematic elastomers (i.e., those cross-linked in the isotropic phase), the di-
rector may freely reorient with respect to the coupled long-chain network, with this
reorientation typically accompanied by a distortion of the network. Thus macro-
scopically, this feature can lead to shape change absent any (or nearly any) stress; this
is called soft deformation. In its simplest manifestation, this soft deformation and
director reorientation is, perhaps, best captured by a series of experimental studies
due to Urayama et al. [97, 98] (see also Urayama [96]).

We highlight this in Figure 1.3. Here, a thin swollen nematic gel is synthesized with
a dielectrically positive nematic director aligned initially along the “x" direction in
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Figure 1.3: Swollen nematic gel subject to an electric field. The director reorients
and this induces soft deformation (figure reproduced from Urayama [96]).

the figure. This director profile is illuminated under polarization as depicted. Upon
application of an electric field in the “z" direction (out-of-plane), the polarization
no longer illuminates the sample as the director reorients to align with the electric
field through the thickness. The sample is unconstrained and free to deform to
accommodate the director reorientation. And indeed, it contracts along the “x"
direction with an engineering strain of roughly 10%, and without appreciable strain
in the “y" direction. Note that the nematic anisotropy in applying the electric
field is unchanged along the “y" direction, and so this observation regarding the
deformation is exactly consistent with the notion that the director reorientation
influences the macroscopic shape change.

Consequently, a nematic elastomer can finitely deform through director reorientation
at little to no stress3. Hence, nematic elastomers can exhibit soft deformation.

3In this experiment, the only possible stress is related to application of the electric field, and this
is certainly small when considering the relatively large strains observed.
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6 A BIRD’S EYE VIEW OF LIQUID CRYSTAL ELASTOMERS

has confirmed the prediction of soft elasticity: that the field-induced director rotation

has no energy cost, can easily reach 90o rotation angles and has associated mechanical

strains that almost exactly follow the sketch in Fig. 1.6.

Practically, when dealing with rubbers, one might instead impose a mechanical dis-

tortion (say an elongation, λ , perpendicular to the original director) and have the other

components of strain, and the director orientation, follow it. The result is the same –

extension of a rubber costs no elastic energy and is accompanied by a characteristic

director rotation. The mechanical confirmation of the cartoon is shown in stress-strain

curves in Fig. 1.7(a) and the director rotation in Fig. 1.7(b).

We have made liquid crystals into solids, albeit rather weak solids, by crosslink-

ing them. Like all rubbers, they remain locally fluid-like in their molecular freedom

and mobility. Paradoxically, their liquid crystallinity allows these solid liquid crystals

to change shape without energy cost, that is to behave for some deformations like a li-

quid. Non-ideality gives a response we call ‘semi-soft’. There is now a small threshold

before director rotation (seen in the electrooptical/mechanical experiments of Urayama

(2005,2006), and to varying degrees in Fig. 1.7); thereafter deformation proceeds at

little additional resistance until the internal rotation is complete. This stress plateau, the

same singular form of the director rotation, and the relaxation of the other mechanical

degrees of freedom are still qualitatively soft, in spite of a threshold.

There is a deep symmetry reason for this apparentlymysterious softness that Fig. 1.6

rationalises in terms of the model of an egg-shaped chain distribution rotating in a solid

that adopts new shapes to accommodate it. Ideally, nematic elastomers are rotationally

invariant under separate rotations of both the reference state and of the target state into

which it is deformed. If under some conditions, not necessarily the current ones, an
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FIG. 1.7. (a) Stress-deformation data of Küpfer and Finkelmann (1994), for a series

of rubbers with the same composition and crosslinking density, but differing in pre-

paration history: some show a normal elastic response while others are remarkably

soft. (b) The angle of director rotation on stretching nematic elastomer perpendicu-

lar to the director for a variety of different materials, from Finkelmann et al. (1997).

The solid line from, theoretical modeling, accurately reproduces singular points and

characteristic shape of data.

(a)

(b)

(c)

e1

e2

Figure 1.4: The clamped-stretch experiments of Kundler and Finkelmann [58]
showing soft elasticity and fine scalemicrostructure, but nowrinkling. (a) Snapshots
of the sheet. The nematic director is oriented vertically when undeformed (top),
develops stripe domains of alternating rotated directors depicted in (c) for moderate
deformation (middle) and eventually is uniform and oriented horizontally (bottom).
(b) Stress-strain curves of Küpfer and Finkelmann [59] for elastomers of different
preparation histories – the lowest curve is akin to the clamped-stretch sheet in part
(a) and describes a sheet with significant soft elasticity. (c) Fine-scale strip domain
microstructure. (These figures are reproduced from Warner and Terentjev [105].)

Soft elasticity and fine-scale material microstructure
So far, we have highlighted examples of nematic elastomers in which the micro-
scopic picture was representative of the macroscopic picture. That is, the local
shape change—corresponding to either the temperature driven nematic to isotropic
phase transition or the electrically driven director reorientation—was identical to
the observed macroscopic deformation of the monodomain nematic elastomer. This
need not be the case.

Of particular note is the soft elasticity and fine scale microstructure (textured defor-
mation or striped domains) observed in the clamped-stretch experiments of Kundler
and Finkelmann [58]. Some of their key observations are reproduced in Figure 1.4.
They begin with a thin rectangular sheet where the director is uniformly oriented
tangential to the sheet but in the short direction (top of Figure 1.4(a)). The fact
that the director is uniform is evident from the fact that the sheet is transparent.
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(a)

(b)

(c)

Figure 1.5: Consider a nematic elastomer in which the director is free to rotate
through the material. (a) Here, the initial director aligns vertically in the sample,
and the sample is stretched horizontally. (b)To avoid large shear, the director
reorientation occurs in strip domain to accommodate the stretch. (c) Eventually
(i.e., at large enough stretch), the director full rotates to the horizontal.

They clamp the short edges and pull it along the long edge. The nominal stretch
vs. nominal stress behavior for this sheet is akin the bottom-most curve in Figure
1.4(b). Notice that nematic sheets display essentially zero stress for very significant
values of stretch: this is known as the soft elasticity. The center and bottom images
of Figure 1.4(a) capture stretch midway through the soft behavior and at the end
of the soft behavior respectively. During the soft stage of stretch, the entire sheet
is strongly scattering light and so visibly cloudy, an optical indication that the di-
rector is no longer uniform. Beyond the soft plateau (i.e., the bottom image), the
sheet becomes transparent again in its central region, indicating uniform director
arrangement in this region. However, it remains cloudy near the clamped edges.

The cloudy regions indicate material microstructure in the form of strip domains
of oscillating director as shown in Figure 1.4(c). The heuristic is as follows (see
also Figure 1.5): A nematic elastomer features a director that can rotate through
the material, and this rotation is accommodated by spontaneous elongation along
the director. Thus, the sheet can elongate along the direction of stretch with little
stress by having its director rotate from vertical to horizontal. Doing so uniformly,
however, results in a shear at intermediate orientations, but this shear can be avoided
on average by breaking up the cross-section into domainswhere one half the directors
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rotate one way (say through θ) while the other half rotates the other way (through
−θ). This is exactly what happens in the clamped stretched sheet at a very fine
scale (microns), manifesting in stripe domains. Finally, when the director has fully
rotated to the horizontal, it becomes uniform again (since the material is invariant
under the change of sign of the director).

Hence, the mechanically induced director reorientation—which is spurred on by the
unique microscopic physics of nematic elastomers—is driving textured deformation
and material microstructure which enables a (semi-)soft macroscopic response to
stretch. In particular, here the “effective" macroscopic behavior of the nematic
elastomer is being driven by the microscopic physics, but in a way such that the
picture changes dramatically going from the micro (the material microstructure in
Figure 1.4(c)) to the macro (the clamped-stretched sheet in Figure 1.4(a)) .

What is the origin of this microstructure, and how does it precisely influence the
macroscopic behavior of these elastomers? These questions are part of a major
theme of this thesis.

Heterogeneously patterned thin sheets
We have seen, by example, some of the rich mechanical behavior and thermo-
mechanical coupling exhibited by monodomain nematic elastomers. This begs the
question: what new phenomena emerge when we go beyond the restrictions of a
monodomain? For one4, recent advances in the synthesis of sheets with controlled
heterogeneities—where the director is programmed in a nonuniform but controlled
manner throughout the sheet—have enabled their actuation into nontrivial shapes
with unprecedented energy density.

Modes et al. [66, 67] predicted that if one could program azimuthal or radial hetero-
geneity in the anisotropy of a thin nematic glass sheet, then a uniform temperature
change would actuate a conical or saddlelike three-dimensional shape. The first
experimental realization of this came in nematic glass sheets with the work of de
Haan et al. [51]; they programmed such heterogeneity in a thin nematic glass sheet,

4We are going to focus here on sheets with “controlled" heterogeneity. There are other examples
beyond these and monodomain samples such as polydomain samples, where the sample is allowed
to freely form many different domains of nematic anisotropy. Typically these domains have a
characteristic mesoscopic length scale which is small compared to the overall sample, but large
compared to length scale on which the anisotropy can be approximated by a director. Such samples
can (if cross-linked in the isotropic phase) display soft elasticity akin to the monodomain sample in
Figure 1.4. We refer the interested reader to Biggins et al. [17, 18] for the theoretical underpinning
of this, and Urayama [99] for an experimental realization.
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Figure 1.6: Programmed azimuthal heterogeneity in a nematic elastomer sheet “A".
“B"Upon heating, the sheet actuates into a series of conical shapes “B". The actuated
sheet can support in excess of 10 times its weight “C", and it has tremendous work
density “D" . (This figure is reproduced from Ware et al. [102].)

and observed the predicted three-dimensional shape by thermal actuation. However,
nematic glass is more densely cross-linked then nematic elastomer (recall Figure
1.1), and so the response of these sheets was muted in light of the small strains
and high stiffness of glasses. More recently, Ware et al. [102] developed so-called
voxelated nematic elastomers, and with these they were able to realize dramatic
shape change upon heating a sample with azimuthal heterogeneity.

Some of their key results are reproduced in Figure 1.6. The sheet is programmed
with nine unit cells each incorporating an azimuthal pattern around a central defect
(i.e., where the direct field aligns parallel to the circumference of a circle whose
center is at each of the defects as in the cartoon in “A"). Upon heating, each of the
unit cells actuates into a conical shape. The heuristic is a follows: Recall that in the
temperature-driven nematic to isotropic transformation (Figure 1.1(a)), the polymer
network wants to contract along the director and expand transverse to this direction.
Thus, consider one of the unit cells, and in particular, fix a radius r0 from the
defect of the cell and the corresponding circumference C0 in the initially flat sheet.
Since the radius is everywhere perpendicular to the director, it wants to expand
under heating (i.e., r0 7→ r where r > r0). Alternatively, since the circumference is
everywhere parallel to the directer, it wants to contract under heating (i.e., C0 7→ C

where C < C0). The desired expansion and contraction in this setting is uniform,
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and thus, the only configuration which can attain this state everywhere in the sample
(up to a defect at each origin) is a cone. This is precisely what is observed in the
actuation of this sample (i.e., “B" in the figure). Further, since the entire sheet is
participating in the actuation, this soft elastomer is robust to added forcing as seen
in “C", and it has an energy density (i.e.,“D" in the figure) comparable to some of
the best actuator materials5.

Hence, we see that azimuthal heterogeneity causes a buckling of the sheet to a cone
upon thermal actuation. Beyond this, we note that in voxelated nematic elastomers
(e.g., Ware et al. [102]), the director field is prescribed in voxels or cubes whose
characteristic length is ∼ 50µm, which is on the order of the thickness of the sheet.
Moreover, any planar director profile (where the director is in the plane of the
initially flat sheet) can be prescribed within each voxel. Thus, there is an enormous
design landscape to explore given this capability.

Questions of how properties of thin sheets (i.e., buckling and localized deformation)
couple with the shape change induced by controlled heterogeneity in actuation are
another major theme of this thesis.

1.3 Theoretical background and an overview of our results
We have highlighted examples of nematic elastomers (i) undergoing large spon-
taneous distortion under temperature change, (ii) deforming without stress, (iii)
exhibiting fine-scale material microstructure and soft elasticity and (iv) actuating
into complex three dimensional shapes. We have also intimated that these behaviors
emerge essentially as consequences of a coupling of the deformation (or the elas-
ticity) of nematic elastomers to (I) a nematic to isotropic phase transition and (II)
director reorientation. In fact, we will show that a careful accounting of the elasticity
of thin sheets incorporating these properties will lead naturally to the macroscopic
behaviors seen in the examples (i-iv). To do this, we build from well-established
theories in the physics literature which capture the three dimensional picture of the
microscopic physics (i.e., properties (I) and (II)), and we derive two dimensional
theories from them based on sound (and in most cases rigorous) mathematical ar-
guments. These two dimensional theories capture the macroscopic behaviors seen
in (i-iv) and much more.

To introduce our results, we find it most natural to progress in the context of the
relevant theoretical background upon which they are built:

5See Krulevitch et al. [57] Figure 10 for the work density of actuator materials.
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On the mechanical response and instabilities in thin sheets
A theory to describe the elasticity of nematic elastomers was formulated by Bladon
et al. [19]. It is derived from the statistical mechanics point of view by capturing
entropic elasticity of the chains in the presence of nematic order. In this framework,
the material is isotropic in the high temperature state, and there is no preferential
orientation for the director. Thus, the director may rotate freely with respect to
the material frame. This novelty results in a degeneracy in the low energy states
associated to the entropic elasticity, whereby the material has a non-trivial set of
stress-free shape-changing configurations. Hence, Warner et al. [103] predicted that
these features should give rise to soft elasticity under the application of an electric
field or mechanical deformation.

This prediction came to fruition, as highlighted above with the electro-mechanical
experiments of Urayama et al. [97, 98] and the clamped-stretch experiments of
Kundler and Finkelmann [58]. Strikingly though, the soft elasticity in the Finkel-
mann experiment corresponds to the formation of fine-scale material microstructure
or strip domains (where the director alternates between two orientations in stripes).
Such domains would appear to run counter to conventional wisdom on the model-
ing of liquid crystals. In particular, liquid crystals desire uniform alignment, and
therefore, deviations from the preferred uniform alignment are often said to incur
an elastic penalty. Following Frank [44] (see also de Gennes and Prost [49]), this
elastic contribution is widely modeled by a phenomenological description termed
Frank elasticity. It is an energetic penalty on the most general quadratic form in
n and ∇n (the director and its gradient). In the context of nematic elastomers,
this contribution would appear to penalize domain walls (i.e., the narrow regions
that separate strip domains of uniform director seen in the microstructure in Figure
1.4(c)).

In contrast to the conventional wisdom, Verwey et al. [101] explained how stripe
domains can arise as a means of minimizing this combined free energy. Specif-
ically, they recognized that the competition between entropic elasticity and Frank
elasticity—precisely the square-root of the ratio of the moduli κ of the Frank elas-
ticity to µ of the entropic elasticity—introduces a small length-scale. Roughly,√
κ/µ ∼ 10 − 100 nm (see, for instance, chapter 3 of Warner and Terentjev [105]),

and they argued that stripe domains with alternating directors can emerge as min-
imizers of this combined energy with transition zones proportional to this small
length-scale.
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DeSimone and Dolzmann [37] noted that the entropic energy density proposed by
Bladon et al. [19] is not quasiconvex, and thus fine-scale microstructure can arise
naturally in these materials. Mathematically, the energy functional is not weakly
lower-semicontinuous, resulting in possible non-existence of minimizers: briefly,
minimizing sequences develop rapid oscillations that result in a lower energy than
its weak limit. These rapid oscillations are interpreted as the fine-scale microstruc-
ture in the material. DeSimone and Dolzmann [37] also computed the relaxation,
wherein the energy density is replaced with an effective energy density that accounts
for all possible microstructures. Further, Conti et al. [27, 28] used the planar version
of free energy to study the stretching of sheets and were able to explain various
details of the experiments described above including the soft elasticity, formation
and disappearance of stripe domains, and the persistence of domains near the grips
even at high stretches.

Nevertheless, experiments on nematic elastomers, like the ones highlighted, have
largely been performed on thin sheets or membranes. These structures are typically
unable to sustain compression, having rather a state of stress limited to just uniaxial
and biaxial tension. Consequently, sheets are often plagued by instabilities such as
wrinkling. To this point, we highlight another surprising observation inherent to
the experiments of Kundler and Finklemann [58], one that that has thus far escaped
notice and exploration. Even though the thin sheet in Figure 1.4(a) has been stretched
significantly with clamped grips, it remains planar and does not wrinkle. In fact,
similar experiments have been conducted by a number of researchers, and none of
them have reported any wrinkling instability. This is surprising because thin sheets
of purely elastic materials wrinkle readily when subjected to either shear (as shown
by Wong and Pellegrino [109, 110, 111]) or stretching with clamped grips [24, 75,
93, 113].

The wrinkling of thin elastic membranes has been widely studied, motivated by
various applications. Early research was motivated by the use of membranes for
aircraft skins where wrinkling altered their aerodynamic performance. More recent
interest stems from the use ofmembranes in light-weight deployable space structures
including solar sails, telescopes and antennas [53, 65], and renewed interest in fabric
roofs of complex shape [23] (see also [113] and references therein). The underlying
mechanism is relatively simple: thin elastic membranes are unable to sustain any
compression; instead they accommodate imposed compressive strains by buckling
out-of-plane. When a sheet is pulled on clamped edges, the clamps inhibit the
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natural lateral contraction, leading to compressive stresses in the lateral direction,
which in turn leads to wrinkles or undulations elongated along the direction of
stretch. The wavelength of the undulations are large compared to thickness, but
small compared to the overall dimensions of the sheet.

Mathematically, any finite deformation theory of membranes is not quasiconvex,
and thus suffers from instabilities which can be interpreted as wrinkles (see, for
instance, the works of Pipkin and Steigmann [78, 88, 89]). Further, the relaxation of
such theories gives rise to tension-field theories like those of Mansfield [64] where
membranes can resist tension but not compression. Such theories are zero thickness
idealizations of the membrane which account for the consequences of wrinkles at a
scale large compared to the wrinkles but do not describe them explicitly. Alterna-
tively, in recognizing that wrinkles cause bending due to the non-zero thickness of
the membrane, Koiter-type theories, which capture a sum of bending and membrane
energies, lead to an explicit description of wrinkles. Such theories form the basis of
the analysis of wrinkling described above [24, 75, 93, 111, 113].

In general, there are two approaches to dealing with instabilities resulting from the
failure of (an appropriate notion of) convexity that results in features at a fine scale.
The first is relaxation, where one derives an effective or relaxed theory that describes
the overall behavior after accounting for the formation of fine-scale features. The
relaxed theory ofDeSimone andDolzmann in the context of liquid crystal elastomers
and the tension-field theories for thin membranes are examples of such relaxation.
While these theories are extremely useful in describing overall behavior, they are
often difficult to compute explicitly and they do not resolve all fine scale details
though it is at times possible to a posteriori reconstruct them. Further, they are
often degenerately convex and therefore lead to extremely stiff numerical problems.
The second approach is regularization where one recognizes that the source of the
nonconvexity is the neglect of some smaller order physics, and adds some higher
order term to the energy. The second gradient theories of plasticity, the phase field
theories of phase transformations and the theories of Verwey et al. [101] (where
the Frank elasticity regularizes the entropic elasticity) are examples. These resolve
the fine-scale details, but are computationally extremely expensive as they require a
very fine resolution.

In this thesis, we are interested in the potential wrinkling behavior of stretched
nematic elastomer sheets. Therefore we have to account for two sources of instabil-
ity—a material instability that results in the formation of fine-scale microstructure
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and a structural instability that results in fine-scale wrinkles. We develop the theory
for this on multiple fronts:

Overview of our results (The effective membrane theory)
First, we derive the effective theory of thin sheets of nematic elastomers that accounts
not only for the formation of fine-scale material microstructure but also instabilities
like wrinkling. An important insight that results from this is the possible states of
stress in these materials. We find that like usual elastic sheets, sheets of nematic
elastomers are also incapable of sustaining compression, and the state of stress is
limited to uniaxial and biaxial tension. Importantly, due to the ability of these
materials to form microstructure, there is a large range of deformation gradients in-
volving unequal stretch where the state of stress is purely equibiaxial. Consequently,
a membrane of this material has zero shear stress even when subjected to a shear
deformation within a certain range.

We start with a three dimensional variational model of nematic elastomers and
derive the effective behavior of a membrane—a domain where one dimension is
small compared to the other two—as the Γ−limit of a suitably normalized functional
as the ratio of these dimensions goes to zero following LeDret and Raoult [61] and
others [14, 31, 87]. Our variational model is based on a Helmholtz free energy
density that has two contributions: the first contribution is the entropic elasticity of
Bladon et al. [19], and the second is Frank elasticity. We recall that the lengscale
of Frank elasticity

√
κ/µ ∼ 10 − 100 nm, and note that the thickness h of a realistic

membrane is on the order of 10 − 100 µm depending on the application. Thus, one
has two small parameters, and one needs to study the joint limit as both

√
κ/µ and h

go to zero, but at possibly different rates. We do so by setting κ = κh and studying
the limit h → 0.

We find that the Γ−limit and thus the resulting theory is independent of the ratio
κh/h. This is similar to the result of Shu [87] in the context of membranes of
materials undergoing martensitic phase transitions. In other words, the length-scale
on which the material can formmicrostructure does not affect the membrane limit as
long as it is small compared to the lateral extent of the membrane. Consequently, the
Γ−limit we obtain coincides with the result of Conti and Dolzmann [31] who studied
the case κ = 0. In fact, our proof draws extensively from their work. Specifically,
their result provides a lower bound and our recovery sequence is adapted from theirs.

The Γ−limit is characterized by an energy per unit area that depends only on
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the tangential gradient of the deformation. It is obtained from the density of the
entropic elasticity by minimizing out the normal component followed by relaxation
or quasiconvexification. We compute this by obtaining upper and lower bounds, and
provide an explicit formula shown schematically in Figure 3.2. It is characterized
by four regions depending on the in-plane stretch: S a solid region where there is no
relaxation, L a liquid region where wrinkling and microstructure formation drive
the effective energy to zero, W a wrinkling region where wrinkling relaxes the
energy, andM a microstructure region where stripe domains relax the energy. The
techniques employed here are in the same spirit as those employed by DeSimone
and Dolzmann [37] in three dimensional nematic elastomers.

We also show that the oscillations in the regionM are necessarily planar oscilla-
tions of the nematic director and involve no out-of-plane deformation while those
in the regionW are characterized by uniform nematic director and wrinkling. Ad-
ditionally, we show that region S is without instability. The effective energy we
derive proves to be differentiable, and the derivative associated with each region is
precisely related to the characterization of instabilities. We use the derivative to
define a stress. The Cauchy stress is given in (3.12): it is general biaxial tension
in S where the membrane is without instability, zero in L where crumpling and
microstructure are driving the effective energy and stress to zero, uniaxial tension
inW where wrinkling relaxes compression and equi-biaxial tension inM where
microstructure relaxes shear. As described above, the unique attributes of nematic
elastomers give rise to this region of equi-biaxial tension compared to membranes
of usual elastic materials.

These results can also be found in Cesana et al. [25].

Overview of our results (The Koiter theory and suppression of wrinkling)
The effective membrane theory for nematic elastomers accounts for the conse-
quences of wrinkling and microstructure on a scale large compared to the instabil-
ities, but it does not describe them explicitly. Physically though, the scale of the
microstructure (microns) is small compared to the scale of wrinkles (millimeters).
Hence, we take a multiscale view and systematically develop a theory that is a re-
laxation for microstructure but a regularization for wrinkles. The resulting theory
is a Koiter-type theory (3.183) with two terms; the first is the two-dimensional or
plane stress reduction of the relaxed energy of DeSimone and Dolzmann [37] and
the second is bending.
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Figure 1.7: The wrinkling of a clamped-stretched sheet is suppressed with the
introduction of nematic anisotropy. The strength of nematic ordering is given by
r ≥ 1, with increasing r corresponding to stronger nematic ordering.

To develop this theory, we build on the results of the effective membrane theory:
Recall we provided the explicit characterization of the instabilities or oscillations
(Youngmeasures) that underly the relaxation. This had two sources—microstructure
or stripe domains and wrinkles. Remarkably, for the taut sheets (i.e., regionsM,S

andW), we found that the overall deformation gradients for which microstructure
occurs are distinct from the overall deformation gradients for which wrinkling oc-
curs. We show, in addition, that the plane stress reduction of the relaxed entropic
elastic energy coincides with the relaxed membrane energy in all regions of interest
for taut membranes except the one involving tension wrinkles, where it is the plane
stress reduction of the original entropic energy. Consequently, this reduction accu-
rately describes the role of microstructure in the in-plane deformation of nematic
elastomer sheets. It does not, however, accurately describe tensionwrinkling in these
sheets; rather, regularization or relaxation is needed. Taking the regularization ap-
proach, we use the Young measure characterization of tension wrinkling oscillations
to compute the bending energy for these oscillations systematically from the relaxed
entropic elastic energy. This bending together with the plane stress reduction of
the relaxed entropic elastic energy gives the appropriate Koiter-type theory for taut
sheets of nematic elastomer.

Finally, we use this theory in numerical studies to demonstrate that the ability of the
material to form microstructure does indeed suppress wrinkling. Specifically, we
study the clamped-stretch experiments of Kundler and Finkelmann [58] and focus
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Figure 1.8: Microstructure at the clamps: The simulations and experiments are in
striking agreement. This microstructure alters the stress state at the clamps, and as a
result, wrinkling is suppressed. (The figure on the right is reproduced from Warner
and Terentjev [105].)

on sheets with lateral dimensions for which purely elastic materials readily wrinkle
under this stretch. We show that, as a parameter that describes the strength of
the nematic order increases, the onset of wrinkling is delayed and the amplitude is
decreased, until it is completely suppressed for large enough nematic order (Figure
1.7). We further show that the reason for this is that the ability to formmicrostructure
alters the stress distribution close to the clamps (Figure 1.8). These results open
up the possibility of exploiting these materials in applications where one seeks
membranes that do not wrinkle.

These results can also be found in Plucinsky and Bhattacharya [80].

On actuation of heterogeneously patterned thin sheets
The free energy or entropic elasticity of nematic elastomers proposed by Bladon
et al. [19] has been used by Tajbakhsh and Terentjev [92] to explain the shape-
changing response to thermal actuation in mono-domain sheets, i.e., sheets with
spatially uniform director. More recently, it has been recognized by Modes et
al. [66, 67] and now many others [2, 26, 72, 73, 112, 79] that heterogeneously
programing the sheet, so that the director varies spatially in the plane of the sheet,
could result in complex three dimensional shapes upon thermal actuation. That
is, since sheets are characteristically thin compared to their lateral dimensions,
the non-uniform shape-changing response of patterned sheets to thermal actuation
could induce out-of-plane buckling. Thus, based on a membrane idealization of
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the free energy, Modes et al. [66, 67] predicted that a sheet with programmed
azimuthal or radial heterogeneity would actuate into a conical or saddle-like three-
dimensional shape upon temperature change. Such heterogeneity was later realized
experimentally—first by de Haan et al. [51] for nematic glass sheets, and then by
Ware et al. [102] in nematic elastomer sheets—and the actuation of these sheets
agreed with the prediction.

The underlying mechanism for actuation couples the shape-changing physics of the
material to the geometry of the sheet: The heterogeneity encoded into the flat sheet
often necessitates internal stresses upon actuation. Indeed, going beyond a uniform
prescription of the director, there is likely no stress-free way to accommodate the
desired local shape-changing response to actuation to form a compatible deformation
of the sheet. This induces stress in two flavors. If the sheet (or a portion of the
sheet) remains planar, then it develops internal membrane stresses (i.e., stresses
which are essentially uniform through the thickness). Alternatively, the sheets can
deform out-of-plane to relieve the membrane stresses, at the cost of bending stresses
(i.e., stresses which vary essentially linearly through the thickness). For thin enough
sheets, bending and thus out-of-plane deformation is preferred. This is analogous
to the classical example of the buckling of a column under axial compressive load:
the column remains planar under application of small compressive stress, but on
exceeding a critical stress (which depends on thickness/width to length ratio), the
column buckles. Here though, we are not dealing with the application of a load, but
rather, the buckling is induced by incompatible heterogeneity upon actuation.

This phenomenon of incompatible heterogeneity is ubiquitous in the biology of
growth; for instance, in the the morphogenesis of growing leaves, in which the leaf
forms out-of-plane undulations while growing outwards in a non-uniform manner
[35, 40, 86]. It has also been carefully studied in the context of swelling in hydrogels
by Klein et al. [56], where the swelling is controlled to induce a desired non-
Euclidean metric within the hydrogel sheet, and where strikingly, the actuation
is exactly consistent with satisfying this metric. Thus, building off of this work,
Efrati et al. [38, 39, 85] developed the general framework of non-Euclidean plate
theory to study this phenomenon. Further, this formalism has since been used by
Aharoni et al. [2] to propose a metric constraint to govern shape-changing actuation
in heterogeneously patterned nematic elastomer sheets.

The successes of non-Euclidean plate theory notwithstanding, there are some lim-
itations: For one, it is often not clear the exact manner by which the microscopic
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physics of a complex material gets distilled into a non-Euclidean metric (these
are typically proposed in an ad hoc manner). In addition, it is possible that the
purely geometric picture of active sheets breaks down, say if the formation fine-
scale material microstructure competes with shape change driven by programmed
heterogeneity. Fortunately, with recent advances in the mathematical treatment of
dimension reduction elasticity, these limitations can be addressed.

The derivation of plate theories is old problem with major contributions from Euler,
D. Bernoulli, Cauchy, Kirchhoff, Love, E. and F. Cosserat, von Karman, among
many others. It is only recently though that such plate theories have been obtained
rigorously from three dimensional elasticity. The seminal work along this line
is that of Friesecke, James and Müller [46]: They showed that a Kirchhoff type
bending theory emerges rigorously as the Γ-limit of three dimensional elasticity at
the energy scale proportional to the thickness cubed (and under hypotheses which
are natural to conventional solids). The main technical ingredient for this result is
geometric rigidity, which allows for a rigorous (i.e., ansatz free) investigation of all
possible deformations which have elastic energy proportional thickness cubed, and
in particular, is used to deduce that all such deformations with this scaling behave
(asymptotically) as isometric immersion of a flat sheet. That is, all pure bending
configurations of a flat sheet are developable or ruled surfaces. The techniques to
develop this theory are widely applicable to a range of dimension reduction prob-
lems in elasticity. Indeed, building on this work, Friesecke et al. [45] also rigorously
derived von Karman plate theories as a dimension reduction of three dimensional
elasticity (under an appropriate scaling assumption on the plate’s boundary con-
ditions). Further, Lewicka and Pakzad [63] generalized key results of geometric
rigidity to a setting appropriate for deriving non-Euclidean plate theories from three
dimensional elasticity.

In this thesis, we are interested in characterizing designable actuation in heteroge-
neously patterned sheets of nematic elastomer. Therefore, we have to discern the
intimate connection between the microscopic physics of nematic elastomers and the
behaviors inherent to thin sheets.

Overview of our results (On actuation)
We start from a variational formulation for the entropic elastic energy of nematic
elastomers and we derive the effective two dimensional metric constraint, which
links the deformation and the heterogeneous director field. This constraint (equation
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Figure 1.9: One can lift the Eiffel Tower out of a sheet through an actuation which
exploits buckling. Further, one can actuate a box taking advantage of heterogeneity
to induce sharp folds.

(4.17) below) arises in the context of energy minimization due the interplay of
stretching, bending and heterogeneity in these sheets. Our main results show that
satisfying the metric constraint is both necessary and sufficient for the deformation
to be an approximate minimizer of the energy. The metric constraint is also a
generalization of the constraint proposed by Aharoni et al. [2] in two directions in
that (i) it extends the constraint to three dimensional programming of the director
field (where the director can tilt out of the plane of the sheet) and (ii) it relaxes the
smoothness requirement asserted there. These generalizations admit a rich class of
examples under the metric constraint.

In relaxing the smoothness requirement, we explore nonisometric origami—where
heterogeneity is programmed in a piecewise constant pattern so that thermal ac-
tuation leads to complex folding patterns. We show that if the metric constraint
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holds, then the energy of actuation is O(h2) and this h2 scaling is optimal. This
justifies nonisometric origami as a class of designable actuation. Many examples of
nonisometric origami are possible: we highlight this construction that will fold into
a box (Figure 1.9) and several other examples. We also develop in some detail an
equivalent formulation of the metric constraint (4.20) for nonisometric origami in
terms of compatibility conditions. These are akin to the rank-one condition studied
in the context of fine-scale twinning during the austenite martensite phase transi-
tion (also actuation of active martensitic sheets)[4, 13, 14, 15] and to the recently
studied compatibility conditions for the actuation for nematic elastomer and glass
sheets using planar programming of the director [68, 69]. We also highlight the
rich potential of this class of designable actuation by showing that the case of three
sectors with fixed distinct planar directors n0i ≡ ñ0i for i = 1, 2, 3 can have up to 32
non-trivial compatible junctions for various r̄ and n0i.

For three dimensional programing (where the director can tilt out-of-plane), we
explore lifted surfaces—where three dimensional heterogeneity is programmed so
that thermal actuation leads to a prescribed surface of arbitrary complexity as long
as it is smooth and has limited slope. We show that these (and all other sufficiently
smooth surfaces satisfying the metric constraint) are bending configurations of the
sheet. We also show that any bending configuration of the sheet is necessarily
a sufficiently smooth surface satisfying the metric constraint. This establishes a
rigorous underpinning to the assertion that the metric constraint governs shape-
changing actuation in these sheets. Thus, it can be used as a means of classifying
the design landscape for actuation in these sheets. We highlight the rich landscape
for the lifted surfaces design through two examples: one where Caltech lifts out of
the sheet, and another where the Eiffel Tower does (Figure 1.9). These are but a
small sample of designs amenable to this framework.

This metric constraint first appeared in our earlier short paper [82] with a view
towards applications. The justification of this constraint for designable actuation
can be found in Plucinsky et al. [81].
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C h a p t e r 2

THEORY FOR THE ELASTICITY OF NEMATIC ELASTOMERS

2.1 A first principles theory
The entropic elastic energy density
A widely accepted theory for the free energy or entropic elasticity of nematic
elastomers is due to Bladon et al. [19] (see also Warner and Terentjev [105]). As
with the classical neo-Hookean model for rubbery solids, this formulation emerges
from the statistics of polymer chain conformations, with the caveat being that the
distribution properly accounts for nematic anisotropy associated with the liquid
crystal rod-like molecules. The free energy W e : R3×3 × R3 × R3 → R ∪ {+∞} has
the form

W e(F, n, n0) :=
µ

2




Tr
(
FT (` f

n )−1F (`0
n0 )

)
− 3 if n, n0 ∈ S

2, det F = 1

+∞ otherwise,
(2.1)

where F ∈ R3×3 is the deformation gradient,

`
f
n := r−1/3

f (I3×3 + (r f − 1)n ⊗ n),

`0
n0 := r−1/3

0 (I3×3 + (r0 − 1)n0 ⊗ n0)
(2.2)

are the step-length tensors in the deformed and undeformed configurations, re-
spectively, which incorporate the nematic anisotropy, n and n0 are the direc-
tors (in the deformed and undeformed configurations respectively) and r f and
r0 ≥ 1 are order parameters (in the deformed and undeformed configuration,
respectively) characterizing the shape-changing response due to the local align-
ment of liquid crystal molecules. The energy is frame indifferent; specifically,
W e(RF, Rn, n0) = W e(F, n, n0) for all R ∈ SO(3) (Proposition A.1.1).

As the average alignment of the liquid crystals within the polymer (and thus, the
shape-changing response) depends on temperature, the order parameters r f and
r0 are temperature dependent. Specifically, r f and r0 arise from evaluating some
underlying monotone decreasing order parameter r (T ) at the final temperature T f

and initial temperature T0, respectively (i.e., r f := r (T f ) and r0 := r (T0)). At
high temperatures, thermal fluctuations suppress nematic ordering, leading to an
isotropic polymer. This is characterized by r (T ) = 1 for temperatures T larger than
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Tiso—the temperature inducing a nematic-to-isotropic phase transition within the
solid. One can model this state by setting r f = r0 = 1 in the energy above, in
which case ` f

n = `0
n0 = I3×3 and W e reduces to the incompressible neo-Hookean

model. (Here, I3×3 ∈ R
3×3 represents the identity matrix.) More generally, the

entropic elasticity is simply an extension of the incompressible neo-Hookean model
to account for nematic anisotropy, i.e.,

W e(F, n, n0) =



WnH
(
(` f

n )−1/2F (`0
n0 )1/2

)
if n, n0 ∈ S

2,

+∞ otherwise.
(2.3)

Here for definiteness, we note

(` f
n )1/2 = r1/6

f (I3×3 + (r1/2
f − 1)n ⊗ n),

(`0
n0 )−1/2 = r−1/6

0 (I3×3 + (r−1/2
0 − 1)n0 ⊗ n0),

(2.4)

and WnH : R3×3 → R ∪ {+∞} denotes the incompressible neo-Hookean model:

WnH (F) :=
µ

2




|F |2 − 3 if det F = 1,

+∞ otherwise.
(2.5)

(The equality (2.3) holds since det(` f
n ), det(`0

n0 ) = 1 for n and n0 ∈ S
2.)

An important insight regarding this model for nematic elastomers is that the de-
formed director n is treated as a variable independent of the deformation gradient
F. Physically, this implies that the director can reorient relative to the deformation
gradient of the surrounding polymer network. As a result, there is a degenerate
set of stress-free shape-changing configurations associated with the entropic elastic
energy density W e. Indeed, WnH is minimized (and equal to zero) strictly on the
space of rotation matrices (an implication of Proposition A.1.4). Thus we have that,
for a given director n0 ∈ S

2 in the undeformed configuration, W e is minimized (and
equal to zero) if and only if the deformation gradient F ≡ Fso f t satisfies

Fso f t = (` f
n )1/2R(`0

n0 )−1/2 for any n ∈ S2 and R ∈ SO(3). (2.6)

Some intuition: Consider a (or perhaps the simplest) non-trivial example of this
soft deformation. Let n0 = e2, R = I3×3, r f = r0 = 9, and parameterize n as
n = sin(θ)e1 + cos(θ)e2. We find that

Fso f te1 =
(
2 − cos(2θ)

)
e1 + sin(2θ)e2,

Fso f te2 =
1
3
(

sin(2θ)e1 +
(
2 + cos(2θ)

)
e2

)
.

(2.7)
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⇡
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⇡
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n1

n2

n(✓)

Figure 2.1: An example of a soft deformation mode of a unit cube of nematic
elastomer parameterized by an angle θ. Here, we have set r f = r0 = 9, R = I3×3.
By varying R ∈ SO(3), we can obtain even more soft modes for a given n.

A depiction of Fso f t in this case is provided in Figure 2.1 for the deformation of a
unit cube1. Notice that as the director n rotates from vertical to horizontal here, the
deformation gradient Fso f t is accommodating this rotation by a stress-free shape-
changing distortion. This is in stark contrast to conventional solids, where the only
stress-free shape-changing deformation gradients are rigid rotations.

A non-ideal energy density
Nematic elastomers are never completely soft: Intuitively, reorientation of the liquid
crystal molecules can be inhibited by the polymer network (say, if network is densely
cross-linked). However, as the example in the figure shows, there is nothing in the
above ideal model for the entropic elasticity to suggest such reorientation can be at
all suppressed, even in the slightest of ways (i.e., the director is going from vertical
to horizontal and the solid is changing its shape without stress). This motivates the
introduction of a non-ideal energy density which penalizes stress-free reorientation
of the director field. Following Biggins et al. [17, 18] and others [27, 76, 101, 100],

1Note, an anisotropy parameter of 9 is not physically realistic as this is far more distortion than
the typical sample, but it does yield nice formulas in (2.7).
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we take W ni : R3×3 × R3 × R3 → R ∪ {+∞} to be

W ni (F, n, n0) :=
µα

2




Tr
(
F (I3×3 − n0 ⊗ n0)FT (n ⊗ n)

)
if n, n0 ∈ S

2

+∞ otherwise ,
(2.8)

or equivalently2 as

W ni (F, n, n0) ≡
µα

2




|(I3×3 − n0 ⊗ n0)FT n|2 if n, n0 ∈ S
2

+∞ otherwise .
(2.9)

Here, α ≥ 0 is a material parameter characterizing the influence of non-ideality for
the nematic elastomer, and it depends on the cross-linking state (cf. [17, 18])—with
α appreciable for nematic elastomers cross-linked in the nematic phase, and quite
small for those cross-linked in the isotropic phase. This non-ideal energy density has
microscopic origins as detailed by Verwey and Warner [100], and a slight variant of
this density has been used to explain the semi-soft behavior3 of clamped-stretched
nematic elastomer sheets [27, 101]. It is frame indifferent (i.e., W ni (RF, Rn, n0) =
W ni (F, n, n0) for all R ∈ SO(3)).

In introducing this non-ideal energy density, the stress-free shape-changing modes
of deformation inherent to the ideal entropic energy density disappear (though for
small α, these deformations are still nearly stress-free). To see this, for a given
n0, we note that the sum W e +W ni is minimized (and equal to zero) if and only if
F ≡ Fso f t and n ≡ nso f t satisfy

Fso f t = R(` f
n0 )1/2(`0

n0 )−1/2,

nso f t = Rn0 or nso f t = −Rn0
(2.10)

for some R ∈ SO(3). (This can be deduce from the argument of Proposition A.1.8.)
That is, the deformed director n is no longer a free parameter. It is instead obtained
via a rotation of the reference director which is exactly the rotation associated with
the polar decomposition of the deformation gradient4. In fact, without thermal

2Wni as defined with the trace is the common writing of this energy density in the physics
literature (e.g., [17, 18, 76]). However, the latter way of writing the energy makes obvious the fact
that it is simply penalizing deviations of FT n/|FT n| away from n0 or −n0. The two formulations are
equivalent since (I3×3 − n0 ⊗ n0)2 = (I3×3 − n0 ⊗ n0).

3Semi-soft behavior describes, for instance, the initial stressed response to stretch exhibited in
some of the clamped-stretched samples of Küpfer and Finkelmann [59] before the plateau and large
strain soft-elasticity; see Figure 1.4(b).

4Note, that the energy densities, both W e and Wni , are invariant under a change in sign of
the directors. Physically, the alignment of liquid crystal molecules does not “point" in a specific
direction in the sense that replacing n (or n0) with −n (or −n0) yields the same accounting of nematic
anisotropy; recall the cartoon in Figure 1.1(a). Therefore, one cannot distinguish between the director
n0 rotating to n via the rotation associated with the deformation gradient or rotating to −n; hence the
“or" in (2.10).
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n0

R n

rf = r0

Figure 2.2: In introducing non-ideality, stress-free states are only rigid body rotations
if the system is not being thermally actuated.

actuation, the soft-modes are completely classical with the introduction of non-
ideality: in setting r f = r0 (which is equivalent to fixing the temperature), we see
that (` f

n0 )1/2(`0
n0 )−1/2 = I3×3, and so the soft-modes are simply rigid-body rotations

as depicted in Figure 2.2.

Alternatively, for actuation by heating, thermal fluctuations suppress the ordering of
the liquid crystal molecules, and this transition is accommodated by shape-changing
distortion of the solid. Indeed, consider the experiment in Figure 1.2 in the context
of this model for nematic elastomers: W e + W ni. By heating, the anisotropy
parameters satisfy r0 > r f ≥ 1 since T0 < T f (recall that r (T ) = 1 for sufficiently
high temperature, and this describes the isotropic case). Thus, for actuation without
stress, the elastomer needs to satisfy (2.10) for some R ∈ SO(3). If, as in the
experiment, the initial director is n0 = e2 and we support the sample so that the rigid
body rotation satisfies R = I3×3 (by say exploiting gravity in adding a paper clip to
the end of the sample), we obtain

Fso f t = (` f
n0 )1/2(`0

n0 )−1/2 = r̄−1/6(I3×3 + (r̄1/2 − 1)e2 ⊗ e2) (2.11)

for this case. Here r̄ = (r f /r0) which, since we are heating the sample, satisfies
r̄ ∈ (0, 1) (for cooling r̄ > 1). We plot a sample of initial dimensions 1

3 L × L

under this deformation gradient in Figure 2.3. Notice that this model is (at least
qualitatively) capturing the behavior of the thermally actuated monodomian nematic
elastomer shown in Figure 1.2. For a more detailed understanding of the experiment
in the figure and its characterization under this theory, we refer to Tajbakhsh and
Terentjev [92].
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n0

�T

r̄ = (9/10)6

r̄ = (8/10)6

r̄ = 1

n1 n2

T1 > T0

T2 > T1

Figure 2.3: Upon actuation, the nematic elastomer contracts along the director and
expands in the transverse directions, resulting in shape-changing distortion.

Frank elasticity and the total free energy
Thus far, we have examined how nematic anisotropy couples to deformation in both
the ideal setting of the entropic elasticity W e in (2.1) and when that ideality breaks
down via W ni in (2.8). There can be other contributions to the elasticity of nematic
elastomers, which are largely independent of this coupling. For instance, the liquid
crystal molecules desire alignment at low enough temperatures, and so deviation
from uniform alignments should incur an energetic penalty. Hence, we introduce
an energetic contribution termed Frank elasticity which reflects an elastic resistance
due to such deviations. It is given by (see for example De Gennes and Prost [49])

WFr =
1
2
κ1(div n)2 +

1
2
κ2(n · curl n)2 +

1
2
κ3(n × curl n)2, (2.12)

where all the derivatives are spatial. Here, the three terms physically represent splay,
twist and bend of the director field with respective moduli κ1, κ2, κ3 > 0. Further,
these moduli κ1, κ2, κ3 are typically close to each other, and so we can approximate
this energy (and bound it from above and below) as:

WFr ≈
1
2
κ |∇yn|2 =

1
2
κ |(∇n)F−1 |2 =

1
2
κ |(∇n)(cofF)T |2, (2.13)
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where the final equality holds when det F = 1 as cofF ∈ R3×3 denotes the cofactor
matrix of F.

Hence, the free energy of a specimen of nematic elastomer occupying a region Ω
when it is undeformed and under the deformation y : Ω→ R3 and with undeformed
and deformed director fields n0, n : Ω→ S2 is written as

En0 (y, n) :=
∫
Ω

{
Ŵ (∇y, n, n0) +

κ

µ
|(∇n)(cof∇y)T |2

}
dx, (2.14)

where we have normalized the energy by the shear modulus via µ/2 as the energy
density Ŵ : R3×3 : R3 : R3 → R ∪ {+∞} is defined by

Ŵ (F, n, n0) := (µ/2)−1
(
W e(F, n, n0) +W ni (F, n, n0)

)
. (2.15)

The parameter ε =
√
κ/µ is likely quite small in nematic elastomers. Specifically,

in liquid crystal fluids, the moduli κi (which bound κ) have been measured in
detail, and these moduli are likely similar for nematic elastomers (see, for instance,
the discussion in Chapter 3 [105]). Further, the shear modulus µ of the rubbery
network, which is distinct to elastomers, is much larger. Substituting the typical
values for these parameters, we find ε ∼ 10 − 100nm. Thus, entropic elasticity will
often dominate Frank elasticity in these elastomers. This observation is a key point
in many of the results developed herein.

2.2 Preliminaries: Mechanical response and instabilities
Monodomain samples and the isotropic reference configuration
In the experiments of Kundler and Finkelmann [58] depicted in Figure 1.4, the
undeformed state is a monodomain sample with director alignment in the vertical
direction. This monodomain synthesis is quite common for nematic elastomers, and
it will be the main focus of our results on the mechanical response and instabilities
in thin sheets detailed in Chapter 3. We will also only consider the mechanical
response keeping the temperature fixed in this chapter, and so r f = r0 =: r is simply
a fixed constant greater than or equal to 1.

In this setting, it is natural to introduce an isotropic reference configuration as op-
posed to using the undeformed monodomain configuration as the reference. To do
this, we let ym : Ωm → R

3 and nm : Ω→ S2 be the deformation and deformed direc-
tor of the monodomain sample (from the undeformed monodomain configuration
Ωm ⊂ R

3). We set

Ω := (`∗n0 )−1/2
Ωm, for (`∗n0 )−1/2 := r1/6(I3×3 + (r−1/2 − 1)n0 ⊗ n0), (2.16)



29

where n0 ∈ S
2 denotes the undeformed uniform director of the monodomain sam-

ple5. This is the isotropic reference configuration. Indeed, we can relate the
deformation and deformed director from the monodomain sample to a deformation
and deformed director as mapped from the isotropic reference configuration via

y(x) := ym
(
(`∗n0 )1/2x

)
and n(x) := nm

(
(`∗n0 )1/2x

)
, x ∈ Ω. (2.17)

In doing this, we find that

Em
n0 (ym, nm) =

∫
Ωm

(
Ŵ (∇ym, nm, n0) +

κ

µ
|(∇nm)(cof ∇ym)T |2

)
dxm

=

∫
Ω

(
Ŵ e

iso(∇y, n) + Ŵ ni ((∇y)(`∗n0 )−1/2, n, n0)

+
κ

µ
|(∇n)(cof ∇y)T |2

)
dx.

(2.18)

Here, xm := (`∗n0 )1/2x for x ∈ Ω, (̂·) := (µ/2)−1(·), and the identity uses the fact
that det(`∗n0 ) = 1. Further, W e

iso : R3×3 × R3 → R ∪ {+∞} is given by

W e
iso(F, n) :=

µ

2




Tr(FT (`∗n)−1F) − 3, if n ∈ S2, det F = 1

+∞ otherwise,
(2.19)

where F ∈ R3×3 now denotes the deformation gradient from the isotropic reference
Ω, and the anisotropy is all encoded in the deformed configuration through the
step-length tensor 6

`∗n := r1/3(I3×3 + (r − 1)n ⊗ n). (2.20)

This energy density is frame indifferent and isotropic (i.e., W e
iso(RFQ, Rn) =

W e
iso(F, n) for all R,Q ∈ SO(3); see Proposition A.1.1).

Now, the Finkelmann samples exhibiting soft elasticity and fine-scale material mi-
crostructure, as in the sample highlighted in Figure 1.4, are cross-linked in the high
temperature isotropic phase. In this case, the parameter α is likely quite small, i.e.,
α � 1 (cf. [17, 18, 105]). In Chapter 3, we are interested in the competition between
instabilities inherent to thin sheets and the fine-scale material microstructure asso-
ciated to (some) nematic elastomers. At a high level, the reason for soft elasticity
and fine-scale material microstructure is the existence of soft modes of deformation

5Note, (`∗n0 )1/2 is equal to (`0
n0 )1/2 for r0 = r . We introduce the notation (·)∗ so as to distinguish

this step-length tensor from a step-length tensor defined later for actuation.
6Again, this step-length tensor is simply ` fn evaluated for r f = r .
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inherent to the ideal entropic elastic energy (i.e., the deformations depicted in Fig-
ure 2.1). This behavior would be suppressed for large α, but it is well-established
(cf. [17, 27, 101]) that for small α, semi-soft behavior and fine-scale material
microstructure are still pervasive in these nematic elastomers. Thus, we study the
case α = 0, for which the free energy from an isotropic reference (2.18) reduces to

Eiso(y, n) :=
∫
Ω

(
Ŵ e

iso(∇y, n)dx +
κ

µ
|(∇n)(cof ∇y)T |2

)
dx, (2.21)

as this is likely not a far departure from reality for samples cross-linked in the
isotropic phase. (We refer the interested reader to Conti and Dolzmann [29] for a
recent numerical approach to deriving effective theories for the mechanical behavior
of nematic elastomers in the case α > 0.)

Notice that this energy (i.e., (2.21)) now has no dependence on the initial reference
director of the undeformed monodomain sample (hence, the terminology: isotropic
reference configuration). In Chapter 3, we introduce effective and two dimensional
theories for nematic elastomers which are systematically derived from this free
energy. That is, the deformations in these theories are all mappings from the
isotropic reference configuration, rather than the physical undeformed monodomain
sample. Nevertheless, for a monodomain sheet in which the initial director n0 is
in the plane of the sheet, one can properly account for the distinction between the
isotropic reference state and monodomain reference state via the change of variables
(2.17), and thus derive the corresponding theories as energies from the undeformed
monodomain state. For clarity, we develop this in Appendix A.2.

As a final remark regarding this energy, we note that Verwey et al. [101] argued that
stripe domains with alternating directors can emerge as minimizers of this energy
functional, with transition zones proportional to the length-scale

√
κ/µ (recall that

this length-scale is on the order of 1 − 100nm). Thus, Frank elasticity need not
inhibit very fine material microstructure in nematic elastomers.

A macroscopic three dimensional description via relaxation
In this section, we recall the results of DeSimone and Dolzmann [37] concerning
the macroscopic behavior of nematic elastomers. Since the Frank energy is small,
we can neglect it while studying the behavior of specimens that are large compared
to

√
κ/µ. Thus, we can define a purely mechanical energy density by minimizing
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Figure 2.4: Macroscopic three-dimensional energy of nematic elastomers following
DeSimone and Dolzmann [37]. (a) Contour plots of the function ϕ3D that describes
the entropic elastic energy W3D, (b) contour plots of the function ψ3D that describes
the relaxed elastic energy W qc

3D (i.e., one that implicitly accounts for microstructure
and (c) Identification of the regions L, M and S.
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out the effect of the director n in W e
iso. This is given by

W3D (F) := inf
n∈S2

W e
iso(F, n) =




ϕ3D (λM (F), λM (cofF)) if det F = 1

+∞ otherwise,
(2.22)

where

ϕ3D (s, t) :=
µ

2

(
r1/3

(
s2

r
+

t2

s2 +
1
t2

)
− 3

)
, (2.23)

λM (F) is the maximum singular value of F (i.e., the largest principal stretch or
the square-root of the maximum eigenvalue of FT F and FFT ) and λM (cofF) is the
maximum singular value of cofF ∈ R3×3 (it is easy to show that the this is also equal
to the product of the largest two principal values of F). A contour plot of ϕ3D is
given in Figure 2.4(a).

This energy density is not quasiconvex. Thus, fine-scale microstructure can drive
energy minimization in the variational formulation of the elastic energy with this
strain energy density, and this leads to a possible non-existence of minimizers. We
account for this by replacing W3D with its relaxation. Mathematically, this is the
quasiconvex envelope of W3D (see Dacorogna [33]),

W qc
3D (F) = inf

{?
Ω

W3D (F + ∇φ)dx : φ ∈ W 1,∞
0 (Ω,R3)

}
, (2.24)

whereW 1,∞
0 (Ω,R3) is the space of Lipschitz continuous functions φ : Ω→ R3 which

vanish on the boundary of Ω, and
>
Ω
= 1
|Ω|

∫
Ω
averages the energy density over Ω.

DeSimone and Dolzmann [37] computed the analytical expression for W qc
3D for W3D

in (2.22),

W qc
3D (F) =




ψ3D (λM (F), λM (cofF)) if det F = 1

+∞ otherwise,
(2.25)

where

ψ3D (s, t) :=
µ

2




0 if (s, t) ∈ L

r1/3
(

2t
r1/2 +

1
t2

)
− 3 if (s, t) ∈ M

r1/3
(

s2

r +
t2

s2 +
1
t2

)
− 3 if (s, t) ∈ S,

L := {(s, t) ∈ R+ × R+ : t ≤ s2, t ≤ r1/6, t ≥ s1/2},

M := {(s, t) ∈ R+ × R+ : t ≤ s2, t ≥ r−1/2s2, t ≥ r1/6},

S := {(s, t) ∈ R+ × R+ : t ≤ r−1/2s2, t ≥ s1/2}.

(2.26)
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A contour plot of W qc
3D is given in Figure 2.4(b), and the regions L (of liquid-like

behavior), M (related to stressed microstructure) and S (of normal solid behavior)
are identified in in Figure 2.4(c). Specifically, note that the relaxation W qc

3D deviates
from the energy densityW3D in regions L and M in Figure 2.4(c). Importantly, these
are the regions where macroscopic deformation can be accommodated by fine-scale
oscillations in the director field of a nematic elastomer, resulting in the relaxation
having lower energy in region M and zero energy in region L. These features were
used by Conti et al. [27, 28] to explain soft elasticity and the complex deformation
states in the clamped-stretch experiments of Kundler and Finkelmann [58] (Figure
1.4) assuming purely planar deformations.

2.3 Preliminaries: Actuation
We turn now to developing a framework and some heuristics for studying actua-
tion of heterogeneously patterned nematic elastomers. Recall that, for capturing
actuation in the simple setting of a monodomain strip depicted in Figure 2.3, we
characterized the soft modes associated with the sum of the entropic and non-ideal
energy densities via (2.10). We note that this characterization can be written in a
somewhat more fundamental way, where the rotation disappears and the result is
completely characterized in terms of F ≡ Fso f t and n0. That is, (2.10) is equivalent
to (cf. Proposition A.1.8)

(Fso f t )T Fso f t = r̄−1/3(I3×3 + (r̄ − 1)n0 ⊗ n0) =: `n0, det(Fso f t ) = 1,

nso f t =
Fso f tn0

|Fso f tn0 |
or nso f t = −

Fso f tn0

|Fso f tn0 |
,

(2.27)

where we recall that r̄ ∈ (0, 1) for heating and r̄ > 1 for cooling. Thus, in the
context of stress-free actuation, nso f t is simply obtained as a convection of n0 by the
deformation gradient Fso f t , and the right Cauchy-Green deformation tensor satisfies
a compatibility condition which depends only on n0 and the change in temperature
through r̄ .

Can we have stress-free actuation when the director field n0 ≡ n0(x) is not uniform?
It turns out that in the context of three dimensional elasticity, compatibility of the
right Cauchy-Green tensor is highly restrictive (the components of the Riemann
curvature tensor of `n0 must vanish; see Remark 4.2.3). But, what if we are dealing
with a very thin sheet? In particular, suppose due to thinness, the deformation y can
be approximated as a mapping from the two-dimensional midplane ω ⊂ R2 of the
flat sheet to R3. Thus, rather than the full constraint in (2.27) on the deformation
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Figure 2.5: (a) An azimuthal programmed director field about a defect. We highlight
a radius ρ0 and circumference C0. (b) To satisfy the metric constraint in the plane,
ρ0 7→ r̄−1/6ρ0 and C0 7→ r̄1/3C0. This is not compatible. (c) We can rotate these
stretches to form a compatible cone which satisfies the metric constraint.

gradient Fso f t ∈ R
3×3, suppose we need only deal with a constraint on the midplane

deformation gradient F̃so f t ∈ R
3×2:

(F̃so f t )T F̃so f t = r̄−1/3(I3×3 + (r̄ − 1)ñ0 ⊗ ñ0) =: ˜̀n0, (2.28)

where ñ0 ∈ B1(0) ⊂ R2 denotes the projection of the director n0 ∈ S
2 onto the

tangent plane ofω. This two dimensionalmetric constraint is not all that restrictive.

To highlight this, we consider the example of Modes et al. [66, 67] for actuating the
conical defect by heating in the context of this theoretical framework. The hetero-
geneous director field in this case (see Figure 2.5(a)) is given in polar coordinates
(ρ, θ) by

n0 ≡ n0(θ) = − sin(θ)e1 + cos(θ)e2 =: eθ (2.29)
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(note, eρ := cos(θ)e1 + sin(θ)e2). Thus for (2.28), we need F̃so f t to satisfy

*
,

|F̃so f t ẽρ |2 (F̃so f t ẽρ · F̃so f t ẽθ )2

(F̃so f t ẽρ · F̃so f t ẽθ )2 |F̃so f t ẽθ |2
+
-

= (F̃so f t )T F̃so f t = ˜̀n0 =
*
,

r̄−1/3 0
0 r̄2/3

+
-
.

(2.30)

(Here, ẽρ, ẽθ ∈ S1 are the two dimesional projections of eρ, eθ ∈ S2.) We can satisfy
this constraint through a stretch F̃so f t ≡ Ũso f t given by

Ũso f t :=
*...
,

r̄−1/6 0
0 r̄1/3

0 0

+///
-

, (2.31)

(i.e., an expansion r̄−1/6 < 1 along eρ and a contraction r̄1/3 > 1 along eθ since we
are considering heating). However, this does not yield a compatible deformation.
The intuition is provided in Figure 2.5(b). Alternatively, since we are necessarily
stretching the initial radius of the sheet and contracting the circumference, we can
accommodate this by buckling out-of-plane to form a compatible deformation; in
this case, a conical deformation as in Figure 2.5(c). This is done through a rotation
Reθ (φr̄ ) ∈ SO(3) (which satisfies Reθ eθ = eθ) such that

F̃so f t = Reθ (φr̄ )Ũso f t, φr̄ = ± arccos(r̄1/2). (2.32)

For more details regarding this actuation strategy, we refer to Mode et al. [66, 67].

Now, we have seen that the metric constraint (2.28) admits a non-trivial shape-
changing actuation in the conical defect. The reality is, these two dimensional metric
constraints admit many such examples since two dimensional deformations are free
to escape to the third dimension by buckling out-of-plane, and this freedom enables
the existence of many nontrivial compatible deformations under such constraints.
Nevertheless, we introduced quite a few assumptions to arrive at the study of this
constraint for the heuristics above. In Chapter 4, we show that the study of this
constraint can be justified in the setting of elastic energy minimization. Particularly,
we study the actuation of a thin sheet Ωh := ω × (−h/2, h/2) via a deformation
yh : Ω → R3 given a heterogeneous program nh

0 : Ωh → S2, with the goal of
classifying approximate minimizers under the free energy

Eh
nh0

(yh, nh) =
∫
Ωh

W e
(
∇yh,

∇yhnh
0

|∇yhnh
0 |
, nh

0

)
dx. (2.33)
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For heterogeneity in the plane of the sheet via nh
0 = nh

0 (x1, x2), the metric constraint
(2.28) emerges naturally in this context. (Note, we have introduced a hard kinematic
constraint of the deformed director nh as actuation occurs at low enough energies
that the director essentially must satisfy this constraint if there is any non-ideality.
Precisely, if we instead consider an energy of the form (2.14) modified appropriately
for thin sheets, then we would still arrive at the same results but with simply more
details to track (see Remark 4.2.1(iii)). We do consider the more involved model
when characterizing the necessity of the metric constraint in Section 4.6.)
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C h a p t e r 3

MECHANICAL RESPONSE AND INSTABILITIES OF THIN
SHEETS

In this chapter, we systematically develop two dimensional theories for nematic
elastomer sheets starting from the three dimensional description of the free energy
given in (2.21). These characterize the mechanical response of nematic elastomer
sheets due to instabilities such as structural wrinkling and fine-scale material mi-
crostructure. Using these theories, we show that taut and appreciably stressed
sheets of nematic elastomer are capable of suppressing wrinkling by modifying the
expected state of stress through the formation of microstructure.

This chapter is organized as follows: In Section 3.1, we introduce some of the
notation and present for clarity a visual summary capturing the hierarchy of theories
for nematic elastomers described and developed herein. We introduce the effective
membrane theory for nematic elastomer sheets in Section 3.2—with emphasis on its
physical implications—and we derive and characterize this theory in Sections 3.3-
3.6. We then introduce and develop the Koiter theory for nematic elastomer sheets
in Sections 3.7-3.8. Finally, we use these theories to investigate clamped-stretched
sheets of nematic elastomer in Sections 3.9-3.10.

The results of this chapter can also be found in Cesana et al. [25] for the membrane
theory and Plucinsky et al. [80] for the Koiter theory and simulations.

3.1 Notation and Overview
Some of the notation
We denote withRn the n dimensional Euclidian space endowed with the usual scalar
product u · v := uTv and norm |u| :=

√
u · u. We denote the unit sphere in Rn by

Sn−1 and it is defined as the set of all vectors u ∈ Rn with |u| = 1. We label with
Rm×n the space of m × n matrices with real entries. For n > 1, we denote with
SO(n) the space of rotation matrices (i.e., each F ∈ Rn×n such that FT F = I3×3 and
det F = 1). We take R+ to be the set of non-negative real numbers.

We often describe the material points of a three dimensional solid with x := x1e1 +

x2e2 + x3e3 for the fixed right-handed orthonormal basis {e1, e2, e3} ⊂ R
3 depicted

in Figure 1.4. Similarly, we often describe the material points of a two dimensional
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sheet with x̃ := x1ẽ1 + x2ẽ2 for the analogous two dimensional orthonormal basis
{ẽ1, ẽ2} ⊂ R

2. As with the basis vectors and material points, we use the tilde as a
means to distinguish between two dimensional and three dimensional quantities (if
there is no conflict with previous notation). So we use F ∈ R3×3 to describe the
deformation gradient of a solid and F̃ ∈ R3×2 to describe the planar deformation
gradient of a sheet; we denote with ∇ the three dimensional gradient (with respect
to x) and ∇̃ the planar gradient (with respect to x̃); . . .; etc. We also introduce the
notation

adjF̃ := F̃ ẽ1 × F̃ ẽ2. (3.1)

for any F̃ ∈ R3×2 as this quantity will be useful in the development of the theories.

Lastly, we find it natural at points to introduce certain mathematical concepts: W 1,p

Sobolev Spaces andweak convergence (i.e.,⇀) in these spaces, quasiconvexification
as a means of relaxation, Γ-convergence as a means of dimension reduction, and the
theory of gradient Youngmeasures for characterizing instabilities. We refer to Evans
[41], Dacorogna [33], Braides [22] and Müller [74], respectively for introductions
into these concepts. We will introduce the relevant mathematical concepts as they
are needed.

Overview on the hierarchy of theories for nematic elastomers
In this chapter, we systematically develop two dimensional theories for nematic
elastomer sheets by starting from an appropriate three dimensional description of
these elastomers [19, 37, 101, 105]. Thus, in the course of this development, we find
it natural to introduce several variants of strain energy densities modeling nematic
elastomers, for which there is awell-characterized hierarchy. The hierarchy is related
to the mathematical treatment of small-length scales (i.e.,

√
κ/µ and h) inherent to

nematic elastomer sheets, and how instabilities (both wrinkling and microstructure)
are accounted for in this treatment.

Briefly (all of this is expanded upon in the coming sections), a three dimensional
nematic elastomer can form fine-scale microstructure on a length scale

√
κ/µ related

to the competition between entropic and Frank elasticity in these solids. In addition
to this microstructure, a sheet of nematic elastomer may wrinkle since the thickness
h is small compared to the lateral extent of the sheet. In typical sheets,

√
κ/µ � h.

Thus, to guide the reading of this chapter, we provide a visual summary of the
theories which emerge in the competition of these two length scales and their
hierarchy (Figure 3.1).
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W e + Frank Elasticity W qc
3D

h ⌧ 1h,
p

/µ ! 0

h ! 0

h ! 0

p
/µ ! 0, h ⌧ 1

W qc
2D

p
/µ ! 0

( Free Energy)

( Koiter Theory )

( Relaxed 3D Theory )

( Membrane Theory )

Wps + Bending

(a) Hierarchy of theories for nematic elastomers.

Reg.

Micro.

Unst.

Micro.
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Micro.

Reg.

Micro.

Unst.

Micro.

Rel.

Micro.

Reg.

Wrink.

Unst.

Wrink.

Rel.

Wrink.

W3D

W qc
3D

W2D

W qc
2D

W e+

Frank El.

W2D+

Bending

h ! 0h ⌧ 1

p
/µ

#
0

3D Theories 2D Theories

p
/µ ⌧ h

Wps
Wps+

Bending

(b) Strain energy densities and their relation to instabilities.

Figure 3.1: (a) Theories which properly account for the formation of microstructure
in 3D and both microstructure and wrinkling in 2D. Each theory can be derived in
the treatment of the length scale as depicted. (b) The various strain energy densities
of nematic elastomers and whether they are stable (i.e., regularized or relaxed)
or unstable to instabilities: microstructure in the case of 3D densities, and both
microstructure and wrinkling in the case of 2D densities. The stable theories are
highlighted. Starting from any strain energy density on this chart, the densities to the
right, lower diagonal, and directly below can be derived under the treatment of the
length scales as depicted. In principle, the top right of this chart can be populated,
though such theories are less physically relevant given the disparity in length scales.
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3.2 The effective membrane theory for nematic elastomer sheets
We develop an effective membrane theory for nematic elastomers. Here, we first
summarize these results and their physical implications, before turning to the deriva-
tion.

We consider a sheet of small thickness h and lateral extent ω ⊂ R2 (Ωh =

ω × (−h/2, h/2)), and follow methods in LeDret and Raoult [61] and Conti and
Dolzmann [31] to study the asymptotic behavior as h → 0 of the functional 1

hE
h by

Γ-convergence (where Eh denotes the energy (2.14) of a sheet initially occupying
a region Ωh). We show that the behavior of very thin sheets is described by the
following energy

Em(y) :=
∫
ω

W qc
2D (∇̃y)dx̃ (3.2)

as the Γ-limit, a result that is independent of the ratio of κ to h (as long as κ → 0
as h → 0). Here, quantities with a tilde denote quantities on the midplane ω of
the membrane, and y : ω → R3 denotes a deformation of the midplane of the
membrane. Thus, ∇̃y maps to R3×2.

The analytical expression for the membrane energy density W qc
2D is obtained from

W3D in two steps. In the first step, we obtain a two dimensional or plane-stress
reduction of W3D by minimizing over the out-of-plane deformation gradient

W2D (F̃) := inf
b∈R3

W3D (F̃ |b) (3.3)

for any planar deformation gradient F̃ ∈ R3×2. This takes the explicit form

W2D (F̃) =



ϕ2D (λM (F̃), δ(F̃)) if rank F̃ = 2

+∞ otherwise,
(3.4)

where

ϕ2D (s, t) :=
µ

2




r1/3
(

s2

r +
t2

s2 +
1
t2

)
− 3 if (s, t) ∈ N1

r1/3
(

t2

s2 +
2s

r1/2t

)
− 3 if (s, t) ∈ N2

r1/3
(
s2 + t2

s2 +
1

rt2

)
− 3 if (s, t) ∈ N3,

(3.5)

N1 := {(s, t) ∈ R+ × R+ : t ≤ s2, t ≥ r1/2s−1},

N2 := {(s, t) ∈ R+ × R+ : t ≤ s2, r−1/2s−1 ≤ t ≤ r1/2s−1},

N3 := {(s, t) ∈ R+ × R+ : t ≤ s2, t ≤ r−1/2s−1}.

(3.6)

Above, λM (F̃) := supe∈S2 |F̃T e| denotes the maximum principal value of F̃ and
δ(F̃) := |F̃ ẽ1× F̃ ẽ2 | denotes the product of the two principal values of F̃. Physically,
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Figure 3.2: Membrane energy density of nematic elastomers. (a) Contour plots of
the function ϕ2D that describes the plane stress energy W2D, (b) contour plots of
the function ψ3D that describes the relaxed membrane energy W qc

2D (i.e., one that
implicitly accounts for microstructure and wrinkling) and (c) identification of the
regions L,M,W and S. Microstructure or stripe domains occur in the regionM,
wrinkling in regionW , crumpling and microstructure in regionL and no relaxation
in region S.
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since we are considering the deformations of the plane, the isotropic invariants of the
deformation are given by the principal stretch λM and areal stretch δ. The contour
plot of ϕ2D is shown in Figure 3.2(a).

As with W3D, W2D is not quasiconvex. In this case, in addition to microstructure
in the form of oscillations in nematic orientation relaxing the energy, boundary
conditions which induce compressive stresses associated with W2D can be relaxed
through out-of-plane wrinkling and crumpling. We account for this in the second
step through the relaxation of W2D,

W qc
2D (F̃) := inf

{?
ω

W2D (F̃ + ∇̃φ)dx̃ : φ ∈ W 1,∞
0 (ω,R3)

}
= ψ2D (λM (F̃), δ(F̃)).

(3.7)

Here,

ψ2D (s, t) :=
µ

2




0 if (s, t) ∈ L

r1/3
(

2t
r1/2 +

1
t2

)
− 3 if (s, t) ∈ M

r1/3
(

s2

r +
2
s

)
− 3 if (s, t) ∈ W

r1/3
(

s2

r +
t2

s2 +
1
t2

)
− 3 if (s, t) ∈ S,

(3.8)

L := {(s, t) ∈ R+ × R+ : t ≤ s2, t ≤ r1/6, s ≤ r1/3},

M := {(s, t) ∈ R+ × R+ : t ≤ s2, t ≥ r−1/2s2, t ≥ r1/6},

W := {(s, t) ∈ R+ × R+ : t ≤ s1/2, s ≥ r1/3},

S := {(s, t) ∈ R+ × R+ : t ≤ r−1/2s2, t ≥ s1/2}.

(3.9)

The contour plot of ψ2D is shown in Figure 3.2(b), and the various regions1 L (of
zero energy),M (related to stressed microstructure),W (related to wrinkling) and
S (without instability) are shown in Figure 3.2(c).

It is instructive to look at the stress that results from this theory. We can obtain the
effective Cauchy stress of a nematic elastomer membrane as

σmem := (W qc
2D),F̃ F̃T,

i.e., (σmem)i j := (W qc
2D),F̃iα

F̃jα, α = 1, 2, i, j = 1, 2, 3.
(3.10)

1The notation S and L follows DeSimone and Dolzmann [37] in their derivation of the relaxed
three dimensional theory. However, one should avoid the interpretation of liquid-like behavior for
L and normal solid behavior for S. L is associated both with crumpling—which is also exhibited
by normal thin solids—and liquid-like features due to microstructure. S is simply a region without
instability.
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To compute it explicitly, we use the singular value decomposition theorem to write

F̃ = λ̄Mg1 ⊗ f̃1 + λ̄mg2 ⊗ f̃2 (3.11)

for orthonormal vectors { f̃1, f̃2} ⊂ R
2 and {g1, g2} ⊂ R

3 with λ̄M ≥ λ̄m ≥ 0 the
singular values of F̃ (so that δ̄ = λ̄m λ̄M). We find (again see [25]),

σmem = µr1/3




0 if (λ̄M, δ̄) ∈ L(
δ̄

r1/2 −
1
δ̄2

)
(g1 ⊗ g1 + g2 ⊗ g2) if (λ̄M, δ̄) ∈ M(

λ̄2
M

r −
1
λ̄M

)
g1 ⊗ g1 if (λ̄M, δ̄) ∈ W(

λ̄2
M

r −
1
δ̄2

)
g1 ⊗ g1

(
δ̄2

λ̄2
M

− 1
δ̄2

)
g2 ⊗ g2 if (λ̄M, δ̄) ∈ S.

(3.12)

This formula highlights some striking features the membrane theory for nematic
elastomers. For one, the membrane is always in a state of plane stress in the tangent
plane. Secondly, the principal stresses (i.e., the eigenvalues ofσmem) are always non-
negative. Therefore, these membranes cannot sustain compressive stress. Further,
the stress is zero in region L where crumpling and microstrucutre relax the energy
to zero, uniaxial tension inW where tension wrinkling relaxes the energy, equi-
biaxial tension inM where microstructure relaxes the energy and biaxial tension in
S where no fine-scale features emerge to relax the energy.

For perspective, consider the special case r = 1when this theory reduces to that of the
neo-Hookean elastic membrane (recallW e

iso in (2.1) simplifies to the incompressible
neo-Hookean energy density in this case). The regionM now disappears and we
are left with regions L,W and S with zero, uniaxial tension and biaxial tension
respectively. This is the tension field theory originally proposed by Mansfield [64]
and later obtained systematically from three dimensional elasticity by Pipkin [78]
and expanded upon by Pipkin and Steigmann in [88, 89]. In essence, the theory for
nematic elastomer membranes with r > 1 generalizes the tension field theory for
isotropic membranes to account for nematic anisotropy.

A remarkable feature of nematic elastomers is the additional regionM where the
state of stress is equi-biaxial tension. This is true for a large range of unequal
principal stretches (λ̄M, λ̄m). In other words, a nematic elastomer membrane can
have shear strain without shear stress in a certain range.

3.3 Membrane theory by Γ-convergence
We consider a thin nematic elastomer sheet of small thickness h which has a flat
stress-free isotropic reference configuration Ωh := ω × (−h/2, h.2). We assume ω
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is a bounded Lipschitz domain in R2. Let yh : Ωh → R
3 describe the deformation

and nh : Ωh → S
2 describe the director field so that Eh(yh, nh) is the Helmholtz

free energy in (2.14) now parameterized by the thickness of the membrane in its
reference configuration. In the energy, we assume κ/2 ≡ κh and κh ≥ 0.

To derive the effective membrane theory, we take an asymptotic limit of the energy
as h → 0 by Γ-convergence. For this, we follow the theory of Γ-convergence in
a topological space endowed with the weak topology. The general theory can be
found in Braides [22] or Dal Maso [34].

In order to deal with sequences on a fixed domain, we change variables via

z̃(x) = (z1(x), z2(x)) = (x1, x2) = x̃, z3(x) =
1
h

x3, x ∈ Ωh (3.13)

and set Ω := ω × (−1/2, 1/2). To each deformation yh : Ωh → R
3 and director field

nh : Ωh → S
2 , we associate, respectively a deformation wh : Ω → R3 and director

field mh : Ω→ S2 such that

wh(z(x)) = yh(x) and mh(z(x)) = nh(x), x ∈ Ωh. (3.14)

We set Ĩh(wh,mh) := Eh(yh, nh)/h, and following the change of variables above,
observe that

Ĩh(wh,mh) =




∫
Ω

(
W e

iso(∇hw
h,mh) + κh

h2 |(∇mh)(cof∇wh)T |2
)

dz if (wh,mh) ∈ A

+∞ else.

(3.15)

Here, the admissible set A is defined as

A :=
{
(w,m) ∈W 1,2(Ω,R3) ×W 1,1(Ω, S2)

with (∇n)(cof∇y)T ∈ L2(Ω,R3×3)
} (3.16)

and ∇hw
h := (∇̃wh |(1/h)∂3w

h) with ∇̃ the in-plane gradient. To obtain the formula
(A.35), we used the identity (∇hmh)(cof∇hw

h)T = (1/h)(∇mh)(cof∇wh)T .

Finally, we take the effective membrane theory to be the Γ-limit as h → 0 of the
functional defined on W 1,2(Ω,R3),

Ih(wh) := inf
{
Ĩh(wh,mh) : mh ∈ W 1,1(Ω, S2)

}
. (3.17)

In this respect:
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Theorem 3.3.1 Let Ih be as in (4.11) with κh ≥ 0 and κh → 0 as h → 0. Then in
the weak topology of W 1,2(Ω,R3), Ih is equicoercive and Γ-converges to

I0(y) :=



Em(y) if ∂3y = 0 a.e.

+∞ otherwise
(3.18)

for Em defined in (3.2). Equivalently:

(i) for every sequence {wh} ⊂ W 1,2(Ω,R3) such that Ih(wh) ≤ C < +∞, there
exists a y ∈ W 1,2(Ω,R3) independent of z3 such that up to a subsequence

wh −

?
Ω

whdz ⇀ y in W 1,2(Ω,R3); (3.19)

(ii) for every {wh} ⊂ W 1,2(Ω,R3) such that wh ⇀ y in W 1,2(Ω,R3),

lim inf
h→0

Ih(wh) ≥ I0(y); (3.20)

(iii) for any y ∈ W 1,2(Ω,R3), there exists a sequence {wh} ⊂ W 1,2(Ω,R3) such that
wh ⇀ y in W 1,2(Ω,R3) and

lim sup
h→0

Ih(wh) ≤ I0(y). (3.21)

Remark 3.3.2 (i) The result for the case κh = 0 was provided by Conti and
Dolzmann [31] (Theorem 3.1 there). Indeed, recall W3D in (2.22). They
proved that in the weak topology of W 1,2(Ω,R3) the functional Ih

κ=0(y) :=∫
Ω

W3D (∇hw
h)dz is equicoercive and Γ-converges to I0 given in (3.18).

(ii) A different dimension reduction theory for hyperelastic incompressible ma-
terials was developed by Trabelsi [94, 95] under similar assumptions. Tra-
belsi showed that the membrane energy density (integrand of Em) is given by
((W2D)rc)qc. We show in sequel (see also Cesana et al. [25]) that W rc

2D = W qc
2D

(and hence (W rc
2D)qc = W qc

2D). Thus the two limits agree.

(iii) The fact that the Γ−limit is independent of κh/h is similar to the following result
of Shu [87]. He also provides some heuristic insight. Since the membrane
limit optimizes the energy density over the third column of the deformation
gradient, there is little to be gained by oscillations parallel to the thickness.
Consequently, penalizing these oscillations with κh does not affect the Γ−limit.
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Shu studied the energy
∫
Ω

(W (∇hw
h) + κh |∇h∇hw

h |2)dz with W : R3×3 → R

continuous and bounded from above and below by |F |p ± c respectively for
some c. He showed that if κh → 0 as h → 0, then this energy also Γ-converges
(in the weak topology of W 1,p(Ω,R3)) to I0 given in (3.18) .

Proof of Theorem 3.3.1.
We begin with a theorem due to Conti and Dolzmann [31]:

Theorem 3.3.3 Let Ih
κ=0(wh) :=

∫
Ω

W3D (∇hw
h)dz for W3D in (2.22). In the weak

topology of W 1,2(Ω,R3), Ih
κ=0 is equicoercive and Γ converges to I

0 in (3.18).

As a consequence, we have:

Proof of Theorem 3.3.1. Note that trivially,

Ih(wh) ≥
∫
Ω

inf
m∈S2

W e
iso(∇hw

h,m)dz = Ih
κ=0(wh). (3.22)

Therefore, the compactness and lower bound (Properties (i) and (ii) in Theorem
3.3.1) follow from Theorem 3.3.3. It remains to show Property (iii). This is done in
Proposition 3.3.4. �

Preliminaries for a recovery sequence
For the construction, we find it useful to remark on some general properties of the
purely elastic portion of our nematic elastomer energy density W3D in (2.22). We
note that W3D is non-negative, and

W3D (F) =



W0(F) if det F = 1

+∞,
(3.23)

where W0 : R3×3 → R is Lipschitz continuous, and there exists a constant c such
that

1
c
|F |2 − c ≤ W0(F) ≤ c(|F |2 + 1). (3.24)

The energy W2D in (3.4) is given by

W2D (F̃) =



min
b∈R3

W3D (F̃ |b) if rank F̃ = 2,

+∞ else ,
(3.25)
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and satisfies on full-rank F̃ ∈ R3×2 the estimate
1
c

(
|F̃ |2 +

1
δ(F̃)2

)
− c ≤ W2D (F̃) ≤ c

(
|F̃ |2 +

1
δ(F̃)2

+ 1
)
, (3.26)

with δ(F̃) = | adj(F̃) |.

Now, it remains to construct a recovery sequence to prove I0 is the Γ-limit to Ih.

Proposition 3.3.4 For every y ∈ W 1,2(Ω,R3) independent of z3, there exists a
sequence {(wh,mh)} ⊂ C∞(Ω̄,R3) × C1(Ω̄, S2) such that wh ⇀ y in W 1,2(Ω,R3)
and

lim sup
h→0

Ĩh(wh,mh) ≤ I0(y). (3.27)

Our construction also draws heavily from Conti and Dolzmann [31]. The main
difference is that we need additional regularity for our recovery sequence mh. We
summarize the Conti-Dolzmann construction in two lemmas. The first lemma
regards the construction of a sequence to go from the energy density W2D to W qc

2D on
ω. For our analysis, the important observation is that in the limit the deformation
gradient is constant on an increasingly large subset ofω. The second lemma regards
the extension of smooth maps on ω to incompressible deformations on Ωh.

Lemma 3.3.5 (S. Conti and G. Dolzmann [31]) For any y ∈ W 1,2(ω,R3), there
exists a sequence {y j } ⊂ C∞(ω̄,R3) such that rank∇y j = 2 everywhere, y j ⇀ y in
W 1,2(ω,R3) as j → ∞, and

lim sup
j→∞

∫
ω

W2D (∇̃y j )dx̃ ≤
∫
ω

W qc
2D (∇̃y)dx̃. (3.28)

Moreover, the sequence has the following properties:

(i) For each j ∈ N, y j is defined on a triangulation T j of ω which is the set of at
most countably many disjoint open triangle T j

i whose union up to a null set is
equal to ω, and Γj is the jump set given by

Γj := ∂ω ∪
⋃

i

∂T j
i . (3.29)

(ii) There is a sequence of boundary layers {η j } such that η j > 0 and η j → 0 as
j → ∞, and the set Γη j is defined to be

Γη j := { x̃ ∈ ω : dist( x̃, Γj ) < η j }. (3.30)
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(iii) If T j
i \ Γη j is nonempty, then ∇̃y j is a constant on this set and we set

F̃ j
i := ∇̃y j ( x̃), x̃ ∈ T j

i \ Γη j . (3.31)

(iv) adj ∇̃y j is bounded away from zero in the sense that for some ε j > 0 sufficiently
small, the inequality

| adj ∇̃y j | ≥ ε j > 0, (3.32)

holds everywhere.

Lemma 3.3.6 (Conti and Dolzmann [31]) Let y, ν ∈ C∞(ω̄,R3) satisfy

det(∇̃y |ν) = 1 in ω. (3.33)

Then there exists an h0 > 0 and an extension yh0 ∈ C∞(ω̄× (−h0, h0),R3) such that
yh0 ( x̃, 0) = y( x̃) and det∇yh0 = 1 everywhere. Moreover, for all x3 ∈ (−h0, h0) the
pointwise bound

|∇yh0 (x) − (∇̃y |ν)(x′) | ≤ C |x3 | (3.34)

holds, where C can depend on y and ν.

We construct a recovery sequence and thereby prove Proposition 3.3.4 in four parts.
In Part 1, we take a sequence of smooth maps y j as in Lemma 3.3.5 and show that
we can construct a sequence of smooth vector fields b j such that det(∇̃y j |b j ) = 1 in
ω. In Part 2, we use Lemma 3.3.6 to extend y j appropriately to a deformation on
Ω, i.e w h

j . In Part 3, we construct a sequence of C1 director fields m h
j on Ω which

enables passage from W e
iso to W2D. Finally, in Part 4 we show that we can take an

appropriate diagonal sequence h j → 0 as j → ∞ which proves Proposition 3.3.4.

Proof of Propsition 3.3.4
Proof of Proposition 3.3.4. Let y ∈ W 1,2(Ω,R3) independent of z3. Then y

is bounded in W 1,2(ω,R3) (with abuse of notation). By Lemma 3.3.5, we find
a sequence {y j } ⊂ C∞(ω̄,R3) such that rank ∇̃y j = 2 everywhere, y j ⇀ y in
W 1,2(ω,R3), the energy is bounded in the sense of (3.28), and the sequence satisfies
properties (i)-(iv) from the lemma.

Part 1. We define the smooth vector field b j on the triangulation T j for y j in
Lemma 3.3.5 (i). On each nonempty T j

i \ Γη j there exists a constant F̃ j
i defined in
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Lemma 3.3.5 (iii), and it is full rank. Then by (3.25), W3D (F̃ j
i |b) has a minimizer

for b ∈ R3. Motivated by this observation, we let

b j
i := arg min

b∈R3
W3D (F̃ j

i |b), (3.35)

which via (2.22) implies

det(F̃ j
i |b

j
i ) = 1. (3.36)

Consider the vector field,

b j
0 :=

adj ∇̃y j

| adj ∇̃y j |
2
. (3.37)

This is well-defined given Lemma 3.3.5 (iv). Moreover, since y j is smooth, b j
0 ∈

C∞(ω̄,R3). Further, since det(F̃ |b) = (adj F̃)T b, we have

det(∇̃y j |b
j

0 ) = 1 in ω. (3.38)

Let b j ∈ C∞(ω̄,R3) be given by

b j :=



b j
0 + ψi

(
b j

i − b j
0

)
on each T j

i \ Γη j with nonempty open subsets,

b j
0 otherwise on ω.

(3.39)

Here ψi ∈ C∞0 (T j
i \ Γη j, [0, 1]) is a cutoff function which equals 1 at least on the

entirety of the subset T j
i \ Γ2η j . Notice when b j = b j

0 , the determinant constraint is
satisfied trivially by (3.38). Conversely, combining (3.36) and (3.38),

det(∇̃y j |b j ) = (adj ∇̃y j )T
(
b j

0 + ψi
(
b j

i − b j
0

))
= det(∇̃y j |b

j
0 ) + ψi

(
det(F̃ j

i |b
j

i ) − det(∇̃y j |b
j

0 )
)

= 1 on each T j
i \ Γη j with nonempty open subsets ,

(3.40)

since ∇̃y j = F̃ j
i on this set. We then conclude det(∇̃y j |b j ) = 1 in ω, and this

completes Part 1.

Part 2. Fix j ∈ N. From Part 1 we have y j, b j ∈ C∞(ω̄,R3) satisfying det(∇̃y j |c j ) =
1 in ω. Hence, there exists an h j

0 > 0 and a yh j
0 ∈ C∞(ω̄ × (−h j

0 , h
j

0 )) such that the
properties of Lemma 3.3.6 hold, replacing y with y j and b with b j . Let h ∈ (0, h j

0 )

and y h
j ∈ C∞(Ωh,R

3) be the restriction of yh j
0 to Ωh. Further, let w h

j ∈ C∞(Ω,R3)
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be associated to y h
j using (3.14). FromLemma 3.3.6, we concludew h

j ( z̃, 0) = y j ( z̃),
det∇hw

h
j (z) = 1 and

|∇hw
h
j (z) − (∇̃w j |c j )( z̃) | ≤ Cj h|z3 | ≤ Cj h, z ∈ Ω. (3.41)

Here Cj is a constant depending on y j and c j , and the second inequality above
follows since z3 ∈ (−1/2, 1/2). From these properties we conclude as h → 0,

w h
j → y j in W 1,2(Ω,R3) and

1
h
∂3w

h
j → b j in L2(Ω,R3). (3.42)

This concludes Part 2.

Part 3. As in Part 2, we keep j ∈ N fixed. From Lemma 3.3.5 (i) we have that⋃
i T j

i = ω (up to a set of zero measure), though this union can be countably infinite.
From herein, we choose a finite collection of N ( j) triangles so that∫

ω\∪
N ( j)
i=1 T j

i

{
W2D (∇̃y j ) + 1

}
dz̃ ≤

1
j
. (3.43)

Then for each of the N ( j) triangles for which the set T j
i \ Γη j is nonempty, let

n j
i := arg min

n∈S2
W e

iso(F̃ j
i |b

j
i , n). (3.44)

Further, let qj be the piecewise constant function on R2 given by

qj ( z̃) :=



n j
i if i ∈ {1, . . . , N ( j)}, T j

i \ Γη j is nonempty, and z̃ ∈ T j
i ,

q otherwise in R2.
(3.45)

Here q is a fixed vector in S2. Then qj maps to S2, but it is not in C1. To correct
this, we employ the approach used by DeSimone in [36] (see Assertion 1).

Observe by construction the range of qj is finite. Hence, there exists an s j ∈ S
2 and

a closed ball Bε (s j ) of radius ε > 0 centered at s j such that (range qj )∩ Bε (s j ) = ∅.
Then the stereographic projection πs j with the projection point as s j maps the range
of qj to a bounded subset of R2. Let ψη j be a standard mollifier with η j as in Lemma
3.3.5 (ii), and consider the composition

n j := π−1
s j ◦

(
ψη j ∗

(
πs j ◦ qj

))
. (3.46)

This composition is well-defined since the range of qj is outside a neighborhood of
the projection point s j . Further, n j maps to S2 using the definition of the inverse
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of the stereographic projection. Moreover, π−1
s j is differentiable and its argument

ψη j ∗ (πs j ◦ qj ) is smooth. Hence, n j ∈ C1(R2, S2).

Let m j ∈ C1(ω̄, S2) be the restriction of n j to the closure of ω. Further, let
m h

j ∈ C1(Ω̄, S2) be the extension of m j to Ω via m h
j (z) := m j ( z̃) for each z ∈ Ω.

As a final remark for this part, observe for i ∈ {1, . . . , N ( j)} and z̃ ∈ T j
i \ Γ2η j ,

m h
j (z) = m j ( z̃) = π−1

s j ◦
(
ψη j ∗

(
πs j ◦ qj

))
( z̃)

= π−1
s j ◦

(∫
R2
ψη j ( z̃ − ξ̃)(πs j ◦ qj )(ξ)d ξ̃

)
= π−1

s j ◦
*
,
(πs j ◦ qj )

∫
Bηj (z)

ψη j ( z̃ − ξ̃)d ξ̃+
-

= π−1
s j ◦ (πs j ◦ qj ) = n j

i ,

(3.47)

since Bη j ( z̃) ∩ ∂T j
i = ∅ and so qj is constant on Bη j ( z̃), see (3.45). This completes

Part 3.

Part 4. From Parts 1-3, we have for each j ∈ N the functions w h
j ∈ C∞(Ω̄,R3) and

m h
j ∈ C1(Ω̄, S2) parameterized by h ∈ (0, h j

0 ). It remains to bound the functional
Ih appropriately and take the lim sup. For the bounding arguments, C shall refer
to a positive constant independent of h and j which may change from line to line.
From (2.1), when W e

iso is finite, it satisfies a Lipschitz condition

|W e
iso(F, n) −W e

iso(G, n) | ≤ |(`∗n)−1/2 |2 (|F | + |G |) |F − G |

≤ C (|F | + |G |) |F − G |.
(3.48)

As asserted above, |(`∗n)−1/2 | is uniformly bounded for n ∈ S2. Then since for every
z ∈ Ω, det(∇hw

h
j )(z) = 1, det(∇̃y j |b j )(z′) = 1 and m h

j (z) = m j (z) ∈ S2,∫
Ω

W e
iso(∇hw

h
j ,m

h
j )dz ≤

∫
ω

W e
iso(∇̃y j |b j,m j )dz̃

+

∫
Ω

|W e
iso(∇hw

h
j ,m

h
j ) −W e

iso((∇̃y j |b j ),m h
j ) |dz

≤

∫
ω

W e
iso(∇̃y j |b j,m j )dz̃ + E1

h, j .

(3.49)
Here E1

h, j is the estimate obtained from the Lipschitz condition and an application
of Hölder’s inequality,

E1
h, j := C

(
‖∇hw

h
j ‖L2(Ω,R3) + ‖(∇̃y j |b j )‖L2(Ω,R3)

)
‖∇hw

h
j − (∇̃y j |b j )‖L2(Ω,R3) .

(3.50)



52

We now focus on the first term in the upper bound (3.49). For i ∈ {1, ..., N ( j)} and
z̃ ∈ T j

i \ Γ2η j , observe

W e
iso(∇̃y j ( z̃) |b j ( z̃),m j ( z̃)) = W e

iso(F̃ j
i |b

j
i , n

j
i )

= min
n∈S2

W e
iso(F̃ j

i |b
j

i , n)

= min
c∈R3

W3D (F̃ j
i |b)

= W2D (F̃ j
i ) = W2D (∇̃y j ( z̃))

(3.51)

by the definitions of the arguments. Then,∫
ω

W e
iso(∇̃y j |b j,m j )dz̃ ≤

∫
(∪N ( j)

i=1 T j
i )\Γ2ηj

W2D (∇̃y j )dz̃

+

∫
ω\∪

N ( j)
i=1 T j

i

W e
iso(∇̃y j |b j,m j )dz̃ +

∫
Γ2ηj

W e
iso(∇̃y j |b j,m j )dz̃,

(3.52)

using our result for W e
iso and since each integrand is nonnegative.

We bound W e
iso(∇̃y j |b j,m j ) in (3.52). To obtain this bound notice |b j

0 |
2 =

1/| adj ∇̃y j |
2 from (3.37). Further, using the coercivity condition of W0 in (3.24),

the definition of b j
i in (3.35), and the growth in (3.26),

|b j
i |

2 ≤ W0(F̃ j
i |b

j
i ) = W2D (F̃ j

i ) ≤ c *
,
|F̃ j

i |
2 +

1
| adj F̃ j

i |
2
+ 1+

-
. (3.53)

Following these observations, we notice on the sets T j
i \Γη j , ∇̃y j = F̃ j

i by definition
(see Lemma 3.3.5 (iii)) and therefore,

|b j |
2 ≤ 2(|b j

0 |
2 + |b j

i |
2) ≤ C *

,
|∇̃y j |

2 +
1

| adj ∇̃y j |
2
+ 1+

-
(3.54)

since b j is as in (3.39). On the exceptional sets, by definition b j = b j
0 , and the right

side above is still an upper bound to |b j |
2. Hence, everywhere in ω,

W e
iso(∇̃y j |b j,m j ) ≤ c

(
|∇̃y j |

2 + |b j |
2 + 1

)
≤ C *

,
|∇′y j |

2 +
1

| adj ∇̃y j |
2
+ 1+

-
≤ C

(
W2D (∇̃y j ) + 1

)
,

(3.55)

using the growth in Proposition A.1.2, the bound above and the coercivity in (3.26).
This implies the bound∫

ω
W e

iso(∇̃y j |b j,m j )dz̃ ≤
∫
ω

W2D (∇̃y j )dz̃ + E2
j , (3.56)
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where recalling (3.52) and (3.43), the remainder E2
j is given by

E2
j := C *

,

∫
Γ2ηj

(
W2D (∇̃y j ) + 1

)
dz̃ +

1
j

+
-
. (3.57)

To recap, from (3.49) and (3.56), the entropic part of the energy is bounded above
by the estimate∫

Ω

W e
iso(∇hw

h
j ,m

h
j ) ≤

∫
ω

W2D (∇̃y j )dz̃ + E1
h, j + E2

j . (3.58)

It remains to bound the Frank elasticity.

Consider the second term of Ĩh in (A.35). Our deformations and director fields
have sufficient regularity, so

κh

h2

∫
Ω

|(∇m h
j )(adj∇w h

j ) |2dz = κh

∫
Ω

|(∇̃m j |0)(adj∇hw
h
j ) |2dz. (3.59)

Here, we used the identity (1/h)(∇m j )(adj∇w h
j ) = (∇hm)(∇hw

h
j ) and the defini-

tion m h
j (z) := m j ( z̃). We bound the integrand by a constant independent of h. To

do this, we first consider the pointwise estimate in (3.41). An application of the
reverse triangle inequality on this bound yields for small h the pointwise estimate

|∂1w
h
j (z) |2+|∂2w

h
j (z) |2 +

1
h2 |∂3w

h
j (z) |2 = |∇hw

h
j (z) |2

≤
(
Cj h + |(∇̃y j |b j )( z̃) |

)2
≤ (M̃j/3)1/2, z ∈ Ω.

(3.60)

Here, M̃j is a constantwhich depends only on y j and b j . Then F = ( f1 | f2 | f3) ∈ R3×3

satisfies

| adj F |2 = | cof F |2 = |( f2 × f3 | f3 × f1 | f1 × f2) |2

= | f2 × f3 |
2 + | f3 × f1 |

2 + | f1 × f2 |
2

≤ | f2 |
2 | f3 |

2 + | f3 |
2 | f1 |

2 + | f1 |
2 | f2 |

2,

(3.61)

and so we can bound from above (3.59),

κh

∫
Ω

|(∇̃m j |0)(adj∇hw) |2dz ≤ κh

∫
Ω

|∇̃m j |
2 | adj∇hw

h
j |

2dz

≤ κh

∫
Ω

|∇̃m j |
2
(

1
h2 |∂2w

h
j |

2 |∂3w
h
j |

2 +
1
h2 |∂3w

h
j |

2 |∂1w
h
j |

2 + |∂1w j |
2 |∂2w j |

2
)

dz.

(3.62)
Applying the bound in (3.60) to this estimate, we conclude as desired

κh

h2

∫
Ω

|(adj∇m h
j )(∇w h

j ) |2dz ≤ κh M̃j

∫
Ω

|∇̃m j |
2dz =: κh Mj . (3.63)
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Here, Mj is a constant depending only on y j , b j and m j .

To complete the proof of Proposition 3.3.4, it remains to show that in the limit as
h → 0, the energy is bounded as in (3.27). From (3.58) and (3.63),

Ĩh(w h
j ,m

h
j ) ≤

∫
ω

W2D (∇̃y j )dz̃ + E1
h, j + E2

j + κh Mj . (3.64)

We now fix j ∈ N and take the limit as h → 0. Notice from (3.42), ‖∇hw
h
j −

(∇̃y j |b j )‖L2 → 0 as h → 0. This implies ‖∇hw
h
j ‖L2 ≤ Cj for some constant Cj

independent of h. With these two observations, we conclude E1
h, j → 0 as h → 0,

see (3.50). Further, since κh → 0 as h → 0, κh Mj → 0 since Mj is independent of
h. Collecting these results and combining with (3.64),

lim sup
h→0

Ĩh(w h
j ,m

h
j ) ≤ lim sup

h→0

(∫
ω

W2D (∇̃y j )dz̃ + E1
h, j + E2

j + κh Mj

)
=

∫
ω

W2D (∇̃y j )dz̃ + E2
j .

(3.65)

Finally, using (3.28), the fact that |Γ2η j | → 0 as j → ∞ (η j → 0, see Lemma 3.3.5
(ii)), and (3.57) we conclude

lim sup
j→∞

lim sup
h→0

Ĩh(w h
j ,m

h
j ) ≤ lim sup

j→∞

(∫
ω

W2D (∇̃y j )dz̃ + E2
j

)
≤

∫
ω

W qc
2D (∇̃y)dz̃.

(3.66)

We now choose a diagonal sequence h j → 0 as j → ∞ so that this estimate is
satisfied and wh j ⇀ y in W 1,2(Ω,R3). This completes the proof. �

3.4 Explicit formula for membrane energy density
Simply put, we have the following theorem:

Theorem 3.4.1 The effective energy density W qc
2D : R3×2 → R defined by

W qc
2D (F̃) := inf

{?
ω

W2D (F̃ + ∇̃φ)dx̃ : φ ∈ W 1,∞
0 (ω,R3)

}
(3.67)

is, in fact, given explicitly by

W qc
2D (F̃) = ψ2D (λM (F̃), δ(F̃)) (3.68)

for all F̃ ∈ R3×2. Here, ψ2D is defined explicitly in (3.8), λM (F̃) := supe∈S1 |F̃e|

and δ(F̃) := adj F̃.
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For this theorem, we let

W mem(F̃) := ψ2D (λM (F̃), δ(F̃)), (3.69)

forψ2D given explicitly in (3.8). We need to show that this characterizes the effective
energy density of a membrane of nematic elastomer, i.e., that W qc

2D = W mem.

Preliminaries
For the proof, we first recall some concepts from the calculus of variations (cf.
Dacorogna [33]).

We say that f : R3×2 → R ∪ {+∞} is polyconvex if there exists a convex function
g which depends on (F̃, adj F̃) (i.e., all of the minors of F̃ ∈ R3×2) such that
f (F̃) = g(F̃, adj F̃). We say that f : R3×2 → R ∪ {+∞} is quasiconvex if, at every
F̃ ∈ R3×2, we have ∫

(0,1)2
f (F̃)dx̃ ≤

∫
(0,1)2

f (F̃ + ∇̃φ)dx̃ (3.70)

for every φ ∈ W 1,∞
0 ((0, 1)2,R3). Note that the foregoing inequality holds for every

D open and bounded subset of R2 with |∂D | = 0 (see, for instance, Ball and Murat
[7]). Finally, f : R3×2 → R∪ {+∞} is rank-one convex if t → f (F̃ + t Ã) is a convex
function for all F̃, Ã ∈ R3×2 with rank Ã = 1.

If a function f : R3×2 → R∪{+∞} is not quasiconvex, we define f qc, the quasiconvex
envelope of f , as

f qc := sup{h ≤ f , h quasiconvex}. (3.71)

Analogously, we define f c, f pc, f rc as the convex, polyconvex and rank-one con-
vex envelopes respectively of f . In the general case of extended-value functions,
convexity implies polyconvexity and polyconvexity implies both rank-one convexity
and quasiconvexity, but quasiconvexity alone does not imply rank-one convexity.
Therefore, if f : Rm×n → R ∪ {+∞}, we have

f pc ≤ f qc, f pc ≤ f rc. (3.72)

On the other hand, in the case of a real-valued functions, quasiconvexity implies
rank-one convexity and hence, if f : Rm×n → R, we have

f c ≤ f pc ≤ f qc ≤ f rc. (3.73)
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We give an alternative representation formula for the rank-one convex envelope of a
function f : Rm×n → R ∪ {+∞}:

f rc(F) := inf
{ K∑

i

λi f (F̃i) :
K∑
i

λi F̃i = F̃, (λi, F̃i) satisfy HK
}
, (3.74)

with λi ≥ 0 and
∑K

i λi = 1. Family (λi, F̃i) satisfies a compatibility condition here
labelled with HK and defined in [33, Sec. 5.2.5]. In the same spirit we define
semiconvex hulls of a compact set K ⊂ Rm×n. The set

K pc =
{
F̃ ∈ Rm×n :

f (F̃) ≤ sup
Ã∈K

f ( Ã) for all f : Rm×n → R polyconvex
} (3.75)

is the polyconvex hull of K . The quasiconvex hull K qc and the rank-one convex
hull K rc are defined analogously. The lamination convex hull K lc of K is defined

K lc =
{
F̃ ∈ R3×2 :

f (F̃) ≤ sup
Ã∈K

f ( Ã) for all f : R3×2 → R ∪ {+∞} rank-one convex
}
.

(3.76)

Equivalently, K lc can be defined by successively adding rank-one segments (see
DeSimone and Dolzmann [37]), i.e.,

K lc =

∞⋃
i=0
K (i), (3.77)

where K 0 = K and

K (i+1) = K (i)∪
{
F̃ = λF̃1 + (1 − λ)F̃2 : F̃1, F̃2 ∈ K

(i),

rank(F̃1 − F̃2) ≤ 1, λ ∈ [0, 1]
}
.

(3.78)

The relations between the different notions of convexity imply the inclusions (see
DeSimone and Dolzmann [37])

K lc ⊆ K rc ⊆ K qc ⊆ K pc. (3.79)

We refer the interested reader to Dacarogna [33] for a discussion of all the different
notions of convexity and their relations.

Proof of Theorem 3.4.1
Before we proceed with the proof of the theorem, we begin with two remarks
regarding notions of quasiconvexity for extended value functions (i.e., functions
taking the value +∞):
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Remark 3.4.2 (i) Building off techniques due to Fonseca [42], it is well estab-
lished (see [3, 31]) that since the extended value W2D : R3×2 → R ∪ {+∞}

satisfies (3.26) on full-rank matrices, the effective energy density W qc
2D is qua-

siconvex, Lipschitz continuous on bounded sets, and its definition does not
depend on the choice of the domain ω, as long as it is open, bounded and
|∂ω | = 0. Furthermore, there exists (cf. Lemma 3.1, [31]) a constant c′ such
that

1
c′
|F̃ |2 − c′ ≤ W qc

2D (F̃) ≤ c′|F̃ |2 + c′. (3.80)

(ii) Some care needs to be taken when dealing with extended real-valued quasi-
convex functions. Indeed, the fact that a function f : R3×2 → R ∪ {+∞} is
quasiconvex (according to the definition above) does not imply that the asso-
ciated functional

∫
ω

f (∇̃y)dx̃ is sequentially weak∗ lower semicontinuous on
W 1,∞(ω,R3) [7]. In the current situation, thanks to (i), the relaxed energy
density has polynomial growth and therefore weak lower semincontinuity is
true for the relaxed functional. Alternatively, we refer the interested reader to
Ball and James [5] where a more restrictive definition of quasiconvexity for
extended real value functions is presented. This definition guarantees weak
lower semicontinuity of functionals associated to extended real value integrand
functions. It is an easy computation to show that both the approach pursued in
what follows and the relaxation technique based on the alternative definition
of the quasiconvex envelope give the same results for the functional considered
in this thesis.

Proof of Theorem 3.4.1. Recall that the quasiconvex envelope of an extended value
function is not in general bounded from above by the rank-one convex envelope.
However, we show that this bound is true for W2D. By Remark 3.4.2(i), W qc

2D is
a finite-valued, a quasiconvex function and W qc

2D = (W qc
2D)qc. Therefore, if we

substitute f = W qc
2D in (3.73) we obtain(

W qc
2D

) pc
≤

(
W qc

2D
)qc
≤

(
W qc

2D
)rc. (3.81)

Then, by (3.72) we conclude

W pc
2D ≡

(
W pc

2D
) pc
≤

(
W qc

2D
) pc
≤

(
W qc

2D
)qc
≤

(
W qc

2D
)rc
≤ W rc

2D (3.82)

and recover the classical inequality

(W2D)pc ≤ (W2D)qc ≤ (W2D)rc. (3.83)
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Figure 3.3: (a) Idea of the proof of Lemma 3.4.5. (b) Level curves of W2D in the
space (λM, δ).

We show in Lemma 3.4.3 and Lemma 3.4.4 that W mem ≤ W pc
2D. We show in Lemma

3.4.5 that W rc
2D ≤ W mem. Combining these with (3.231),

W mem ≤ W pc
2D ≤ W qc

2D ≤ W rc
2D ≤ W mem, (3.84)

and the result follows. �

Step 1: A formula for W2D

Lemma 3.4.3 W2D defined in (3.3) has the explicit form as provided in (3.4), (3.5)
and (3.6). Equivalently,

W2D (F̃) =



mini=1,2,3 ϕi (λM (F̃), δ(F̃)) if rank F̃ = 2

+∞ otherwise,
(3.85)

where

ϕ1(λM, δ) :=
µ

2

(
r1/3

(λM

r
+
δ2

λ2
M

+
1
δ2

)
− 3

)
,

ϕ2(λM, δ) :=
µ

2

(
r1/3

(
λ2

M +
δ2

λ2
M

+
1

rδ2

)
− 3

)
,

ϕ3(λM, δ) :=




µ
2

(
r1/3

(
δ2

λ2
M

+ 2 λM

r1/2δ

)
− 3

)
, if λMδ ∈ (r−1/2, r1/2)

+∞ otherwise.

(3.86)

Proof. The proof is an explicit calculation. To begin, if rank F̃ , 2, then det(F̃ |b) =
0 for every b ∈ R3. This implies W e

iso(F̃ |b, n) = +∞ for every b ∈ R3. Then
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W2D (F̃) = +∞. Thus for the remainder of this section, we restrict our attention to
the case that rank F̃ = 2.

Let f F̃,n(b) := W0(F̃ |b, n) and gF̃ (b) := bT adj F̃ − 1. Then, infb∈R3 W e
iso(F̃ |b, n) is

equivalent to the optimization

inf
b∈R3

{
f F̃,n(b) : gF̃ (b) = 0

}
. (3.87)

Here f F̃,n is a convex, differentiable function and gF̃ is an affine equality constraint.
It follows that b0 is a global minimizer of this optimization if and only if there
exists a λ ∈ R such that ∇ f F̃,n(b0) + λ∇gF̃ (b0) = 0 (see, for instance, Boyd and
Vandenberghe [21], Section 5.5.3). Solving this equation, we obtain

b0 =
(`∗n) adj F̃

|(`∗n)1/2 adj F̃ |2
(3.88)

for (`∗n) defined in (2.20).

Let W̃ (F̃, n) := W0(F̃ |b0, n). Since b0 is a global minimizer for the constrained
optimization above, W̃ (F̃, n) = infb∈R3 W e

iso(F̃ |c, n). Then from (3.4), it follows
that infn∈S2 W̃ (F̃, n) = W2D (F̃). For this optimization, we simplify the analysis
through a change of variables. We write F̃ = QD̃R̃ for Q ∈ SO(3), R̃ ∈ O(2) and
D̃ = diag(λM, λm) with λM ≥ λm > 0 as the singular values. We can say λm > 0
since rank F̃ = 2. Additionally, we set n = Qm, and impose the S2 constraint via
m2

3 = 1 − m2
1 − m2

2. Then by direct substitution,

W̃ (QD̃R̃,Qm) =
µ

2

(
r1/3

(
γλ2

M − ξ2(λ2
M − λ

2
m) +

1
r (γ − 1)λ2

Mλ
2
m

)
− 3

)
=: ϕ̃(λM, λm, γ, ξ2),

(3.89)

where

γ = ξ1 + ξ2, ξi (mi) = 1 − αm2
i , i = 1, 2, α =

r − 1
r

. (3.90)

Here α ∈ [0, 1) since r ≥ 1. Further, we let δ = λMλm, and set

ϕ(λM, δ, ξ1, ξ2) := ϕ̃(λM, δ/λM, ξ1, ξ2)

=
µ

2

(
r1/3

(
γλ2

M − ξ2
(
λ2

M −
δ2

λ2
M

)
+

1
r (γ − 1)δ2

)
− 3

)
.

(3.91)

Note that the constraint λM ≥ λm > 0 implies λ2
M ≥ δ > 0.
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W̃ is dependent on only four constrained variables. Consider the closed set

B :=
{
(γ, ξ2) : γ − ξ2 ≤ 1, ξ2 ∈ [1 − α, 1] and γ ∈ [2 − α, 2]

}
. (3.92)

B combined with the constraint λ2
M ≥ δ > 0 gives the admissible set for ϕ. Hence,

we have

W2D (F̃) = inf
n∈S2

W̃ (F̃, n)

= inf
γ,ξ2

{
ϕ(λM (F̃), δ(F̃), γ, ξ2) : λ2

M ≥ δ > 0, (γ, ξ2) ∈ B
}
.

(3.93)

Observe that

inf
ξ2

{
ϕ(λM, δ, γ, ξ2) : λ2

M ≥ δ > 0, (γ, ξ2) ∈ B
}
= ϕ(λM, δ, γ, 1)

=: ϕ0(λM, δ, γ)
(3.94)

by (3.91) since λ2
M − (δ/λM )2 ≥ 0. Then,

W2D (F̃) = inf
γ

{
ϕ0(λM (F̃), δ(F̃), γ) : λ2

M ≥ δ > 0, γ ∈ [2 − α, 2]
}
, (3.95)

where

ϕ0(λM, δ, γ) =
µ

2

(
r1/3

(
(γ − 1)λ2

M +

(
δ

λM

)2
+

1
r (γ − 1)δ2

)
− 3

)
. (3.96)

ϕ0 is a continuous function on this constrained set (which is moreover bounded in
γ). It is also differentiable for γ in the open domain (2 − α, 2). It follows that
the infimum is attained. Further, γ̄ minimizes ϕ0 only if it is on the boundary, i.e
γ̄ = 2−α or γ̄ = 2, or it is a critical point, i.e. ∂γϕ0(λM, δ, γ̄) = 0 and γ̄ ∈ (2−α, 2).

We proceed case by case. For this, we observe that in letting γ̄ = 2−α, ϕ0(λM, δ, 2−
α) = ϕ1(λM, δ). For the other boundary, γ̄ = 2, we obtain ϕ0(λM, δ, 2) =
ϕ2(λM, δ). Finally, in computing the critical point ∂γϕ0(λM, δ, γ̄) = 0, we ob-
tain

γ̄ =
r−1/2

λMδ
+ 1 ∈ (2 − α, 2). (3.97)

Direct substitution ϕ0(λM, δ, γ̄) yields the finite portion of ϕ3 over its entire domain
of validity λMδ ∈ (r−1/2, r1/2) (i.e., since the admissible set for γ̄ is provided by the
inclusion in (3.97)).

To complete the proof, first observe that on λMδ ∈ (r−1/2, r1/2),

ϕ1 − ϕ3 =
µ

2
r1/3

(
r−1/2λM −

1
δ

)2
≥ 0 ⇒ ϕ3 ≤ ϕ1,

ϕ2 − ϕ3 =
µ

2
r1/3

(
λM −

r−1/2

δ

)2
≥ 0 ⇒ ϕ3 ≤ ϕ2.

(3.98)
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This proves that W2D = ϕ3 ◦ (λM, δ) in the region λMδ ∈ (r−1/2, r1/2). To complete
the computation in the remaining regions observe that

ϕ1 − ϕ2 =
µ

2
r1/3

(
1 −

1
r

) (1
δ
+ λM

) (1
δ
− λM

)
, (3.99)

yielding ϕ1 ≤ ϕ2 if δ ≥ λ−1
M and ϕ2 ≤ ϕ1 if δ ≤ λ−1

M . Therefore we have

W2D = ϕ1 ◦ (λM, δ) if λMδ ≥ r1/2, δ ≤ λ2
M (3.100)

and

W2D = ϕ2 ◦ (λM, δ) if λMδ ≤ r−1/2, δ ≤ λ2
M (3.101)

as required. �

Step 2: Upper bound or W mem ≤ W pc
2D

Lemma 3.4.4 Let W mem be as in (3.69) and W2D as in (3.3). Then for each
F̃ ∈ R3×2,

W mem(F̃) ≤ W pc
2D (F̃). (3.102)

Proof. We prove this in two parts. In Part 1, we prove that W mem is polyconvex and
in Part 2 we prove that W mem ≤ W2D. The result follows.

Part 1. We now show that W mem is polyconvex. First, observe from (3.69) that there
exists a function ψ : R2

+ → R (here by R+ we denote the set of all non-negative real
numbers) such that

W mem(F̃) = ψ(λM (F̃), δ(F̃)). (3.103)

It also follows by verification (also see Proposition 2 of DeSimone and Dolzmann
[37]) that ψ is convex and ψ is non-decreasing in each argument (i.e., ψ(s, t) in
nondecreasing in s for fixed t and nondecreasing in t for fixed s. We then notice
that λM (F̃) = supm∈S1 |F̃m | is convex in F̃. Further, δ(F̃) = | adj F̃ | is convex
in adj F̃. Since the composition of a convex function with a non-decreasing and
convex function results in a convex function, we conclude that there exists a convex
function g : R3×2 × R3 → R such that

ψ(λM (F̃), δ(F̃)) = g(F̃, adj F̃). (3.104)
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Figure 3.4: Regions where the comparison for W mem and the functions ϕ1 (dark
gray), ϕ2 (light gray) and ϕ3 (silver/intermediate gray) occurs.

Combining with (3.103), we conclude that

W mem(F̃) = g(F̃, adj F̃) (3.105)

for convex g. By definition of polyconvexity, W mem is polyconvex.

Part 2. We now show that W mem ≤ W2D. We show by explicit calculation that

W mem(F̃) ≤ ϕi (λm(F̃), δ(F̃)), i = 1, . . . 3. (3.106)

It follows that

W mem(F̃) = ψ2D (λM (F̃), δ(F̃))

≤ min
i∈{1,...,3}

ϕi (λm(F̃), δ(F̃)) = W2D (F̃)
(3.107)

from (3.85).

ψ2D ≤ ϕ2: First, in the region L of liquid behavior there is nothing to prove.
Therefore, referring to Figure 3.4, we are left with showing that ψ2D ≤ ϕ2 in the
light gray region of equations for r1/3 < λM ≤ r−1/2δ−1. Recalling that in this
region ψ2D =

µ
2 (r1/3(λ2

Mr−1 + 2λ−1
M − 3), it is enough to prove that

λ2
M

r
+

2
λM
≤ inf

δ

{(
λ2

M +
δ2

λ2
M

+
1

rδ2

)
for: δ ≤ r−1/2λ−1

M , λM > r1/3
}
. (3.108)
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The critical point of λ2
M + δ

2λ−2
M + r−1δ−2 is attained at δ2 = λMr−1/2. This

corresponds to a minimum, yielding the following inequality

λ2
M

r
+

2
λM
≤ λ2

M +
2

λMr1/2 (3.109)

which is indeed true for λM > r1/3. Then, evaluation of λ2
M + δ

2λ−2
M + r−1δ−2 along

the curve δ = r−1/2λ−1
M does not improve the inequality above.

ψ2D ≤ ϕ1: We focus on the interval δ ≥ r1/2λ−1
M corresponding (if again we

ignore the region L) to the dark gray area in Figure 3.4. This set has a non-empty
intersection with both the simple-laminate regionsM,W and the regime of solid
behavior S. First of all, notice that if (λM, δ) ∈ S then W mem ≡ W2D and there is
nothing to prove.

Let us assume r−1/2λ2
M < δ ≤ λ2

M , δ ≥ r1/2λ−1
M . This corresponds to a subset ofM

for which we have ψ2D =
µ
2 (r1/3(2δr−1/2+ δ−2)−3). We are left with the inequality

2δ
r1/2 +

1
δ2 ≤

λ2
M

r
+
δ2

λ2
M

+
1
δ2 for r−1/2λ2

M < δ ≤ λ2
M, δ ≥ r1/2λ−1

M , (3.110)

which is trivially true.

Then, let us assume r1/2λ−1
M ≤ δ < λ1/2

M . This is a subset of the regionW for which
we have ψ2D =

µ
2 (r1/3((λ2

Mr−1 + 2λ−1
M ) − 3). The inequality

λ2
M

r
+

2
λM
≤
λ2

M

r
+
δ2

λ2
M

+
1
δ2 for r1/2λ−1

M ≤ δ < λ1/2
M , (3.111)

follows trivially.

ψ2D ≤ ϕ3: We now focus on the interval δ−1r−1/2 < λM < δ−1r1/2 corresponding
to the silver/intermediate gray area in Fig. 3.4. Notice that if we remove the region
L (for which there is nothing to prove), we are left with two disjoint subsets.

We begin with considering λM > r1/3. Since in this region ψ2D =
µ
2 (r1/3(λ2

Mr−1 +

2λ−1
M − 3), it is enough to show that

λ2
M

r
+

2
λM
≤ inf

{( δ2

λ2
M

+
2λM

r1/2δ

)
for

1
λM

r−1/2 < δ <
1
λM

r1/2, λM > r1/3
}
,

(3.112)
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which is equivalent to

λ2
M

r
+

2
λM
≤ inf

{(
λ2

m + 2
1

r1/2λm

)
for

1
λ2

M

r−1/2 < λm <
1
λ2

M

r1/2, λM > r1/3
}
.

(3.113)

The critical point of λ2
m + 2r−1/2λ−1

m is attained at (λm, λM ) = (r−1/6, r1/3) ∈ L.
Then, we have to evaluate λ2

m+2r−1/2λ−1
m on the curves of equations λm = λ

−2
M r−1/2

and λm = λ−2
M r1/2. Notice that, for λm = r1/2λ−2

M we have that ϕ3 = ϕ1 while for
λm = r−1/2λ−2

M we have ϕ3 = ϕ2 and from discussion of these cases previously, it
therefore follows that (3.113) is true.

To conclude, we have to prove that the inequality ψ2D ≤ ϕ3 holds in the remaining
subregion defined by λ2

M ≥ δ, δ > r1/6 and δ < r1/2λ−1
M . This subset is contained in

the regionM in which case we have ψ2D =
µ
2 (r1/3(2δr−1/2 + δ−2) − 3). Therefore,

we are left with proving the inequality

2δ
r1/2 +

1
δ2 ≤ inf

{( δ2

λ2
M

+
2λM

r1/2δ

)
for δ1/2 ≤ λM, δ > r1/6, δ <

r1/2

λM

}
,

(3.114)

i.e., equivalently

2δ
r1/2 +

1
δ2 ≤ inf

{(
λ2

m +
2

r1/2λm

)
for λm ≤ δ

1/2, δ > r1/6, λm > r−1/2δ2
}
.

(3.115)

In order to prove the inequality above, it is enough to evaluate the function λ2
m +

2r−1/2λ−1
m on the boundary of the region defined on the right hand side of (3.115).

This yields the following two relations

2δ
r1/2 +

1
δ2 ≤ δ +

2
r1/2δ1/2 for δ ∈ (r1/6, r1/3),

2δ
r1/2 +

1
δ2 ≤ r−1δ4 +

2
δ2 for δ ∈ (r1/6, r1/3),

(3.116)

obtained by evaluating λ2
m+2r−1/2λ−1

m for λm = δ
1/2 and λm = r−1/2δ2, respectively.

To show that the former holds it is convenient to operate the change of variable
(r1/4, r1/2) 3 ξ := δ3/2 and thus, writing the former equation in (3.116) as follows,

ξ2(r1/2 − 2) + 2ξ − r1/2 ≥ 0 for ξ ∈ (r1/4, r1/2), (3.117)
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which can be easily shown to be true for all r ≥ 1. Then, it is immediate to prove
the latter inequality in (3.116).

This exhausts all cases, and so the proof is complete. �

Step 3: Lower bound or W rc
2D ≤ W mem

Lemma 3.4.5 Let W mem be as in (3.69) and W2D as in (3.4). Then, for each
F̃ ∈ R3×2,

W rc
2D (F̃) ≤ W mem(F̃). (3.118)

The proof makes repeated use of lamination. We collect the calculations in the
following proposition.

Proposition 3.4.6 Let q, d ∈ R with q > 0, q2 ≥ d and define

K :=
{
F̃ ∈ R3×2 : λM (F̃) = q, δ(F̃) = d

}
,

Kw :=
{
F̃ ∈ R3×2 : λM (F̃) = q, δ(F̃) ∈ [0, d]

}
,

Ks :=
{
F̃ ∈ R3×2 : λM (F̃) ∈ [d1/2, q], δ(F̃) = d

}
.

(3.119)

Then, for d > 0, Kw ⊂ K
(1) and for d ≥ 0, Ks ⊂ K

(1).

Proof. We begin with Kw. Let F̃ ∈ Kw with λM (F̃) = q, δ(F̃) = δ̄ ∈ [0, d]. Using
the polar decomposition theorem we can take

F̃ =
*...
,

q 0
0 δ̄

q

0 0

+///
-

. (3.120)

Define

F̃± =
*...
,

q 0
0 ± d

q

0 0

+///
-

; θ =
1
2

(
1 +

δ̄

d

)
. (3.121)

Note that F̃± ∈ K , θ ∈ [0, 1] since δ̄ ≤ d, rank (F̃+ − F̃−) = 1 and F̃ = θF̃+ + (1 −
θ)F̃−. Therefore, Kw ⊂ K

(1).

The proof of Ks ⊂ K
(1) is similar (also see [37, Theorem 3.1]). Again, using the

polar decomposition theorem, we can take F̃ ∈ Ks as a diagonal matrix. First, let
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us assume c , 0 and
√

d ≤ c ≤ q which corresponds to c ≥ d/c and define

F̃± :=
*...
,

c ±ξ

0 d
c

0 0

+///
-

. (3.122)

Note δ(F̃±) = d. Further, the eigenvalues of (F̃±)T F̃± are

1
2

(
ξ2 +

d2

c2 + c2
)
±

√
1
4

(
ξ2 +

d2

c2 + c2
)2
− d2. (3.123)

So the choice

ξ2 =
d2

q2 + q2 −
d2

c2 − c2 =
1
q2

[
q2 −

d2

c2

] [
q2 − c2

]
≥ 0 (3.124)

makes λM (F̃±) = q. Therefore, F̃± ∈ K . Further, F̃ = 1
2 F̃+ + 1

2 F̃− and rank
(F̃+ − F̃−) ≤ 1. For the case F̃ ∈ Ks such that F̃ = 0, replace the diagonal entries
in (3.122) with 0 and repeat the argument. Therefore, Ks ⊂ K

(1). �

Proof of Lemma 3.4.5. We show that

W rc
2D (F̃) ≤ W mem(F̃) (3.125)

region by region. In the region S, note W2D = W mem and the result follows.

Now, let F̃ ∈ W with q = λM (F̃) ≥ r1/3 and d = δ(F̃) ≤ q1/2. This corresponds
to the point A in Figure 3.3(a). Let

K̃ :=
{
G̃ ∈ R3×2 : λM (G̃) = q, δ(G̃) = q1/2} (3.126)

that corresponds to the point B in Figure 3.3(a). By Proposition 3.4.6, we have
F̃ ∈ K̃ (1). Therefore, there exists λ ∈ [0, 1] and G̃1, G̃2 ∈ K̃ with rank(G̃1−G̃2) ≤ 1
such that

W rc
2D (F̃) ≤ λW rc

2D (G̃1) + (1 − λ)W rc
2D (G̃2)

≤ λW2D (G̃1) + (1 − λ)W2D (G̃2)

=
µ

2
[
r1/3

(q2

r
+

2
q

)
− 3

]

= W mem(F̃).

(3.127)

Above, the two inequalities follow from the fact W rc
2D is rank-one convex and W rc

2D ≤

W2D. The two equalities follow by explicit verification of the formula.
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Now, let F̃ ∈ M with d = δ(F̃) ≥ r1/6 and q = λM (F̃) ∈ [d1/2, r1/4d1/2]. This
corresponds to the point C in Figure 3.3a. Let

K̃ =
{
G̃ ∈ R3×2 : λM (G̃) = r1/4d1/2, δ(G̃) = d

}
(3.128)

that corresponds to the point D in Figure 3.3(a). Therefore, by Proposition 3.4.6,
we have F̃ ∈ K̃ (1). Therefore, arguing as before, W rc

2D (F̃) ≤ W mem(F̃).

Finally, let F̃ ∈ L with q = λM (F̃) ≤ r1/3 and d = δ(F̃) ≤ min{q2, r1/6}. This
corresponds to the point P in Figure 3.3a. Let

K̃ =
{
G̃ ∈ R3×2 : λM (G̃) = r1/3, δ(G̃) = d

}
(3.129)

and

K =
{
G̃ ∈ R3×2 : λM (G̃) = r1/3, δ(G̃) = r1/6} (3.130)

that correspond to the points Q and Z in Figure 3.3(a), respectively. From Proposi-
tion 3.4.6, F̃ ∈ K̃ (1). Further, again by Proposition 3.4.6, K̃ ⊂ K (1). In otherwords,
F̃ ∈ K (2). We can again argue as above to show that W rc

2D (F̃) ≤ 0 = W mem(F̃) as
required. �

3.5 Characterization of fine-scale features
The energy density W2D in (3.3) is not quasiconvex. Thus a membrane with this
energy density is able to relax its energy to that of W qc

2D through the introduction
of fine-scale features. In this section, we characterize these features. Briefly, we
show that the features in regionM are essentially planar involving oscillations of
the director (i.e., no wrinkling) while those in W are necessarily wrinkles (i.e.,
uniform director and out-of-plane oscillations). Further, we show that there are no
fine-scale features in region S.

To characterize the fine-scale features, we consider the two-dimensional energy

E2D (y) =
∫
ω

W2D (∇̃y)dx̃ (3.131)

subject to affine boundary conditions, i.e., the space of deformations AF̃0
:= {y ∈

W 1,2(ω,R3) : y− F̃0 x̃ ∈ W 1,2
0 (ω,R3)}with F̃0 ∈ R

3×2. It is known (cf. Lemma 3.1(ii)
and Lemma 6.2, [31]) that there exist weakly converging minimizing sequences that
satisfy

y j ⇀ F̃0 x̃ in W 1,2(ω,R3)

with E2D (y j ) → inf
AF̃0

E2D = |ω |W
qc
2D (F̃0) as j → ∞. (3.132)
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Let νx̃ be any W 1,2 gradient Young measure generated by such a sequence. Since
{y j } is a minimizing sequence for I2D, it is also a minimizing sequence for the
relaxation

∫
ω

W qc
2D (∇̃y)dx̃. Further, since W qc

2D is non-negative and bounded as in
(3.80), it follows from Theorem 1.3 of Kinderlehrer and Pedregal [55] that

f (∇y j ) ⇀ 〈νx̃, f 〉 in L1(A)

for any f ∈


g ∈ C(R3×2) : sup

F̃∈R3×2

|g(F̃) |
|F̃ |2 + 1

< +∞


,

(3.133)

and for every measurable A ⊂ ω whenever the sequence { f (∇y j )} converges. As
an immediate consequence, we obtain the identities

〈νx̃, id 〉 = F̃0, 〈νx̃,W
qc
2D〉 = W qc

2D (F̃0) a.e. x ∈ ω. (3.134)

Now, since W2D is a normal integrand, the fundamental theorem of Young measures
gives an inequality, lim inf j→∞ I2D (y j ) ≥

∫
ω
〈νx̃,W2D〉dx̃ (cf. Definition 6.27 and

Theorem 8.6 in Fonseca and Leoni [43]). Thus,

|ω |W qc
2D (F̃0) = lim

j→∞
I2D (y j ) ≥

∫
ω
〈νx̃,W2D〉dx̃

≥

∫
ω
〈νx̃,W

qc
2D〉dx̃ = |ω |W qc

2D (F̃0),
(3.135)

where we use the fact that W2D ≥ W qc
2D. It follows |ω |W

qc
2D (F̃0) =

∫
ω
〈νx̃,W2D〉dx̃.

Again using the fact that W2D ≥ W qc
2D and (3.134), we conclude

〈νx̃,W2D〉 = W qc
2D (F̃0) a.e. x̃ ∈ ω. (3.136)

By the localizing properties of W 1,2 gradient Young measures (cf. Theorem 2.3 of
Kinderlehrer and Pedregal [54]), we conclude that the fine-scale features which arise
from minimizing sequences of W2D are described by the homogenous W 1,2 gradient
Young measures admitting the identities

〈ν, id 〉 = F̃0, 〈ν,W2D〉 = W qc
2D (F̃0). (3.137)

The support of such Young measures is highly restricted:

Theorem 3.5.1 Let r > 1, F̃0 ∈ R
3×2 and let

MF̃0
:=

{
ν ∈ Mqc, 〈ν, id 〉 = F̃0, 〈ν,W2D〉 = W qc

2D (F̃0)
}

(3.138)

be the set of homogenous W 1,2 gradient Young measures that satisfy (3.137). This
set is non-empty and the following is true:
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(i) (The regionM.) Suppose (λM (F̃0), δ(F̃0)) ∈ M. Set δ̄ := δ(F̃0) and λ̄M :=
λM (F̃0). Let the singular value decomposition of F̃0 be given by F̃0 := Q0D̃0 R̃0

for Q0 ∈ SO(3), R̃0 ∈ O(2) and D̃0 := diag (λ̄M, δ̄/λ̄M ) ∈ R3×2.

Then any νF̃0
∈ MF̃0

satisfies

supp νF̃0
⊂ KM :=

{
F̃ ∈ R3×2 : F̃ = Q0QD̃δ̄ R̃,

s.t. Q ∈ SO(3), R̃ ∈ O(2), det(R̃)Qe3 = det(R̃0)e3
}
,

(3.139)

where e3 ∈ S
2 is orthogonal to the plane of the reference configuration of the

membrane and D̃δ̄ := δ̄1/2diag (r1/4, r−1/4) ∈ R3×2.

(ii) (The regionW .) Suppose (λM (F̃0), δ(F̃0)) ∈ W . Set λ̄M = λM (F̃0). Further,
let eM ∈ S

2 and ẽM ∈ S
1 be the unique pair (up to a change in sign) of vectors

which satisfy F̃0ẽM = λ̄M eM .

Then any νF̃0
∈ MF̃0

satisfies

supp νF̃0
⊂ KW :=

{
F̃ ∈ R3×2 : (λM, δ)(F̃) = (λ̄M, λ̄

1/2
M ),

s.t. F̃ ẽM = λ̄M eM
}
.

(3.140)

(iii) (The region L.) Suppose (λM (F̃0), δ(F̃0)) ∈ L.

Then any νF̃0
∈ MF̃0

satisfies

supp νF̃0
⊂ KL :=

{
F̃ ∈ R3×2 : (λM, δ)(F̃) ∈ L

s.t. λM (F̃)/δ(F̃) = r−1/6
}
.

(3.141)

(iv) (The regionS.) Suppose (λM (F̃0), δ(F̃0)) ∈ S. Then any νF̃0
∈ MF̃0

is a Dirac
mass, i.e., supp νF̃0

= {F̃0}.

This result has striking physical implications related to the instabilities ofmicrostruc-
ture and wrinkling:

Remark 3.5.2 (i) (The regionM.) First consider the particular case when Q0 =

I. Consider any F̃ ∈ supp νF̃0
and its characterization in (3.139). Since

det(R̃)Qe3 = det(R̃0)e3, it follows QD̃δ̄ R̃ṽ · e3 = 0 for each ṽ ∈ R2. In
other words, QD̃δ̄ R̃ maps R2 to R2. Thus, all the oscillations are in the
plane. Further, for such matrices F̃, W2D (F̃) = W3D (F̃ |c) = W e

iso(F̃ |b, n)
for b = (0, 0, δ̄−1)T and n · e3 = 0. The first of these identities follows from
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the fact that (λM (F̃), δ(F̃)) ∈ S (see Lemma 5.3 and 6.2 in Cesana et al.
[25]), while the second follows from the fact that the largest principal value of
(F̃ |c) is λM (F̃). Importantly, the director is always in the plane. In summary,
the director oscillates in the plane and oscillations create no out-of-plane
deformation. The case Q0 , I3×3 is similar except the plane is oriented by
the rotation Q0. Thus, the fine-scale features in M are limited to in-plane
oscillations of the director. In other words, they are related to the formation
of material microstructure and not structural wrinkling.

(ii) (The region W .) First consider the case when eM = (ẽM, 0)T . Using an
argument as before, for any F̃ ∈ supp νF̃0

, W2D (F̃) = W3D (F̃ |c) = W e(F̃ |b, n)
for b · eM = 0, |b| = λ̄−1/2

M and n = eM . In other words, the director n is fixed
with an in-plane direction eM . Further, notice F̃ in the {eM, (ẽ⊥M, 0)T, e3} frame
is necessarily of the form F̃ = QD̃M for D̃M := diag (λ̄M, λ̄

−1/2
M ) ∈ R3×2 and

for some Q ∈ SO(3) that satisfies QeM = eM . In other words, the membrane
is uniformly stretched by a factor λ̄M in the eM direction, uniformly contracted
transverse to the stretch by a factor λ̄−1/2

M , and with the fine features related to
rotations about the fixed axis of stretch eM . That is, these oscillations represent
wrinkling or undulations perpendicular to eM (i.e., the direction of maximum
stretch). The general case eM , (ẽM, 0)T is similar except a uniform rotation
orients (ẽM, 0)T to eM . In summary, the maximum stretch and director are
fixed for this region, and undulations occur transverse to this direction. Thus,
the fine-scale features inW are related to the structural wrinkling and not
material microstructure.

(iii) (The regionL.) The regionL involves only the spontaneously deformed states.
However, these can be arranged in amanner such that the effective deformation
is due to soft elasticity and/or crumpling.

(iv) (The region S.) There are no fine-scale features associated to S since the
support of νF̃0

is a Dirac mass.

In summary, this theorem guarantees that effective deformation in regionM neces-
sarily corresponds to material microstructure only, effective deformation in region
W necessarily corresponds to structural wrinkling only, and effective deformation
in region S is without instability.
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Proof of Theorem 3.5.1.
We now turn to the proof of the Theorem 3.5.1, which provides a characterization
of the fine-scale features in the membrane. It relies on the following lemmas.

For definiteness and completeness, we introduce the notion of a gradient Young
measure, which characterizes the statistics of the fine-scale oscillations in the gradi-
ents weakly converging sequences (cf. Müller [74]). We define a homogenous W 1,2

gradient Youngmeasure to be a probability measure that satisfies Jensen’s inequality
for every quasiconvex function f : R3×2 → R whose norm can be bounded by a
quadratic function. Let M denote the space of signed Radon measures on R3×2 with
the finite mass paring

〈µ, f 〉 =
∫
R3×2

f (F̃)dµ(F̃). (3.142)

Then the space of homogenous W 1,2 gradient Young measures is given by

Mqc :=
{
ν ∈ M : | |ν | | = 1, 〈ν, f 〉 ≥ f (〈ν, id〉)

∀ f : R3×2 → R quasiconvex with | f (F̃) | ≤ C(|F̃ |2 + 1)
}
.

(3.143)

The proof of the theorem relies on the following lemmas:

Lemma 3.5.3 Let F̃0 ∈ R
3×2 and δ̄ satisfy the hypotheses in Theorem 3.5.1 Part (i).

Then any νF̃0
∈ MF̃0

satisfies

supp νF̃0
⊂ {F̃ ∈ R3×2 : (λM, δ)(F̃) = (r1/4δ̄1/2, δ̄)}. (3.144)

Lemma 3.5.4 Let F̃0 ∈ R
3×2 and λ̄M satisfy the hypotheses of Theorem 3.5.1 Part

(ii). Then any νF̃0
∈ MF̃0

satisfies

supp νF̃0
⊂ {F̃ ∈ R3×2 : (λM, δ)(F̃) = (λ̄M, λ̄

1/2
M )}. (3.145)

Proof of Lemma 3.5.3. Recall from the previous section that we may write W qc
2D =

ψ ◦ (λM, δ) and W2D = ϕ ◦ (λM, δ) where ψ (ϕ) : R → R (R∪ {+∞}), respectively
for R = {(s, t) ∈ R2 : s2 ≥ t, t ≥ 0}. Recall also that ψ is a convex, and it is
non-decreasing in each argument. Also, ψ ≤ ϕ. Finally, (λM, δ) : R3×2 → R

are quasiconvex functions bounded quadratically. Therefore, for every homogenous
W 1,2 gradient Young measure with 〈ν, id〉 = F̃0,

W qc
2D (F̃0) = ψ ◦ (λM, δ)(〈ν, id〉)

≤ ψ(〈ν, λM〉, 〈ν, δ〉)

≤ 〈ν, ψ ◦ (λM, δ)〉

≤ 〈ν, ϕ ◦ (λM, δ)〉 = 〈ν,W2D〉.

(3.146)
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Here, the first inequality follows from the Jensen’s inequality satisfied by homoge-
nous W 1,2 gradient Young measures since (λM, δ) are quasiconvex with the appro-
priate growth and ψ is non-decreasing in each argument. The second inequality
follows from the convexity of ψ, and the third follows since ψ ≤ ϕ.

Now, for any νF̃0
∈ MF̃0

, each inequality in (3.146) is an equality. This restricts the
support of νF̃0

. To deduce this restriction, suppose that the point (λM (F̃0), δ(F̃0)) ∈
M corresponds to point C in Figure 3.3(a).

Consider the first inequality. By quasiconvexity and growth conditions, 〈νF̃0
, λM〉 ≥

λM (F̃0) and 〈νF̃0
, δ〉 ≥ δ(F̃0). In the (λM, δ) space in Figure 3.3(a), these inequalities

imply the point (〈νF̃0
, λM〉, 〈νF̃0

, δ〉) cannot be to the left or below point C. Further,
every point to the right and above the point C has higher ψ (cf. Figure 3.2) except
the line between and including the points C and D. Hence,

(〈νF̃0
, λM〉, 〈νF̃0

, δ〉) ∈ CD. (3.147)

Next, consider the last inequality. Since ϕ = ψ only on S ∪ {(s, t) ∈ L : t/s =

r−1/6} =: S′ (see Figure 3.3(b)), we conclude

supp νF̃0
⊂

{
F̃ ∈ R3×2 : (λM, δ)(F̃) ∈ S′

}
. (3.148)

It remains to consider the middle inequality in (3.146). We do this in Proposition
3.5.5 below. If the middle inequality is an equality, we show in the proposition the
support of νF̃0

satisfies (3.144). This completes the proof. �

Proposition 3.5.5 Let F̃0 and δ̄ be as in the Theorem 3.5.1 Part (i). If νF̃0
satisfies

(3.147),(3.148) and

ψ(〈νF̃0
, λM〉, 〈νF̃0

, δ〉) = 〈νF̃0
, ψ ◦ (λM, δ)〉, (3.149)

then the support of νF̃0
satisfies (3.144) in Lemma 3.5.3.

Proof. Set A+ = {F̃ : (λM, δ)(F̃) ∈ S ∩ {δ > δ̄}} and

θ+ =

∫
A+

dνF̃0
(F̃). (3.150)
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If θ+ = 1, then by the polyconvexity of δ, 〈νF̃0
, δ〉 > δ̄ contradicting (3.147). Now

consider the case 1 > θ+ > 0. Set

λ+M :=
1
θ+

∫
A+

λM (F̃)dνF̃0
(F̃), λ−M :=

1
1 − θ+

∫
R3×2\A+

λM (F̃)dνF̃0
(F̃),

δ+ :=
1
θ+

∫
A+

δ(F̃)dνF̃0
(F̃), δ− :=

1
1 − θ+

∫
R3×2\A+

δ(F̃)dνF̃0
(F̃).

(3.151)
Clearly, δ+ > δ̄ and

θ+λ+M + (1 − θ+)λ−M = 〈νF̃0
, λM〉,

θ+δ+ + (1 − θ+)δ− = 〈νF̃0
, δ〉. (3.152)

From the equality in (3.152), δ− < δ̄. Further, notice from the convexity of ψ that

ψ(λ+M, δ
+) ≤

1
θ+

∫
A+

ψ
(
λM (F̃), δ(F̃)

)
dνF̃0

(F̃),

ψ(λ−M, δ
−) ≤

1
1 − θ+

∫
R3×2\A+

ψ
(
λM (F̃), δ(F̃)

)
dνF̃0

(F̃) .
(3.153)

Now, in the (λM, δ) space shown in Figure 3.3(a), the definitions above imply that
the point (λ+M, δ

+) is a point above the line CD while (λ−M, δ
−) is below the line CD

such that the line joining these points intersects CD. It is easy to verify by explicitly
computing the derivative along such lines (or by inspecting Figure 3.2), that ψ is
strictly convex in such segments. Therefore,

ψ(〈νF̃0
, λM〉, 〈νF̃0

, δ〉) = ψ
(
θ+λ+M + (1 − θ+)λ−M, θ

+δ+ + (1 − θ+)δ−
)

< θ+ψ(λ+M, δ
+) + (1 − θ+)ψ(λ−M, δ

−)

≤ 〈νF̃0
, ψ ◦ (λM, δ)〉.

(3.154)

The last inequality follows from (3.153). However, this contradicts the assumption
(3.149).

Therefore, θ+ = 0, and

supp νF̃0
⊂ {(λM, δ)(F̃) ∈ S′ : δ(F̃) ≤ δ̄}, (3.155)

which is the compliment of A+ in the set given in (3.148).

Finally, given (3.155) and since δ̄ = 〈νF̃0
, δ〉 (see 3.147), it follows that supp νF̃0

⊂

{(λM, δ)(F̃) ∈ S′ : δ(F̃) = δ̄}. But this is just a single point in the (λM, δ) space,
and it’s given by (3.144). Thus, we conclude the proposition. �
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The proof of Lemma 3.5.4 is very similar and omitted.

Proof of Theorem 3.5.1. Existence of a νF̃0
∈ MF̃0

follows from the construction in
the previous section.

Part (i). For any F̃0 with (λM (F̃0), δ(F̃0)) ∈ M and for any νF̃0
∈ MF̃0

, the support
of νF̃0

satisfies (3.144) by Lemma 3.5.3. Note that (λM, δ)(F̃) = (r1/4δ̄1/2, δ̄)
is equivalent to stating that the principal values of F̃ are r1/4δ̄1/2 and r−1/4δ̄1/2.
Therefore, by the singular value decomposition theorem, it follows that

supp νF̃0
⊂ {F̃ ∈ R3×2 : F̃ = QD̃δ̄ R̃,Q ∈ SO(3), R̃ ∈ O(2)} =: Ksupp (3.156)

for D̃δ̄ given in the statement of the theorem for Part (i).

Now, for any D̃ ∈ R3×2,Q ∈ SO(3), R̃ ∈ O(2), it is an easy calculation to find
that adj(QD̃R̃) = det(R̃)Q adj D̃. Further for D̃ = diag(λ1, λ2), adj D̃ = λ1λ2e3.
Further, the adjugate is a minor and therefore 〈νF̃0

, adj〉 = adj(〈νF̃0
, id〉) = adj F̃0.

Recalling the support (3.156) of νF̃0
, we conclude

det(R̃0)Q0e3 =
1
δ̄
〈νF̃0

, adj〉 =
1
δ̄

∫
R3×2

adj F̃dνF̃0
(F̃)

=

∫
Ksupp

(
det(R̃(F̃))Q(F̃)e3

)
dνF̃0

(F̃).
(3.157)

Note that det(R̃0)Q0e3 ∈ S
2, and det(R̃(F̃))Q(F̃)e3 ∈ S

2 for each F̃ ∈ Ksupp.
In other words, the equation above states that an average of a distribution on S2

yields an element of S2. However, since each element of S2 is an extreme point, it
means that the distribution is concentrated at a single point on S2. That is, if we let
Q∗(F̃) = QT

0 Q(F̃), then det(R̃0)e3 = det(R̃(F̃))Q∗(F̃)e3. The result follows.

Part (ii). For any F̃0 with (λM (F̃0), δ(F̃0)) ∈ W and for any νF̃0
∈ MF̃0

, it follows
from the definition of eM, ẽM that∫

R3×2
F̃ ẽM dνF̃0

(F̃) = λ̄M eM . (3.158)

So, ∫
R3×2
|F̃ ẽM |dνF̃0

(F̃) ≥
�����

∫
R3×2

F̃ ẽM dνF̃0
(F̃)

�����
= |F̃0ẽM | = λ̄M . (3.159)

However, from Lemma 3.5.4, we see that maxe∈S1 |F̃e| = λM (F̃) = λ̄M for each
F̃ ∈ supp νF̃0

. Therefore, |F̃ ẽM | ≤ λ̄M for each F̃ ∈ supp νF̃0
. We conclude that

|F̃ ẽM | = λ̄M for each F̃ ∈ supp νF̃0
. Setting F̃ ẽM = λ̄M e(F̃) for e(F̃) ∈ S2 and
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substituting in (3.158), we conclude that e(F̃) = eM for each F̃ ∈ supp νF̃0
. The

result follows.

Part (iii). For any F̃0 with (λM (F̃0), δ(F̃0)) ∈ L, the result follows from the fact
that W2D is non-negative and W2D (F̃) = 0 if and only if F̃ ∈ KL .

Part (iv). Finally, let F̃0 ∈ R
3×2 such that (λM (F̃0), δ(F̃0)) ∈ S, νF̃0

∈ MF̃0
. Recall

W2D = ϕ ◦ (λM, δ) and ϕ is strictly convex in S. Thus,

supp νF̃0
⊂ {F̃ ∈ R3×2 : (λM, δ)(F̃) = (λM, δ)(F̃0)}. (3.160)

This is actually equivalent to the set (3.162) given in Proposition 3.5.6 below since
λm = δ/λM . The result follows from the proposition. �

Proposition 3.5.6 Let F̃0 ∈ R
3×2 such that the singular values satisfy the strict

inequality

λM (F̃0) > λm(F̃0) ≥ 0. (3.161)

Suppose ν is a probability measure on the space of R3×2 matrices such that 〈ν, id〉 =
F̃0 and

supp ν ⊂ {F̃ ∈ R3×2 : (λM, λm)(F̃) = (λM, λm)(F̃0)}. (3.162)

Then ν (up to a set of measure zero) is a Dirac mass at F̃0.

Proof. To begin, set (λ̄M, λ̄m) = (λM (F̃0), λm(F̃0)). We let {g01, g02} ⊂ R
3 and

{ f̃01, f̃02} ⊂ R
2 be sets of orthonormal vectors such that

F̃0 = λ̄Mg01 ⊗ f̃01 + λ̄mg02 ⊗ f̃02. (3.163)

Let ϕ f̃01
(F̃) := |F̃ f̃01 |

2. This is a convex function. Therefore, by Jensen’s inequality
and given 〈ν, id〉 = F̃0 with F̃0 satisfying (3.163),

〈ν, ϕ f̃01
〉 ≥ ϕ f̃01

(F̃0) = λ̄2
M . (3.164)

Conversely, applying a similar change of variables (3.163) to the F̃ ∈ supp ν, we see

〈ν, ϕ f̃01
〉 =

∫ (
|(λ̄Mg1 ⊗ f̃1 + λ̄mg2 ⊗ f̃2) f̃01 |

2
)

(F̃)dν(F̃)

=

∫ (
λ̄2

M cos(θ(F̃))2 + λ̄2
m sin(θ(F̃))2

)
dν(F̃)




= λ̄2
M if ν({F̃ ∈ R3×2 : sin(θ(F̃)) , 0}) = 0

< λ̄2
M otherwise,

(3.165)
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since by assumption λ̄M > λ̄m. Here, cos θ denotes the direction cosine between
f̃1 and f̃01. Combining this observation with (3.164), we deduce (up to a set of
measure zero), sin(θ(F̃)) = 0. This implies (up to a change in sign) f̃1 = f̃01 in
measure. Since f̃1 and f̃2 are orthogonal, it follows that (up to a change in sign)
f̃2 = f̃02 in measure.

We repeat this argument substituting ϕ f̃01
with the convex function ϕg01 (F̃) =

|F̃Tg01 |
2. It follows that (up to a change in sign) g1 = g01 and g2 = g02 in measure.

The fact that 〈ν, id〉 = F̃0 ensures the eigenvectors are fixed and not oscillating in
sign with some non-zero measure. The conclusion follows. �

3.6 State of stress and connection to tension field theory
In this section, we seek to understand the state of stress in the membrane.

Consider an incompressible energy density W3D of the form in (2.22) and assume
W0 is C1 differentiable. The Piola-Kirchhoff and the Cauchy stress are defined as

P(F) = ∇FW0(F) − p(cofF) σ(F) = (∇FW0(F))FT − pI3×3, (3.166)

where p is the indeterminate pressure (Lagrange multiplier to enforce incompress-
ibility) and I3×3 is identity. We find p by requiring the tractions to be zero on faces of
the membrane. Alternately, recall that we obtain the membrane energy density W2D

by writing F = (F̃ |c) and minimizing with c (when F̃ is full rank). The minimizer
cF̃ satisfies

∇cW0(F̃ |cF̃ ) − p(adjF̃) = 0 and cF̃ · adjF̃ = det(F̃ |cF̃ ) = 1

=⇒ p = ∇cW0(F̃ |cF̃ ) · cF̃ .
(3.167)

Above, ∇c denotes derivative with respect to the third column of the deformation
gradient. Substituting this back in (3.166) and writing ∇FW0 = (∇F̃W0 |∇cW0) we
obtain a characterization of the state of stress in the membrane.

P2D (F̃) := P(F̃ |cF̃ ) = (∇F̃W0 |0) = (∇F̃W2D |0),

σ2D (F̃) := σ(F̃ |cF̃ ) = (∇F̃W2D)F̃T .
(3.168)

Notice that these depend only on W2D.

However, the effective energy of the membrane is not W2D but its relaxation W qc
2D.

In other words, energy minimization with the integral of W2D can lead to fine-scale
oscillations, and thus the stress may also oscillate on a fine scale. Therefore, we
need to understand the overall of effective stress. Ball et al. [6] have shown that if
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f : Rn×m → R is differentiable and satisfies certain growth conditions, then f qc is
a C1 function. Moreover, ∇ f qc can be written in terms of ∇ f and a homogeneous
W 1,p gradient Young measure ν generated by minimizing sequences of

∫
Ω

f (∇y)dx,
i.e.,

∇ f qc =

∫
∇ f dν. (3.169)

Unfortunately, W2D is an extended function (equal to +∞when rank F̃ < 2), and the
analogous result is unknown. However, our resulting effective energy W qc

2D is finite
everywhere and is differentiable (except perhaps on a boundary). Consequently, we
have the following characterization of the stress:

Theorem 3.6.1 Let r > 1, let D ⊂ R2 be the open set D := {(s, t) ∈ R2
+ : 0 < t <

s2}, and let F̃0 ∈ R
3×2 such that (λM (F̃0), δ(F̃0)) ∈ D. If νF̃0

is a homogenous W 1,2

gradient Young measure generated by minimizing sequences for the energy I2D in
the space AF̃0

(see (3.131)) with support in D, then

∇F̃0
W qc

2D =

∫
∇F̃W2DdνF̃0

(F̃),

(∇F̃0
W qc

2D)F̃T
0 =

∫
(∇F̃W2D)F̃T dνF̃0

(F̃).
(3.170)

Further, the Cauchy stress σmem(F̃) := (∇F̃W qc
2D)F̃T has the explicit characteriza-

tion in (3.12) for any F̃ ∈ D.

The formula for the Cauchy stress σmem defined above is quite revealing, and we
refer back to the end of Section 3.2 for the discussion on this matter.

Proof of Theorem 3.6.1.
We turn now to the proof of Theorem 3.6.1.

Proof of Theorem 3.6.1. Recall from the previous two sections that we may write
W2D = ϕ◦(λM, δ) andW qc

2D = ψ◦(λM, δ). Now, any F̃ ∈ R3×2 has the representation

F̃ = λMg1 ⊗ f̃1 + λmg2 ⊗ f̃2, (3.171)

where {g1, g2} ⊂ R
3 and { f̃1, f̃2} ⊂ R

2 are orthonormal and λM ≥ λm ≥ 0 are
the singular values of F̃. These singular values (and therefore δ = λmλM) are
continuously differentiable with respect to F̃ as long as they are distinct, i.e. λM >

λm with

∇F̃λM = g1 ⊗ f̃1, ∇F̃λm = g2 ⊗ f̃2, (3.172)
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(cf. Corollary 3.5 and Theorem 5.1, [83]). We can use this fact and the representation
for ϕ, ψ in Theorem 3.4.1 and Lemma 3.4.3 to conclude that W2D and W qc

2D are
continuously differentiable on {F̃ : (λM (F̃), δ(F̃)) ∈ D}.

The rest of the proof is by computation and verification:

Case 1: (λM (F̃0), δ(F̃0)) ∈ M ∩ D. Set δ̄ = δ(F̃0). According to Theorem 3.5.1
Part (i), supp νF̃0

⊂ KM . We can now apply the representation (3.171) to F̃0 and
F̃ ∈ supp νF̃0

to write the identity F̃0 = 〈νF̃0
, id〉 as

λ̄Mg01 ⊗ f̃01 +

(
δ̄

λ̄M

)
g02 ⊗ f̃02

= δ̄1/2
∫
KM

(
r1/4g1 ⊗ f̃1 + r−1/4g2 ⊗ f̃2

)
(F̃)dνF̃0

(F̃).
(3.173)

Another implication of Theorem3.5.1 is any F̃ ∈ supp νF̃0
can bewritten asQ0QDδ̄ R̃

where Q0 ∈ SO(3) arises from the identity F̃0 = Q0D̃0 R̃0, for some Q ∈ SO(3)
and R̃ ∈ O(2) such that det(R̃)Qe3 = det(R0)e3. Here, e3 ∈ S

2 is orthogonal
to the reference configuration of the membrane. Without loss of generality, we
assume e3 = (0, 0, 1)T . Now for each α = 1, 2 there is a corresponding cα >

0 such that gα · (Q0e3) = cα (Q0QD̃δ̄ R̃ f̃α) · (Q0e3) = cα (D̃δ̄ R̃ f̃α) · (QT e3) =
cα (det R̃/ det R̃0)(D̃δ̄ R̃ f̃α) · e3 = 0. In other words, the vectors g1 and g2 span the
plane perpendicular to Q0e3 for each F̃ ∈ supp νF̃0

. Moreover Q0e3 = g01×g02, and
therefore g01 and g02 also span this plane. Now, let R̃∗0 be a 90 degree rotation about e3

and Q∗0 be a 90 degree rotation about Q0 f3 so that (R̃∗0)T f̃01 = f̃02, (R̃∗0)T f̃02 = − f̃01

andQ∗0g01 = g02,Q∗0g02 = −g01. Since {g1, g2} span the same plane as {g01, g02}, and
{ f̃1, f̃2} the same plane as { f̃01, f̃02}, we have the following relation: If det(R̃0) = 1,
then

(R̃∗0)T f̃1 = f̃2, Q∗0g1 = g2 if det(R̃) = 1,

(R̃∗0)T f̃1 = − f̃2, Q∗0g1 = −g2 if det(R̃) = −1.
(3.174)

If det(R̃0) = −1, then

(R̃∗0)T f̃1 = − f̃2, Q∗0g1 = −g2, if det(R̃) = 1,

(R̃∗0)T f̃1 = f̃2, Q∗0g1 = g2, if det(R̃) = −1.
(3.175)

Thus, pre-multiplying and post-multiplying the identity in (3.173) by δ̄−1/2Q∗0 and
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R̃∗0 respectively yields the identity(
λ̄M

δ̄1/2

)
g02 ⊗ f̃02 +

(
δ̄1/2

λ̄M

)
g01 ⊗ f̃01

=

∫
KM

(
r1/4Q∗0g1 ⊗ (R̃∗0)T f̃1 + r−1/4Q∗0g2 ⊗ (R̃∗0)T f̃2

)
(F̃)dνF̃0

(F̃)

=

∫
KM

(
r1/4g2 ⊗ f̃2 + r−1/4g1 ⊗ f̃1

)
(F̃)dνF̃0

(F̃)

(3.176)
by (3.174) and (3.175).

It is easy to verify ∂ϕ
∂λM

(r1/4δ̄1/2, δ̄) = 0. Thus, combining explicit differentiation
evaluated in KM with the identity (3.176), we observe∫

∇F̃W2DdνF̃0
(F̃) =

∫ (
∂ϕ

∂λM
∇F̃λM +

∂ϕ

∂δ
∇F̃δ

)
dνF̃0

(F̃)

=

∫
KM

(
∂ϕ

∂δ

[
δ

λM
g1 ⊗ f̃1 + λMg2 ⊗ f̃2

])
(F̃)dνF̃0

(F̃)

= µr1/3
∫
KM

*
,



δ

λ2
M

−
1
δ3



[
δ

λM
g1 ⊗ f̃1 + λMg2 ⊗ f̃2

]
+
-

(F̃)dνF̃0
(F̃)

= µr1/3
(
δ̄1/2

r1/2 −
1
δ̄3/2

) ∫
KM

(
r−1/4g1 ⊗ f̃1 + r1/4g2 ⊗ f̃2

)
(F̃)dνF̃0

(F̃)

= µr1/3
(
δ̄1/2

r1/2 −
1
δ̄3/2

) ((
δ̄1/2

λ̄M

)
g01 ⊗ f̃01 +

(
λ̄M

δ̄1/2

)
g02 ⊗ f̃02

)
= µr1/3

{(
δ̄

λ̄Mr1/2 −
1

λ̄M δ̄

)
g01 ⊗ f̃01 +

(
λ̄M

r1/2 −
λ̄M

δ̄2

)
g02 ⊗ f̃02

}
.

(3.177)
Finally, it can be verified explicitly that ∇F̃0

W qc
2D coincides with (3.177). This gives

the former identity (3.170) for regionM ∩D.

Similarly,∫
∇F̃W2D F̃T dνF̃0

(F̃) =
∫
KM

(
∂ϕ

∂δ
∇F̃δ

)
F̃T dνF̃0

(F̃)

= µr1/3
∫
KM

*
,

δ2

λ2
M

−
1
δ2

+
-

(
g1 ⊗ g1 + g2 ⊗ g2

)
(F̃)dνF̃0

(F̃)

= µr1/3
(
δ̄

r1/2 −
1
δ̄2

) ∫
KM

(g1 ⊗ g1 + g2 ⊗ g2)(F̃)dνF̃0
(F̃)

= µr1/3
(
δ̄

r1/2 −
1
δ̄2

) (
g01 ⊗ g01 + g02 ⊗ g02

)
.

(3.178)

The fourth equality uses the fact that the basis {g1(F̃), g2(F̃)} always spans the same
plane, and the plane spanned by {g01, g02}. Finally, it can be verified explicitly
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that ∇F̃0
W qc

2D F̃T
0 coincides with (3.178) in this region. This gives the latter identity

(3.170) for regionM ∩D.

Case 2: (λM (F̃0), δ(F̃0)) ∈ W ∩ D. Set λ̄M = λM (F̃0). Following Theorem
3.5.1 Part (ii), supp νF̃0

⊂ KW and so any F̃ ∈ supp νF̃0
satisfies (λM (F̃), δ(F̃)) =

(λ̄M, λ̄
1/2
M ). In addition, for the vectors f̃01 ∈ S

1 and g01 ∈ S
2 such that F̃0 f̃01 = g01,

F̃ ∈ supp νF̃0
also satisfies F̃ f̃01 = g01. Writing F̃ ∈ supp νF̃0

as in (3.171), we
observe using the properties of the set KW ,

F̃ f̃01 = (λMg1 ⊗ f̃1 + (δ/λM )g2 ⊗ f2) f̃01

= (λ̄Mg1 ⊗ f̃1 + λ̄
−1/2
M g2 ⊗ f2) f̃01

= λ̄M cos(θ)g1 + λ̄
−1/2
M sin(θ)g2 = λ̄Mg01.

(3.179)

Here, cos(θ) denotes the direction cosine from f̃01 to f̃1. Applying the squared norm
to the identities in (3.179) yields |F̃ f̃01 |

2 = (λ̄M )2 cos(θ)2 + λ̄−1
M sin(θ)2 = λ̄2

M .
Since λ̄2

M > λ̄−1
M inW , we deduce from this equation that cos(θ) = ±1. That is, f̃1

is up to a change in sign equal to f̃01. Substituting for f̃1 back into (3.179), we find
g1 = ±g01 when f̃1 = ± f̃01, or alternatively

g1 ⊗ f̃1 = g01 ⊗ f̃01 ∀ F̃ ∈ supp νF̃0
. (3.180)

Now, it is easy to verify explicitly ∂ϕ
∂δ (λ̄M, λ̄

1/2
M ) = 0. Thus, combining explicit

differentiation evaluated in KW with (3.180),∫
∇F̃W2DdνF̃0

(F̃) =
∫
KW

(
∂ϕ

∂λM
∇F̃λM

)
dνF̃0

(F̃)

= µr1/3
∫
KW

*
,



λM

r
−
δ2

λ3
M


g1 ⊗ f1+

-
(F̃)dνF̃0

(F̃)

= µr1/3 *
,

λ̄M

r
−

1
λ̄2

M

+
-

∫
Kλ̄M

g1 ⊗ f1(F̃)dνF̃0
(F̃)

= µr1/3 *
,

λ̄M

r
−

1
λ̄2

M

+
-
g01 ⊗ f̄1.

(3.181)

Finally, it can be verified explicitly that ∇F̃0
W qc

2D coincides with (3.181). Therefore,
the former identity (3.170) is satisfied forW .
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Similarly,∫
∇F̃W2D F̃T dνF̃0

(F̃) =
∫
KW

(
∂ϕ

∂λM
∇F̃λM

)
F̃T dνF̃0

(F̃)

= µr1/3
∫
KW

*
,

λ2
M

r2 −
δ2

λ2
M

+
-
g1 ⊗ g1(F̃)dνF̃0

(F̃)

= µr1/3 *
,

λ̄2
M

r
−

1
λ̄M

+
-

∫
Kλ̄M

g1 ⊗ g1(F̃)dνF̃0
(F̃)

= µr1/3 *
,

λ̄2
M

r
−

1
λ̄M

+
-
g01 ⊗ g01.

(3.182)

For the last equality, recall g1 = ±g01 for F̃ ∈ supp νF̃0
. Finally, it is easy to verify

explicitly that ∇F̃0
W qc

2D F̃T
0 coincides with (3.182) in this region. Thus, we have the

latter identity (3.170) for regionW ∩D.

Case 3: (λM (F̄), δ(F̄)) ∈ L∩D. According to Theorem 3.5.1 Part (iii), supp νF̃0
⊂

KL . We see that∇W2D = 0 onKL and similarly∇W qc
2D = 0 onL∩D. The identities

(3.170) follow for region L ∩ D.

Case 4: (λM (F̄), δ(F̄)) ∈ S ∩ D. According to Theorem 3.5.1 Part (iv), supp νF̃0

is a Dirac mass. According to Theorem 3.4.1, W2D and W qc
2D coincide on S ∩ D.

The identities (3.170) follow for region S ∩ D. �

3.7 The Koiter theory for nematic elastomer sheets
The effective membrane energy described in the previous section relaxes over both
microstructure and wrinkling. While this can provide insights, it is not sufficient for
the purpose of understanding the formation of wrinkles or their geometry (i.e., an
explicit description of the out-of-plane undulations including their amplitude and
frequency). Thus, we seek also a theory that can explicitly describe the wrinkles.
However, nematic elastomers can also form microstructure, and for the sheets rele-
vant to the clamped stretch experiments, this microstructure is very fine compared
to the wrinkles since

√
κ/µ � h. Therefore, we seek a theory that simultaneously

relaxes over microstructure and resolves wrinkles. This motivated our development
of a Koiter-type theory for nematic elastomer sheets in Plucinsky and Bhattacharya
[80]. Here, we first introduce the theory and comment on some of its more illumi-
nating features. In the next section, we show that it can be obtained systematically
as a dimension reduction of three dimensional elasticity.

We consider a nematic sheet with midplane ω ⊂ R2 in the isotropic reference state.
For a midplane deformation y : ω → R3 of the sheet, we take the Koiter elastic strain
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Figure 3.5: The plane-stress energy density Wps for nematics. (a) Contour plots of
the function ϕps that describes the plane stress energy Wps, (b) identification of the
regions Lm,M, C and S.

energy to be

Eh
K (y) := h

∫
ω

(
Wps (∇̃y) +

µr1/3h2

6
|IIy |2

)
dx̃. (3.183)

Here, the first term is term proportional to the thickness and describes the in-plane
deformation accounting for themicrostructure. It is given by the nematic plane-stress
energy density

Wps (F̃) := ϕps (λM (F̃), δ(F̃)), (3.184)

ϕps (s, t) :=



ϕ2D (s, t) if (s, t) ∈ C

ψ2D (s, t) if (s, t) ∈ Lm ∪M ∪ S,
(3.185)

Lm := {(s, t) ∈ R+ × R+ : t ≤ s2, r1/6 ≥ t ≥ r−1/6s},

M := {(s, t) ∈ R+ × R+ : t ≤ s2, t ≥ r−1/2s2, t ≥ r1/6},

S := {(s, t) ∈ R+ × R+ : t ≤ r−1/2s2, t ≥ s1/2},

C := {(s, t) ∈ R+ × R+ : t ≤ s1/2, t ≤ r−1/6s, t ≤ s1/2}.

(3.186)

Further, the second term is proportional to the cube of the thickness and describes
the bending. It penalizes the second fundamental form of the deformed membrane,

IIy := (∇̃y)T ∇̃Ny, Ny :=
∂1y × ∂2y

|∂1y × ∂2y |
. (3.187)

Note that Ny is the surface normal to the deformed midplane of the sheet (it is not
to be confused with the director fields n, n0, etc.).
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Before proceeding with the derivation of this theory (Section 3.8), we comment on
some of its more striking features:

First, the plane-stress energy density Wps has a revealing interpretation. We note
that it is actually derived from W qc

3D, an energy density for which microstructure
is already completely relaxed. (This is made precise in the coming sections: see,
for instance, (3.193)). Therefore, microstructure is completely relaxed in this
plane stress energy density. Particularly, the region Lm (of liquid-like behavior)
corresponds to the relaxation of microstructure and a state of zero energy and stress,
and regionsM and S are exactly as in the effective membrane theory.

Next, note that wrinkling and crumpling are not relaxed in this theory as region
C (which coincides with unstable regions of W2D, see (3.198)) is a region of
compressive stresses in this plane-stress energy density. These instabilities are
instead regularized by bending (i.e., the second term in (3.183)).

Next, turning to bending, note that the modulus of bending here is µr1/3h3/3 (two
times the constant in front of the bending term in (3.183) as the modulus is by
convention proportional to the stress, not the energy). This can be rewritten in terms
of theYoung’sModulus E as Eh3r1/3/9 since nematic elastomers are incompressible
with a Poisson’s ratio of 1/2. In setting r = 1, corresponding to an incompressible
neo-Hookean sheet, this reduces to Eh3/9 = D for D the bending modulus of an
incompressible and isotropic plate of initial thickness h in classical plate theory.
Thus, this bending modulus is consistent with classical plate theory.

As a final comment related to bending, note that changes in thickness associated
with finite-deformation are properly accounted for even though it appears that the
modulus only depends on the initial thickness h. This is a consequence of the fact
that the second fundamental form (3.187) is computed with respect to the reference
configuration. For instance, imagine first deforming the specimen from the stress-
free isotropic configurationω to a stretched configurationωλ := (λ ẽ1⊗ ẽ1+λ

−1/2ẽ2⊗

ẽ2)ω (i.e., accounting for the natural lateral contraction due to incompressibility).
Then imagine measuring bending transverse to this stretch while taking ωλ as the
reference configuration. In this scenario, the modulus of bending is µr1/3h3

λ/3 for
hλ = hλ−1/2. Thus as expected, the modulus depends on the deformed thickness
associated with the natural transverse contraction of an incompressible sheet under
stretch.
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3.8 Derivation of the Koiter theory by dimension reduction
Outline of the derivation
We first sketch the derivation of the Koiter theory: We show how the plane stress
energy generically emerges from the relaxed three dimensional free energy for any
given midplane deformation. Then, we outline the argument for the bending term,
which accounts for the energy due to tension wrinkling. All this is developed in
more detail in the coming sections.

Let us first consider a nematic elastomer sheet with finite but small thickness h � 1
occupying the region Ωh := ω × (−h/2, h/2) where ω ⊂ R2 is the midplane in its
isotropic reference state. We assume that the microstructure is fully-relaxed so that
a deformation of this region yh : Ωh → R

3 is subject to a strain energy

Eh
3D (yh) :=

∫
Ωh

W qc
3D (∇yh)dx. (3.188)

Since we are dealing with a thin sheet, we make the ansatz that any low energy
deformation yh with corresponding midplane deformation y( x̃) := yh( x̃, 0) behaves
to leading order in x3 as

yh( x̃, x3) ≈ y( x̃) + x3b( x̃) (3.189)

for some vector b : ω → R3. (Note, this approximation can be obtained by Taylor
expanding yh in x3 about x3 = 0, observing that x3 ∈ (−h/2, h/2) is small, and
neglecting terms of O(x2

3) and above). Thus, assuming the yh is incompressible
(i.e., det∇yh = 1 on Ωh), we find, in substituting (3.189) into (3.188), that the
energy for these generic deformations scales with the thickness as

Eh
3D (yh) = h

∫
ω

W qc
3D (∇̃y |b)dx̃ +O(h2) (3.190)

due to the Lipschitz continuity of W qc
3D (on matrices with det F = 1). Now, in fixing

the midplane deformation y : ω → R3, we observe that, for sufficiently thin sheets,
setting

b( x̃) = arg min
R3

W qc
3D (∇̃y( x̃) |·), x̃ ∈ ω (3.191)

approximately minimizes the relaxed three dimensional strain energy. Therefore, we
expect the energy for a generic midplane deformation of a sufficiently thin nematic
elastomer sheet to behave as

Eh
3D (yh) = h

∫
ω

Wps (∇̃y)dx̃ +O(h2) (3.192)
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since actually

Wps (F̃) = (W qc
3D)2D (F̃) := inf

R3
W qc

3D (F̃ |·) (3.193)

(for this equality, see Theorem 3.8.1 below). Thus, the first term in the energy
(3.192) coincides with the first term in the Koiter theory (3.183).

We will show that Wps is not quasiconvex2. This means that there are certain
midplane deformations y which can be approximated by deformations yk ≈ y which
lower the energy through fine scale instabilities. Mathematically, these midplane
deformations have the property

lim
k→∞

∫
ω

Wps (∇̃yk )dx̃ =
∫
ω

W qc
2D (∇̃y)dx̃ <

∫
ω

Wps (∇̃y)dx̃

for some yk ⇀ y in W 1,2(ω,R3) as k → ∞.
(3.194)

In particular, this can happen for taut membranes when the deformation gradient
F̃0 ∈ R

3×2 corresponds to a point in the regionW . Wewill show that the instabilities
(in the sense of (3.194) with y = F̃0 x̃) necessarily correspond to deformations of
the form

yk ( x̃) = λ̄M x1e1 + λ̄
−1/2
M γk (x2), x̃ ∈ ω (3.195)

for λ̄M := λM (F̃0) and some one-dimensional wrinkled curve γk satisfying point-
wise the constraints

γk · e1 = 0, |γ′k | = 1 (3.196)

up to a rigid body rotation and/or a change in coordinates frame (dictated by F̃0).
Further, the wrinkled curves γk become finer and finer as k increases so that in the
limit the wrinkles are infinitely fine.

However on this last point, we recognize this fineness as an artifact of the fact
that we have not taken into account terms in (3.192) which are higher order in the
thickness h, and that bending (at a scale h3) should emerge to resist or regularize
such infinitely fine wrinkles. Therefore, we extend the midplane deformations
(3.195) to the entire sheet Ωh while respecting incompressiblity (i.e., through an
incompressible deformation yh

k : Ωh → R
3 with yh

k ( x̃, 0) = yk ( x̃)), and we find that
bending emerges as the energy is characterized by

Eh
3D (yh

k ) ≈ Eh
K (yk ). (3.197)

2Specifically, we show thatWps = Wqc
2D everywhere except the region C which crucially includes

W .



86

Consequently, the Koiter theory (3.183) appropriately captures the wrinkling be-
havior of taut nematic elastomer sheets.

Characterization of midplane deformations during tension wrinkling
To develop the Koiter theory, and in particular the bending term which emerges
to regularize wrinkling, we first characterize tension wrinkling deformations in the
asymptotic context of (3.194). We sketch a few ideas related to this development in
Figure 3.6.

We begin with a theorem regarding the plane-stress energy density in the Koiter
theory:

Theorem 3.8.1 Let (W qc
3D)2D be the energy after taking the infimum as defined in

(3.193). We actually have that

Wps (F̃) = (W qc
3D)2D (F̃) =




W2D (F̃) if (λM (F̃), δ(F̃)) ∈ C

W qc
2D (F̃) if (λM (F̃), δ(F̃)) ∈ Lm ∪M ∪ S.

(3.198)

Moreover, the infimum in (3.193) is attained for each full-rank F̃ ∈ R3×2 by setting

b∗ := arg min
b∈R3

W qc
3D (F̃ |b) =

F̃ ẽ1 × F̃ ẽ2

|F̃ ẽ1 × F̃ ẽ2 |2
. (3.199)

The equalities asserted in this theorem for Wps (i.e., (3.198)) are an equivalent
representation to (3.184). We prove this result at the end of this section.

From this result, we see thatWps differs from the relaxedmembrane energyW qc
2D only

in the region C—consisting of the regionW where wrinkling instability occurs and
(a large portion of) the region L where one has crumpling or compression in both
directions. Therefore, all instabilities of Wps (i.e., (3.194)) are related to mesoscale
deformation gradients in the region C.

We are interested in characterizing tension wrinkling, i.e., the instabilities due to
mesoscale deformation gradients inW . Hence, these are our focus. Specifically,
we take a (region of a) membrane whose midplane is a unit square (i.e., ω = (0, 1)2

the unit square) and subject it to a mesoscale deformation gradient F̃0 ∈ R
3×3 in the

wrinkling region, i.e., having (λM (F̃0), δ(F̃0)) ∈ W . Since it develops instability,
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Figure 3.6: A few ideas related to the development of the Koiter theory for nematic
elastomer sheets. (a) A schematic representation of the clamped-stretch experiment.
(b) The mesoscale deformation of a square shown outlined in red from part (a), and
the construction of one wrinkle. (c) A cross-section through the line marked in part
(b) showing the canonical construction of a sequence of finer and finer wrinkles
converging weakly to a flat deformation. (d) The overall deformation gradient F̃0
corresponding to the point marked is obtained by deformations whose gradient takes
the pointwise values corresponding to the point marked ∇̃yk . This relaxes the energy
Wps to the membrane energy W qc

2D.
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we can find a sequences of midplane deformations yk that satisfy

yk ⇀ F̃0 x̃ in W 1,2(ω,R3),
∫
ω

Wps (∇̃yk )dx̃ → W qc
2D (F̃0) as k → ∞.

(3.200)

We show that such sequences are necessarily of the form (3.195) up to a rigid body
rotation and/or a change in coordinates frame.

For this characterization, we note that due to the frame invariance and isotropy of
W qc

2D and Wps – the fact that W qc
2D (QF̃R̃) = W qc

2D (F̃) for all F̃ ∈ R3×2, Q ∈ SO(3)
and R̃ ∈ SO(2) (and similarly for Wps) – we only need to consider the case that F̃0

is diagonal, i.e.,

F̃0 =
*...
,

λ̄M 0
0 δ̄/λ̄M

0 0

+///
-

, (λ̄M, δ̄) ∈ W . (3.201)

In this setting, λ̄M > r1/3 and δ̄ < λ̄1/2
M (recall the definition ofW in (3.9)). For

future use we set

δ̄ = λ̄1/2
M λ̄, λ̄ ∈ (0, 1). (3.202)

Now, it follows from Theorem 3.5.1(i) (see also Cesana et al. [25]) that sequences
that satisfy (3.200) have the property that

∇̃yk ( x̃) ∈ KW (3.203)

on ω except perhaps in boundary layers3. Here,

KW :=
{
F̃ ∈ R3×2 : (λM (F̃), δ(F̃)) = (λ̄M, λ̄

1/2
M ), F̃ ẽ1 = λ̄M e1

}
. (3.204)

We note that the condition (3.203) is exactly equivalent to the characterization in
(3.195) and (3.196). First, it follows from the definition of KW that ∂1yk = λ̄M e1.
Integrating this yields yk ( x̃) = λ̄M x1e1 + λ̄

−1/2
M γk (x2) for some γk : (0, 1) → R3.

Second, it follows from definition of KW that λM (∇̃yk ) = λ̄M , and this leads
necessarily to the conclusion γ′k · e1 = 0. Hence, δ(∇̃yk ) = λ̄1/2

M |γ
′
k |. Finally, the

requirement from KW that δ(∇̃yk ) = λ̄1/2
M implies that |γ′k | = 1. Thus, we obtain

(3.195) and (3.196) as asserted.
3Specifically, this result shows that the Young measure is supported on KW , which implies

(3.203) in an appropriate sense.
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Rather strikingly, these deformations correspond to pure uniaxial tension where
the membrane stretches along its length by a factor λ̄M and deforms transversely
out-of-plane to preserve its natural width and avoid compression. Moreover, the
convergence (3.200) which leads to the relaxation is assured if and only if

γk ⇀ λ̄x2e2 in W 1,2((0, 1),R3) as k → ∞. (3.205)

This combined with the constraint (3.196) implies that the curves γk must oscillate
out-of-plane on a fine-scale as k → ∞ to relax the energy.

It is useful to illustrate these concepts through a canonical construction of tension-
wrinkling curves which have the properties (3.196) and (3.205): Consider any
smooth curve γ : (0, 1) → R3 in the {e2, e3} plane describing a single wrinkle which
has a total length of 1, is given by a regular parameterization (i.e., γ′ , 0 on
(0, 1)), and satisfies γ(0) = 0, γ(1) = λ̄e2, γ · e3 = 0 in a neighborhood of 0 and
1. The example curve λ̄−1/2

M γ in Figure 3.6(b) has each of these properties for γ.
Importantly, any curve γ with these properties can be reparameterized by its arc-
length yielding a new parametrization γ0 : (0, 1) → R3 corresponding to the same
curve which satisfies (3.196). For a curve γk of k wrinkles which satisfies (3.196),
we simply extend γ0 periodically to all of R so that γ0(x2 + 1) = γ0(x2) for x2 ∈ R

and set

γk (x2) = k−1γ0(k x2), x2 ∈ (0, 1). (3.206)

This rescaling is akin to the depiction in Figure 3.6(c) where the curve in (b) is
rescaled in precisely the same manner to obtain a curve of k wrinkles of wavelength
1/k. Moreover, any curve γk constructed in this manner satisfies (3.205) and obeys
the estimates

‖γk − λ̄x2e2‖L∞ = k−1‖γ0 − λ̄x2e2‖L∞

‖γ′′k ‖L∞ = k ‖γ′′0 ‖L∞, ‖γ′′′k ‖L∞ = k2‖γ′′′0 ‖L∞ .
(3.207)

Thus, we see that as k increases, the curve γk converges to the flat line λ̄x2e2,
but the fine-scale oscillations needed to obtain this convergence result in amplified
curvature and higher derivatives (as seen by the dependence on k in the derivatives).

While the canonical construction is illustrative, we do not restrict ourselves to it.
Instead, we consider a more generic class of wrinkled curves Aτ

k which retains
quantitative estimates on the amplification of curvature and higher order derivatives
that we see in the examples with (3.207), but does not impose restrictions on the
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detailed appearance of the wrinkled curves:

Aτ
k :=

{
γk ∈ C3([0, 1],R3) : γk as in (3.196),

‖γk − λ̄x2e2‖L∞ ≤ τk−1, ‖γ′′k ‖L∞ ≤ τk, ‖γ′′′k ‖L∞ ≤ τk2
} (3.208)

for some τ > 0 and k ∈ Z+ (a positive integer). For a given τ > 0 and k ∈ Z+,
this set encapsulates a rather generic class of wrinkled curves where we think of the
index k as denoting essentially the number of wrinkles (or 1/k as the approximate
wavelength) and τ quantifying the localized features of the wrinkles – with large
τ allowing for more localized features. Moreover for fixed τ > 0, any sequence
of curves γk ∈ A

τ
k is assured the convergence in (3.205) (up to a subsequence).

Hence, any sequence of midplane deformations yk in (3.195) with wrinkled curves
γk ∈ A

τ
k has the desired limiting behavior in (3.200).

Incompressible extensions of the tension wrinkling midplane deformations
Having characterized the tension wrinkling deformations of the midplane, we seek
to extend them to the entire thin sheet. We have to do so in such a manner that
preserves incompressibility and yields low membrane energy. Throughout this
section we assume that τ > 0 is fixed and the integer k and thickness are such that
hk < 1.

Given a midplane deformation yk of the form (3.195) with γk ∈ A
τ
k , we define

bk :=
∂1yk × ∂2yk

|∂1yk × ∂2yk |
2 = δ(∇̃yk )−1Nyk on ω (3.209)

in light of the attainment result: equation (3.199) in Theorem 3.8.1. We then extend
the midplane deformation to Ωh by setting

yh
k (x) := yk ( x̃) + ξh

k (x)bk ( x̃), x ∈ Ωh (3.210)

for some ξh
k ∈ C1(Ωh,R

3) satisfying

ξh
k ( x̃, 0) = 0, x̃ ∈ ω. (3.211)

By an important result, we can find a function ξh
k which yields an incompressible

extension if the sheet is sufficiently thin, i.e.,

det(∇yh
k ) = 1 on Ωh. (3.212)

Specifically:
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Theorem 3.8.2 Fix τ > 0 and k ∈ Z+. There exists an h̄ = h̄(τ) > 0 with h̄k < 1
such that for any yk in (3.195), bk in (3.209) and h ∈ (0, h̄), there exists a unique
ξh

k ∈ C1(Ω̄h,R
3) satisfying (3.211) for which yh

k defined in (3.210) satisfies (3.212)
Moreover, we have the following approximation for ∇yh

k :

∇yh
k = (∇̃yk |bk ) + x3(∇̃bk |0) − x3Tr(Gk )bk ⊗ e3

+
3
2

x2
3Tr(Gk )2bk ⊗ e3 −

1
2

x2
3Tr(Gk ))(∇̃bk |0)

+O(k2x2
3)bk ⊗ e2 +O(k3x3

3) on Ωh,

Gk := (∇̃yk |bk )−1(∇̃bk |0) on ω.

(3.213)

We prove this at the end of the section. This proof makes use of techniques due to
Conti and Dolzmann [31, 30]. Finally, the deformation satisfies other properties:

Corollary 3.8.3 For yk as in (3.195), bk as in (3.209) and Gk as in (3.213) we have
the following pointwise identities everywhere on ω:

(∇̃yk |bk )T bk = |bk |
2e3 = λ̄

−1
M e3,

(∇̃bk |0)T bk = 0,

|∇̃bk |
2 = |IIyk |

2,

Tr((∇̃yk |bk )T (∇̃bk |0)) = λ̄−1/2
M Tr(IIyk ),

Tr(Gk ) = λ̄1/2
M Tr(IIyk ),

Tr(IIyk )2 = |IIyk |
2,

(λM (∇̃yk |bk ), λM (cof(∇̃yk |bk ))) = (λ̄M, λ̄
1/2
M ) ∈ S.

(3.214)

Further, if kh is sufficiently small, then yh
k in (3.210) satisfies

λM (∇yh
k ) = λ̄M and (λM (∇yh

k ), λM (cof∇yh
k )) ∈ S on Ωh. (3.215)

Note that from the proof of the theorem, the form (3.210) can be expanded in x3 as
yh

k = yk + x3bk −
x2

3
2 Tr(Gk )bk + . . ., and so this deformation is consistent with the

leading order behavior in (3.189).

The energy of tension wrinkling
We now compute the energy of the deformations (3.210). Throughout, we make the
physically reasonable restriction to deformations for which the radius of curvature
is large compared to the thickness, which is tantamount to assuming kh � 1.
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In this setting, we first recall the last property in (3.214) and note that if kh is suffi-
ciently small, (3.215) holds. Further, for any F ∈ R3×3 with (λM (F), λM (cofF)) ∈
S,

W qc
3D (F) = W3D (F) =

µ

2

(
r1/3

(
|F |2 −

(
r − 1

r

)
(λM (F))2

)
− 3

)
. (3.216)

So in setting

Ah
k := ∇yh

k − (∇̃yk |bk ) on Ωh, (3.217)

we obtain

Eh
3D (yh

k ) =
µ

2

∫
Ωh

(
r1/3

(
|∇yh

k |
2 −

(
r − 1

r

)
(λM (∇yh

k ))2
)
− 3

)
dx

=

∫
Ωh

(
W qc

3D ((∇̃yk |bk )) +
µr1/3

2
(
2Tr((∇̃yk |bk )T Ah

k ) + |Ah
k |

2
))

dx

= h
∫
ω

Wps (∇̃yk )dx̃ +
µr1/3

2

∫
Ωh

(
2Tr((∇̃yk |bk )T Ah

k ) + |Ah
k |

2
)

dx

(3.218)

using (3.215) and Theorem 3.8.1 combined with the definition of bk in (3.209).

We compare (3.213) and (3.217) to expand Ah
k . Substituting this expansion into

(3.218), we see first that

µr1/3
∫
Ωh

Tr((∇̃yk |bk )T Ah
k )dx =

r1/3µh3

24

∫
ω

(
3Tr(Gk )2 |bk |

2 − Tr(Gk )Tr((∇̃yk |bk )T (∇̃bk |0))
)

dx̃

+O(k3h4)

(3.219)

using the fact that the terms linear in x3 vanish upon integration through the thickness
and also using the first identity in Corollary 3.8.3. By a similar argument and with
the second identity in this corollary, we arrive at

µr1/3

2

∫
Ωh

|Ah
k |

2dx =

µr1/3h3

24

∫
ω

(
|∇̃bk |

2 + Tr(Gk )2 |bk |
2
)

dx̃ +O(k3h4).
(3.220)

Making use of the remaining identities in the corollary, we find that the two energies
(3.219) and (3.220) combine to form a term penalizing the second fundamental form
of the midplane deformation yk ,

µr1/3

2

∫
Ωh

(
2Tr((∇̃yk |bk )T Ah

k ) + |Ak |
2
)

dx =

µr1/3h3

6

∫
ω
|IIyk |

2dx̃ +O(k3h4).
(3.221)
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Finally in combining (3.218) and (3.221), we obtain

Eh
3D (yh

k ) = Eh
K (yk ) +O(k3h4). (3.222)

Observe that the stretching term in Eh
K is O(h) while the bending part is O(k2h3).

Thus, with the radius of curvature large compared to the thickness, kh � 1 and
therefore the term O(k3h4) is negligible compared to the rest.

Proof of Theorem 3.8.1.
Recall that theKoiter theory for nematic elastomer sheets has two terms: amembrane
term and O(h) and a bending term at O(h3). Here, we show that the explicit form
of the membrane term in this theory arises as a minimization of the out-of-plane
deformation gradient of the relaxed three dimensional energy of DeSimone and
Dolzmann [37]:

Proof of Theorem 3.8.1. Let F̃ ∈ R3×2 and b ∈ R3. We may assume that F̃ is
full-rank as the equality holds trivially otherwise (with W qc

3D = (W qc
3D)2D = +∞). By

the singular value decomposition, we can set

F̃ = QD̃R̃, for Q ∈ SO(3), R̃ ∈ O(2),

D̃ = diag(λ̄M, δ̄/λ̄M ) ∈ R3×2.
(3.223)

Here λ̄M = λM (F̃) > 0 is the maximum singular value of F̃, and δ̄ = δ(F̃) > 0 is
the areal stretch of F̃ as defined below (3.7). Both are positive since F̃ is full-rank.
In addition, we let

b̄ := (det R̃)QT b. (3.224)

By the frame invariance and isotropy of W qc
3D, we observe that

W qc
3D (F̃ |b) = W qc

3D (Q(D̃ |b̄)(R̃|(det R̃)e3)) = W qc
3D (D̃ |b̄) (3.225)

since Q and (R̃|(det R̃)e3) are both in SO(3). Given this equality and recalling that
F̃ is an arbitrary full-rank R3×2 matrix and b is arbitrary, we see that to prove the
equality (3.198) it suffices to optimize W qc

3D amongst the deformation

F (b̄1, b̄2) :=
*...
,

λ̄M 0 b̄1

0 δ̄/λ̄M b̄2

0 0 δ̄−1

+///
-

. (3.226)
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Indeed, since b̄ in (3.224) is a bijective function of b, we have given (3.225)

(W qc
3D)2D (F̃) := inf

b∈R3
W qc

3D (F̃ |b)

= inf
b̄∈R3

W qc
3D (D̃ |b̄) = inf

(b̄1,b̄2)∈R2
W qc

3D (F (b̄1, b̄2)).
(3.227)

For the last equality, as the infimum is necessarily incompressible, we enforce
det(D̃ |b̄) = 1 (which is only true if b̄ · e3 = δ

−1 as in (3.226)).

Now, we claim that for any full-rank F̃,

(W qc
3D)2D (F̃) = W qc

3D (F0) where F0 := F (0, 0). (3.228)

To show this, we will make use of the fact that W qc
3D (F) = ψ3D (λM (F), λM (cof F))

and the fact that ψ3D is a monotonically increasing function in both of its arguments
(this can be seen from the contour plot in Figure 2.4(b)). In this direction, we first
observe that

λ2
M (F (b̄1, b̄2)) ≥ max

i∈{1,2,3}
|F (b̄1, b̄2)ei |

2 ≥ max
i∈{1,2,3}

|F0ei |
2 = λ2

M (F0). (3.229)

This is deduced from the parameterization in (3.226); as is the fact that

cof F (b̄1, b̄2) =
*...
,

λ̄−1
M 0 0
0 λ̄M δ̄

−1 0
−b̄1δ̄/λ̄M −λ̄M b̄2 δ

+///
-

. (3.230)

With (3.230), we find that

λ2
M (cof F (b̄1, b̄2)) ≥ max

i∈{1,2,3}
| cof F (b̄1, b̄2)ei |

2

≥ max
i∈{1,2,3}

| cof F0ei |
2 = λ2

M (cof F0)
(3.231)

as well. Finally, combining (3.229) and (3.231) and using the fact that ψ3D is a
monotonically increasing function in both its arguments, we find that

W qc
3D (F (b̄1, b̄2)) = ψ3D (λM (F (b̄1, b̄2)), λM (cof F (b̄1, b̄2)))

≥ ψ3D (λM (F0), λM (cof F0)) = W qc
3D (F0).

(3.232)

Hence, the infimum is attained by setting (b̄1, b̄2) = 0, i.e.,

inf
(b̄1,b̄2)∈R2

W qc
3D (F (b̄1, b̄2)) = W qc

3D (F0), (3.233)

and combining (3.233) with (3.227), we deduce the claim in (3.228).
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The formulas (3.184) and (3.198) are obtained using (3.228) by explicit verification:
briefly, if λ̄M ≥ δ̄

−1 and δ̄ ≥ λ̄M δ̄
−1, then (λM (F0), λM (cof F0)) = (λ̄M, δ̄) and

W qc
3D (F0) = ψ3D (λ̄M, δ̄) = ψ2D (λ̄M, δ̄) = W qc

2D (F̃),

(λM (F̃), δ(F̃)) ∈ M ∪ S ∪ (LM ∩ L);
(3.234)

if λ̄M ≥ δ̄
−1 and λ̄M δ̄

−1 > δ̄, then (λM (F0), λM (cof F0)) = (λ̄M, λ̄M δ̄
−1) and

W qc
3D (F0) = ψ3D (λ̄M, λ̄M δ̄

−1)

=




ψ2D (λ̄M, δ̄) = W qc
2D (F̃) if (λM (F̃), δ(F̃)) ∈ Lm \ L

ϕ2D (λ̄M, δ̄) = W2D (F̃) if (λM (F̃), δ(F̃)) ∈ C ∩ C̃

(3.235)

where C̃ := {(s, t) ∈ R+ × R+ : t ≥ s−1}; if λ̄M < δ̄−1 and λ̄M δ̄
−1 > δ̄, then

(λM (F0), λM (cof F0)) = (δ̄−1, λ̄M δ̄
−1) and

W qc
3D (F0) = ψ3D (δ̄−1, λ̄M δ̄

−1) = ϕ2D (λ̄M, δ̄) = W2D (F̃),

(λM (F̃), δ(F̃)) ∈ C \ C̃.
(3.236)

This exhausts all possible cases, as any other case is actually incompatible with
the fact that δ̄ = λ̄M λ̄m where λ̄m = λm(F̃) is the minimum singular value of F̃.
Combining (3.234), (3.235) and (3.236) with the fact that (3.228) holds, we arrive
at the representation in (3.198).

To see that the infimum is attained with b∗ in (3.199), we notice that actually

b∗ = δ̄−2Q(D̃R̃ẽ1 × D̃R̃ẽ2) = δ̄−1(det R̃)Qe3. (3.237)

for Q, D̃ and R̃ in (3.223). Hence, again using the frame invariance and isotropy of
W qc

3D,

W qc
3D (F̃ |b∗) = W qc

3D (Q(D̃ |δ̄−1e3)(R̃|(det R̃)e3)) = W qc
3D (F0). (3.238)

So given (3.228), the infimum is attained with b∗ as desired. This completes the
proof. �

Proof of Theorem 3.8.2.
Wenow turn to the bending term in the Koiter theory. For this, we provide an explicit
characterization of three dimensional deformations which correspond to wrinkling.
These incur a bending penalty in their three dimensional elastic energy, which (up
to higher order effects) is exactly proportional to the second fundamental form of
the deformed membrane:
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Proof of Theorem 3.8.2. We first consider the naive deformation

vh
k (x) := yk ( x̃) + x3bk ( x̃), x̃ ∈ ω. (3.239)

This deformation is not incompressible. However, it is nearly so, as the gradient

∇vh
k = (∇̃yk |bk ) + x3(∇̃bk |0) on Ωh (3.240)

has a determinant which is O(k x3) close to unity. Indeed, det(∇̃yk |bk ) = 1 by
construction, and so we define

Gk := (∇̃yk |bk )−1(∇̃bk |0) on ω, (3.241)

and observe that given (3.240) and (3.241) and since det((∇̃yk |bk )−1) = 1 on ω,

det(∇vh
k ) = det((∇̃yk |bk )−1∇vh

k )

= det(I3×3 + x3Gk ) = 1 + x3 Tr(Gk ) on Ωh.
(3.242)

Here, we used that both Tr(cof Gk ) and det Gk are zero onω. With this relationship,
we find that

| det(∇vh
k ) − 1| ≤ C(τ)k |x3 |, on Ωh, kh < 1,

|∂2 det(∇vh
k ) | ≤ C(τ)k2 |x3 |, on Ωh, kh < 1,

∂1 det(∇vh
k ) = 0 on Ωh,

(3.243)

using the fact that Gk is independent of x1 and γk ∈ A
τ
k . An interesting observation

is that as implied, the constant C(τ) > 0 can be chosen to depend only on τ. In
particular, Gk does not depend appreciably on λ̄M > r1/3, and so the constant need
not depend on this stretch.

Now, as (3.242) shows, the determinant of a generic ∇vh
k is not unity. Thus,

we introduce a ξh
k ∈ C1(Ω̄h,R) (for some h > 0 to be chosen later) satisfying

ξh
k ( x̃, 0) = 0 and define yh

k as in (3.210). Using properties of the determinant, we
find that

det(∇yh
k ) = 1 on Ωh

⇔ ∂3ξ
h
k (x) =

1
det

(
∇vh

k ( x̃, ξh
k (x))

) , x ∈ Ωh.
(3.244)

Therefore, the incompressibility of ∇yh
k is equivalent to solving an ordinary differ-

ential equation in ξh
k ( x̃, ·). It turns out that there exists an h̄ = h̄(τ) > 0 such that

for any h ∈ (0, h̄) and k such that kh < 1, there exists a unique ξh
k ∈ C1(Ω̄h,R)
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satisfying this differential equation subject to the initial condition ξh
k ( x̃, 0) = 0.

Moreover, from (3.243), ξh
k has the properties that

|ξh
k − x3 | ≤ C(τ)k |x3 |

2, |∂3ξ
h
k − 1| ≤ C(τ)k |x3 |, on Ωh

|∂2ξ
h
k | ≤ C(τ)k2 |x3 |

2, ∂1ξ
h
k = 0, on Ωh.

(3.245)

This result is the consequence of a contraction map principle and some further
analysis (presented, for instance, in the next chapter; also in [81] Section 3).

In the remainder, we assume h ∈ (0, h̄), kh < 1, and yh
k as in (3.210) for ξh

k ∈

C1(Ω̄h,R) satisfying ξh
k ( x̃, 0) = 0, the ordinary differential equation (3.244) and the

estimates (3.245). By explicit calculation, we have

∇yh
k = (∇̃yk |bk ) + x3(∇̃bk |0) + (∂3ξ

h
k − 1)bk ⊗ e3

+ (ξh
k − x3)(∇̃bk |0) + bk ⊗ ∇̃ξ

h
k on Ωh.

(3.246)

We can extract a more illuminating form by examining closely identities and esti-
mates for ξh

k . Indeed, combining the ordinary differential equation (3.244) with the
parameterization of det(∇vh

k ) in (3.242), we find that

∂3ξ
h
k − 1 = −∂3ξ

h
k ξ

h
k Tr(Gk ) on Ωh. (3.247)

In addition, making use of the boundary condition ξh
k ( x̃, 0) = 0, the fundamental

theorem of calculus, and our newfound parameterization (3.247),

ξh
k − x3 = −

1
2

(ξh
k )2 Tr(Gk ) on Ωh. (3.248)

Hence, with the estimates (3.245) and these parameterizations, we establish that

∂3ξ
h
k − 1 = −x3 Tr(Gk ) +

3
2

x2
3 Tr(Gk )2 +O(k3x3

3) on Ωh,

ξh
k − x3 = −

1
2

x2
3 Tr(Gk ) +O(k2x3

3) on Ωh.

(3.249)

Finally, the results on the planar derivatives of ξh
k in (3.245) imply that

bk ⊗ ∇̃ξ
h
k = O(k2x2

3)bk ⊗ e2 on Ωh. (3.250)

Combining (3.246), (3.248), (3.249) and (3.250), we arrive at the parameterization
for ∇yh

k in (3.213) as desired. �

Now, we turn to the proof of further properties of this deformation, which we have
collected in Corollary 3.8.3:
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Proof of Corollary 3.8.3. First, we observe that bk = λ̄−1/2
M Nyk where Nyk is the

surface normal of yk . Thus, (∇̃yk )T bk = 0 by definition, and the first identity in
(3.214) follows. In addition, since Nyk is a unit vector, ∂αNyk ·Nyk = (1/2)∂α |Nyk |

2 =

0. So the second identity in (3.214) follows.

Now, for the third equality, we first observe that for tension wrinkling

IIyk = (∇̃yk )T (∇̃Nyk ) = *
,

∂1yk · ∂1Nyk ∂1yk · ∂2Nyk

∂2yk · ∂1Nyk ∂2yk · ∂2Nyk

+
-

= *
,

0 0
0 ∂2yk · ∂2Nyk

+
-

(3.251)

using the fact that Nyk is independent of x1 and that ∂1yk · ∂2Nyk = λ̄M e1 · ∂2Nyk = 0
since Nyk · e1 = 0. Thus, the second fundamental form is greatly simplified in the
context of tension wrinkling. In addition, we observe that

(∇̃yk |bk ) = RkΛM, ΛM = diag(λ̄M, λ̄
−1/2
M , λ̄−1/2

M )

Rk :=
*...
,

1 0 0
0 (γ′k · e2) −(γ′k · e3)
0 (γ′k · e3) (γ′k · e2)

+///
-

∈ SO(3).
(3.252)

Consequently,

|∇̃bk |
2 = |RT

k (∇̃bk ) |2 = |Λ−1
M (∇̃yk |bk )T ∇̃bk |

2 = (∂2yk · ∂2Nyk )2. (3.253)

Combining (3.251) and (3.253), we obtain the third identity in (3.214) as desired.
The calculation for the fourth is similar. For the fifth, we can deduce from (3.252)
that

(∇̃yk |bk )−1 = Λ−1
M RT

k = Λ
−2
M (∇̃yk |bk )T . (3.254)

Consequently,

Tr(Gk ) = Tr(Λ−2
M (∇̃yk |bk )T (∇̃bk |0)) = λ̄1/2

M (∂2yk · ∂2Nyk ), (3.255)

and the fifth identity in (3.214) follows from (3.251). Note also the sixth identity in
(3.214) also follows from (3.251).

For the last identity in (3.214) and also (3.215), we note that the functions {e1, γ
′
k, Nyk }

form an orthonormal basis of R3, and bk = λ̄
−1/2
M Nyk and is independent of x1. Fur-

ther, yh
k is as in Proposition 3.8.2, so in particular the representations (3.246) and
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(3.213) hold. Combining all this, we conclude that

(∇yh
k )T e1 = (∇̃yk |bk )T e1 = λ̄M e1 on Ωh,

(∇yh
k )Tγ′k = (∇̃yk |bk )Tγ′k +O(x3)(∇̃bk |0)Tγ′k

=
(
λ̄−1/2

M +O(k x3)
)

e2 on Ωh,

(∇yh
k )T Nyk = (∇̃yk |bk )T Nyk +O(k x3)(e3 ⊗ bk )Nyk +O(k2x2

3)(e2 ⊗ bk )Nyk

=
(
λ̄−1/2

M +O(k x3)
)

e3 +O(k2x2
3)e2 on Ωh,

(3.256)
where the first result uses that e1 is orthogonal to bk and ∇̃bk , the second result uses
that γ′k is orthogonal to bk and the last result uses that Nyk is orthogonal the ∇̃bk .
Since λ̄M > λ̄−1/2

M , the first term dominates the other two terms for kh sufficiently
small, and we readily conclude that

λM (∇yh
k ) = λM (∇̃yk |bk ) = λ̄M > r1/3 (3.257)

as desired.

Now to show the λM (cof(∇̃yk |bk )) = λ̄−1/2
M , we note that λM (cof F) = λM (F)λ2(F)

for any F ∈ R3×3 where λ2 denotes the middle singular value. Thus, the result fol-
lows from the fact that on ω, (∇̃yk |bk )Tγ′k = λ̄

−1/2
M e2, (∇̃yk |bk )T Nyk = λ̄

−1/2
M e3 and

(∇̃yk |bk )T e1 = λ̄M e1. This proves the last indentity in (3.214).

Now given (3.257) we know that ∇yh
k cannot lie in L on the energy landscape for

W qc
3D. So to complete the proof, we simply have to conclude that ∇yh

k is not in M on
this landscape. This is assured if

λ̄M > r1/2λ2(∇yh
k ), (3.258)

again given (3.257) and the definition of the set M in (2.26). It is easy to see that
from (3.256) that

λ2(∇yh
k ) = λ̄−1/2

M +O(k x3). (3.259)

In addition, since λ̄M > r1/3, we know that λ̄M > r1/2λ̄−1/2
M . Thus, (3.258) follows

from (3.259) for kh sufficiently small, and therefore ∇yh
k lies in S on the energy

landscape. This completes the proof. �

3.9 On the numerical implementation of these theories
The Koiter theory
We implement the commercial software package ABAQUS via a user material
model (UMAT) for S4 shell elements. This requires Cauchy stress to be specified as
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a function of the 2×2 surface deformation gradient F̃s ∈ R
2×2 aswell as the consistent

tangent modulus derived from this Cauchy stress (see, for instance, the Abaqus User
Subroutines Reference Manual, the section on UMAT, and the subsection on large
volume changes with geometric nonlinearity [90]). For this formulation, we take
the energy as in (3.184) restricted to 2 × 2 matrices F̃ ≡ F̃s where F̃31 = F̃32 = 0.
This corresponds to fixing a frame. Also, δ(F̃) = det F̃s, λM (F̃) = λM (F̃s) and
following the formalism established at the end of Section 3.6, the Cauchy stress is
given by

σK
r (F̃s) := (Wps),F̃s

F̃T
s , (3.260)

where the subscript r is used to emphasize the dependence of this stress on the
anisotropy parameter.

Now, the membrane stress σK
r in (3.260) inherits soft elasticity, a feature distinct

to nematic elastomers as compared to purely elastic materials. This poses some
numerical challenges. At small strains, much of the deformation of these elas-
tomers can be accommodated by either soft or very lightly stressed microstructure
(regions Lm and M on the energy landscape in Figure 3.5). For these regions,
the tangent modulus derived from σK

r in (3.260) is positive semi-definite and not
strictly positive definite: a nematic elastomer has zero stiffness in region Lm and
it has no stiffness against shear in regionM. These features lead to difficulties in
numerical convergence at small strains. To combat this, we introduce a small energy
regularizer whose Cauchy stress has the form

σ
reg
ε (F̃s) := µε

(
F̃sF̃T

s − I2×2
)

(3.261)

for 0 ≤ ε � 1. The consistent tangent modulus derived from σ
reg
ε is strictly

positive definite for all surface deformation gradients F̃s ∈ R
2×2 with det F̃s > 0.

Thus, introducing the regularizer ε � 1 stabilizes the numerical calculation at small
strains. For our calculations we use ε = 0.05. We have studied the role of ε on our
simulations and only present conclusions that are independent of this regularization.

The formulas introduced in Section 3.7 for the Koiter theory take the isotropic state
to be the reference. However, notice that identity is deep in the interior of the soft
region and σK

r = 0 in a neighborhood of identity for r > 1 (identity corresponds
to the intersection of the red and dark blue curves on the energy landscape for Wps

in Figure 3.5(a)). This is a trivial soft regime, which is not of interest here.4 We
4We refer to Conti et al. [27, 28] for extensive investigations of soft elasticity in a similar

framework.
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are interested in the interplay of microstructure and tension wrinkling, an interplay
which is broached in this setting when a genuine tensile response to stretch is
induced in the membrane. Therefore, we take the end of this trivial soft state, one
with λM = δ = r1/6, as the reference state by setting

σsim
r,ε (F̃s) := σK

r (F̃sŨr
s ) + σreg

ε (F̃s), Ũr
s := *

,

r1/6 0
0 1

+
-
. (3.262)

Finally, the Abaqus S4 shell element slightly modifies the bending term from that
derived in our Koiter theory. Specifically, the shell element is based on a kinematic
ansatz of the shell deformation through the thickness (see the Abaqus Theory Man-
ual, 3.6.5 Finite-strain shell element formulation [91]). This formulation, in effect,
yields a bending energy which depends on a linearization of the second fundamental
form.

To study wrinkling, we use the two part procedure detailed by Wong and Pellegrino
[111] and Ling Zheng [113] to capture the wrinkling geometry in Abaqus. This
involves first a pre-buckling eigenvalue analysis, and then a post buckling analysis.
For the pre-buckling eigenvalue analysis, we introduce a small initial prestress in
the form of an edge displacement to the membrane. Then we perform an eigen-
value buckling analysis on this lightly stressed membrane to determine the likely
buckling modes. After computing the buckling mode shapes, we introduce a linear
combination of one or more selected eigenmodes as a geometric imperfection in the
membrane at the start of the post buckling analysis. We then apply an initial pre-
stress to the membrane (as in the pre-buckling analysis) in order to provide an initial
out-of-plane stiffness to the membrane. Finally, we use the static stabilization proce-
dure in Abaqus to compute the wrinkled shape of the membrane under the clamped
stretching deformation. Our detailed implementation of this procedure follows the
input file example (Ling Zheng [113] in Appendix B) modified appropriately to
incorporate the user material model (3.262) for nematic elastomer sheets.

The effective membrane theory
We compare the results of simulations under the implementation of the Koiter theory
described above with analogous simulations of the membrane theory for nematic
elastomers (described in Section 3.2). We implement this once again into ABAQUS
via UMAT for plane stress CPS4 element, where we take the Cauchy stress in the
implementation to be akin to (3.262), with

σsim
r (F̃s) := σmem

r (F̃sŨr
s ), σmem

r (F̃s) := (W qc
2D),F̃s

F̃T
s . (3.263)
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Notice here that we do not employ the use of a regularizer. For simulating the effec-
tive membrane theory, there is no wrinkling bifurcation to compute, as wrinkling
is treated through effective deformation. Consequently, we do not need to explore
the stretch monotonically from small initial stretch. Instead, we explore a range of
stretch which excludes small stretch associated to soft elasticity. This can be done
without regularization (i.e., by first deforming the specimen homogeneously from
the unstressed reference state to a state of stretch far away from soft elastic behavior
with the top and bottom of the sheet fixed in the e2 direction, and then relaxing the
boundary conditions on top and bottom to a sheet which is traction free away from
the clamped ends).

3.10 Microstructure-induced suppression of wrinkling
We now study the clamped-stretch experiments of Kundler and Finkelmann [58]
via simulation of the Koiter theory and the effective membrane theory for nematic
elastomer sheets. These results can also be found in Plucinsky and Bhattacharya
[80].

We consider a rectangular sheet with length 254 mm, width 101.6 mm and thickness
h = 0.1 mm that is clamped on both ends and subject to a stretch along its length
in the e1 direction. We choose these dimensions since purely elastic sheets of
this dimension readily wrinkle when stretched as demonstrated experimentally and
numerically by Zheng [113] (also confirmed numerically by Nayyar et al. [75] and
Taylor et al. [93]). We also fix the shear modulus to be µ = 6×105 Pa in accordance
to experimental observations [105], though this choice is irrelevant as all terms in
the energy and stress scale with µ. We take r to be in the range 1 through 1.45 to
explore the entire elastic to nematic range.

We often use the nominal strain

εeng :=
L f inal − Linitial

Linitial
(3.264)

to display the results. We also use a microstructure indicator parameter

r1/2δ

λ2
M

. (3.265)

Recall that the curve λ2
M = r1/2δ forms the boundary between the regionM with

microstructure and region S without. So, a microstructure parameter (3.265) larger
than 1 indicates the presence of fine-scale microstructure.
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Figure 3.7: (a) Normalized tensile response to stretch (with W = 101.6 mm the
undeformed width) for nematic elastomer membranes of varying anisotropy: Koiter
theory simulations (lines), effective membrane theory simulations (points). (b) Soft
elastic response for r = 1.45 nematic membrane, and transition to stressed elasticity.
Microstructure in Lm ∪M indicated by colored regions (r1/2δ/λ2

M > 1). Note that
only the left half of the sheet is shown as the distribution is symmetric

Simulations with Koiter theory
The nominal tensile force of the sheet is plotted in Figure 3.7(a) as a function of
the nominal strain. The purely elastic sheet (r = 1) is, as expected, immediately
tensioned due to the stretch, whereas the nematic sheets (r > 1) are soft and nearly
stress free during the initial stages of stretch. We call the extent of the soft strain
ε

so f t
eng . This depends on the nematic anisotropy r . Recall that we start at Ûr or

(λM, δ) = (r1/6, r1/6), the far left point on the boundary betweenM and Lm. On
the initial application of strain, we expect much of the membrane to traverse this
boundary with no stress to the right until it reaches the point (λM, δ) = (r1/3, r1/6).
So we expect to see soft behavior until εso f t

eng ≈ r1/6 − 1. This is consistent with the
simulations (e.g., the formula gives εso f t

eng = 0.063 in agreement with 0.061 in the
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simulations for r = 1.45). We note that the soft elastic strain in the Kundler and
Finkelmann experiments is r1/2 − 1 since they start from a state where the director
is uniformly vertical instead of Ũr

s .

The formation of themicrostructure is indicated in Figure 3.7(b) for the case r = 1.45
by plotting the distribution of the microstructure parameter (3.265) (note that only
the left half of the sheet is shown as the distribution is symmetric). Since we start
from the state at Ũr

s , the initial sheet has uniform microstructure. As we stretch, the
microstructure evolves differently close to the grips compared to away from them:
it is gradually driven out in most of the sheet but persists at the grips. Since the
imposed deformation is accommodated by the rearrangement of the microstructure,
the response is soft. Eventually, all themicrostructure is driven out and the director is
uniformly horizontal except close to the grips, signaling an end of the soft behavior.
Subsequent stretching leads to proportional increase in load. All of this is consistent
with the observations of Kundler and Finkelmann [58] and the simulations of Conti
et al. [28].

We show the evolution of wrinkles by plotting the out-of-plane displacement in
Figure 3.8 for a variety of r and εeng. Notice from the top row of Figure 3.8(a)
that for the purely elastic sheet (r = 1), wrinkles appear almost immediately upon
stretch, grow with further stretch, reach a maximum amplitude u3/h ≈ 3 and
eventually diminish. This, in fact, reproduces the results of Zheng [113] and Nayyar
et al. [75]. For a nematic sheet with small nematic order (r = 1.15) shown on the
second row, we see that wrinkles do not appear until a larger value of stretch, are
much smaller in amplitude and disappear faster. For higher values of r shown in
the third and fourth rows, wrinkles do not appear. All of this is explored further in
Figure 3.8(b), which shows the amplitude of the wrinkles as a function of stretch for
various r . We see that wrinkles appear early, have large amplitude and disappear
late for the purely elastic sheet (r = 1). We also see that wrinkling is suppressed
by the introduction of nematic order. In fact, increasing r leads to delayed onset,
smaller amplitude and earlier disappearance of wrinkles. Moreover, wrinkling is
fully suppressed for values of r greater than 1.2.

Figure 3.9 shows the corresponding evolution of the microstructure. We see from
Figure 3.9(a) that microstructure disappears in most of the sheet at small to modest
stretch but persists for larger stretch near the grips. We see from Figure 3.9(b)
that the maximum microstructure parameter r1/2δ/λ2

M , i.e., the value at the grips,
delineates three distinct regions describing microstructure in the sheet for the full
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Figure 3.8: The evolution of wrinkles with applied stretch for a purely elastic
material and nematic elastomers with increasing degrees of order. (a) Snapshots
of the out-of-plane displacement. (b) The amplitude of wrinkles (i.e., maximum
out-of-plane displacement) as a function of stretch for various values of r . We see
that wrinkles appear early, have large amplitude and disappear late for the usual
elastic material (r = 1), but are suppressed with the introduction of nematic order.
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Figure 3.9: The evolution ofmicrostructurewith applied stretch. (a) Snapshots of the
microstructure parameter r1/2δ/λ2

M (values greater than 1 indicate microstructure).
(b) The maximum value of the microstructure parameter as a function of stretch for
various values of r . This shows three distinct regions: (I) soft; (II) stressed but with
microstructure; (III) without microstructure.
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Figure 3.10: The state of stress in a purely elastic sheet (r = 1, top row) compared
with that in a nematic sheet (r = 1.15, bottom row) at comparable values of nominal
load but before the onset of wrinkles in the elastic sheet. Note that the purely elastic
sheet shows significant transverse compression in the middle, but the nematic sheet
does not.

range of stretch: (I) captures soft response to stretch of the sheet, (II) captures the
stretch for which the sheet is stressed but with microstructure at the grips and (III)
captures the stretch for which there is no longer any microstructure present in the
sheet. Thus, larger r implies both a more prolonged soft elastic response and a more
prolonged response for which microstructure persists at the clamps.

We turn now to understanding the mechanism by which the presence of nematic
microstructure suppresses wrinkling. Figure 3.10 compares the state of stress in a
purely elastic sheet (r = 1) with that of a nematic sheet (r = 1.15) at comparable
values of nominal load but before the onset of wrinkles in the elastic sheet (i.e.,
at a value of εeng of 0.015 for the elastic sheet and 0.015 beyond the soft strain
for the nematic sheet). Notice (top of Figure 3.10(a)) that the purely elastic sheet
develops transverse compression. This compressive stress leads to the buckling to
a wrinkled state beginning at a stretch εeng ≈ 0.025. However (bottom of Figure
3.10(a)), we notice that there is no transverse compression in the nematic sheet at
a comparable value of nominal load. There is some transverse compression closer
to the edges, but it is much smaller in magnitude. We see from Figure 3.10(b) that
the distribution of longitudinal stress is also different. All of this is a result of the
persistence of the microstructure near the grips. In other words, the ability of the
nematic material to form microstructure not only gives rise to soft behavior in the
bulk, but also qualitatively changes the distribution of stresses near the grips and
that in turn suppresses the wrinkling.
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Figure 3.11: The evolution of the microstructure and the lateral compressive stress
with increasing stretch in a sheet with r = 1.15. Note that there is little to no
compression in the middle as long as microstructure persists near the grips.

Mechanistically, note that as the sheet is stretched, it seeks to compress laterally. It
is free to do so away from the grips, but is prevented from doing so near the clamped
grips. This leads to a shear deformation near the corners extending diagonally
into the sheet. This, in turn, leads to the compressive stress in the elastic sheet.
In contrast, the ability of the nematic sheet to form microstructure enables it to
accommodate the shear strain through equi-biaxial tension at the clamps (recall that
nematic sheets can accommodate shear strain without shear stress in the region or
microstructureM).

Figures 3.11 and 3.12 elaborate on this. Figure 3.11 shows how the microstructure
parameter and transverse compression evolve in the sheet with increasing stretch,
starting at the end of soft behavior. We observe that the microstructure persists near
the grips but reduces with increasing stretch until it is fully driven out. Additionally,
we see small regions of transverse compressive stress form near the free edges, and
these regions gradually move inward with increasing magnitude as microstructure
is driven out. Finally, when all microstructure is driven out, we have transverse
compressive stress in the middle similar to that of the purely elastic sheet (top of
Figure 3.10(a)). This compression increases with further stretch and eventually
leads to wrinkling (Figure 3.8). However, as shown in Figure 3.12, the ratio of the
transverse compression to the longitudinal tension at a value of stretch where all
microstructure is driven out decreases with increasing r . As we know from the study
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Figure 3.12: The distribution of the lateral compressive stress (top) and the ratio of
the lateral compressive stress to longitudinal tensile stress along the middle line in
sheets with various r at the stretch where the microstructure just disappears at the
clamps.

of elastic sheets, high relative longitudinal tension suppresses wrinkles5 – note from
Figure 3.8(a) that wrinkles disappear in the elastic sheet at high stretch. Thus, the
microstructure near the grips delays the formation of a central region of transverse
compressive stress and the onset of wrinkles. However, large relative longitudinal
tension also suppresses wrinkles; so if the delay is sufficient, as is the case for larger
r , then wrinkling is fully suppressed.

Simulations with effective membrane theory and comparison
We repeat the clamped-stretch simulations of purely elastic and nematic sheets using
the membrane or tension field theory. The nominal force vs. nominal strain is shown
in Figure 3.7(a) as the points. We see that the results agree well with those obtained
using the Koiter theory. We show the evolution of the microstructure at εeng = 0.08
for various values of r , and compare it with those obtained with the Koiter theory in
Figure 3.13(a). Again we find striking agreement. Recall that the membrane theory
does not describe the details of the wrinkles but relaxes over them, i.e., computes
their consequence assuming that they were infinitely fine. So, the results do not
show any out-of-plane displacement. However, recall that the curve δ = λ1/2

M is the
5This is also evident in the role of aspect ratio as was shown by Ling Zheng [113] and Nayyer et

al. [75].
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Figure 3.13: Comparison of clamped stretched simulation under the effective mem-
brane theory and Koiter theory for r = 1, 1.15, 1.30 and 1.45 nematic sheets. (a)
Microstructure comparison at stretch εeng = 0.08; Koiter (left) and membrane
(right). (b) Wrinkling comparison at stretch εeng = 0.20; Koiter (left) and mem-
brane (right).

boundary between the presence and absence of wrinkling. Therefore, any value of
the parameter

δ

λ1/2
M

(3.266)

below 1 indicates the presence of (infinitely) fine scale wrinkles in the simulation
with this membrane theory. This indicator is shown in Figure 3.13(b) for εeng =

0.20, and compared with the wrinkles computed earlier. Again, we see very good
agreement.

Thus we conclude that the membrane or tension field theory provides a very good
description of the overall behavior of the sheets including nominal stress-strain
relation, the formation of microstructure and the formation of wrinkles. Further,
the agreement using an independent set of simulations provides confidence in our
understanding regarding the suppression of wrinkles by nematic microstructure.
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C h a p t e r 4

ACTUATION OF HETEROGENEOUSLY PATTERNED THIN
SHEETS

In this chapter, we explain the richness of the shape-changing deformations of
nematic elastomers and how this can be exploited to make the material act as
a machine [15]. The foundation of our work is the metric constraint governing
actuation in these sheets (equation (4.2) below). We start from the established
theory for nematic elastomers by Bladon et al. [19, 105] (recall Chapter 2) and
show that designs and deformations that satisfy (4.2) arise naturally from energy
minimization.

This metric constraint is a generalization of themetric constraint underlying Aharoni
et al. [2] with two novel features which dramatically expand the design landscape
for shape-changing deformation in these sheets. First, smoothness is not a re-
quirement here. With this, we explore nonisometric origami where heterogeneity
is programmed in a piecewise constant pattern so that thermal actuation leads to
complex folding patterns (Figures 4.2-4.3). Second, the constraint is amenable to
three dimensional programming. With this, we explore lifted surfaces where het-
erogeneity is programmed so that thermal actuation leads to a prescribed surface of
arbitrary complexity as long as it is smooth and has limited slope (Figure 4.4).

In Section 4.1, we provide a summary which (i) introduces the key metric constraint,
(ii) discusses the novel designs amenable to this constraint and (iii) sketches of
the derivation of the constraint. This summary is analogous to our short paper:
Plucinsky et al. [82], written with a view towards applications. In the remaining
sections, we turn to a precise justification of the constraint and its corresponding
design landscape; thus, taking the more mathematical perspective. These results
can be found in Plucinsky et al. [81].

4.1 Programming complex shapes in thin nematic elastomer sheets
The metric constraint
To introduce the metric constraint, we recall that n0 (which maps to S2) denotes
the nematic director or the direction of anisotropy in the undeformed sheet, and
r (T ) ≥ 1 is the temperature-dependent anisotropy parameter which captures the
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stretch along the director and contraction transversely. This parameter is assumed to
bemonotonically decreasing for temperatures below the isotropic-nematic transition
temperature and equal to 1 in the isotropic regime. For a nematic-genesis elastomer
formed at temperature T0 and subjected to a new temperature T f , a spontaneous
distortion with stretch `1/2

n0 is the preferred state, where

`n0 := r̄−1/3(I3×3 + (r̄ − 1)n0 ⊗ n0) (4.1)

is the step-length tensor (see Chapter 2) and r̄ = r (T f )/r (T0), so that r̄ > 1 for
cooling and r̄ ∈ (0, 1) for heating.

For actuation, we consider a thin sheet of thickness h occupying an initially unde-
formed flat three dimensional region Ωh := ω × (−h/2, h/2) ⊂ R3 where ω ⊂ R2

denotes the two dimensional midplane of the sheet. In the synthesis of nematic
elastomer sheets (e.g., the experiments of Ware et al. [102])), typically h ∼ 10µm

whereas the lateral dimensions of the sheet are much larger, typically ∼ cm. Hence,
we assume h � 1 and the characteristic length scale ofω isO(1) in non-dimensional
units. Let x := (x1, x2, x3) denote the position on Ωh in a Cartesian frame with
{e1, e2, e3} denoting the basis and e3 pointing normal to ω. We will identify a point
x̃ := (x1, x2) ∈ ω with (x1, x2, 0) ∈ Ωh. By a program or design, we mean the
prescription of a non-uniform director field on the sheet n0 : Ωh → S

2. In this letter,
we only consider directors that are uniform through the thickness, i.e., n0 ≡ n0( x̃).
When the sheet is heated or cooled, non-uniform spontaneous distortion forces a
possible out-of-plane deformation of the sheet. If the sheet is thin enough (we return
to this later), it suffices to study the deformation of the midplane, y : ω → R3. In
particular, we are interested in midplane deformations which are stress-free. These
are characterized by the metric constraint

(∇̃y)T ∇̃y = r−1/3(I2×2 + (r − 1)ñ0 ⊗ ñ0) =: ˜̀n0, a.e. on ω. (4.2)

Here, I2×2 ∈ R
2×2 is the identity, ∇̃ is the planar gradient (i.e., with respect to x̃) so

that ∇̃y is a 3 × 2 matrix, ñ0 := (n0 · e1, n0 · e2)T is the projection of n0 onto the
plane ω and ˜̀n0 is the 2× 2 submatrix of `n0 associated to this projection. Note that
since ñ0 is a projection, it need not be a unit vector.

As already intimated, the metric constraint (4.2) generalizes the constraint of Aha-
roni et al. [2] in two directions; by relaxing the smoothness requirement and by
extending the constraint to three dimensional programming. Indeed, for the former,
the metric constraint (4.2) need only hold almost everywhere (i.e., except on sets of
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Figure 4.1: Interfaces and junctions on cooling. (a,b) If each half of the sheet (a)
is allowed to independently deform spontaneously, it has the shape in (b) where
(`1/2

n0i )3×2 := r̄−1/6(I3×2 + (r̄1/2 − 1)n0i ⊗ ñ0i). The interface can be unbroken by
rotating one side relative to the other if and only if (4.3) holds. (c) Symmetric
junction. (d) Truncated junction.

zero measure in R2), and this allows for piecewise constant director designs. For
the latter, (4.2) allows for three dimensional programming while reducing to the
constraint of [2] in the case of a planar director. To see this, if n0 is planar, then
n0 ≡ ñ0 and we can write n0 · e1 = cos(θ) and n0 · e2 = sin(θ). It follows that
(∇̃y)T ∇̃y = ˜̀n0 = R̃(θ)diag (r̄2/3, r̄−1/3) R̃(θ)T = gy for R̃(θ) ∈ SO(2), a rotation of
θ about the normal to the initially flat sheet as required by [2].

Examples
We turn now to examples which highlight the richness of designable surfaces sat-
isfying the metric constraint (4.2). In addition, these examples serve to motivate
the appropriate compatibility conditions consistent with (4.2) for a general class
of smooth and non-smooth designable surfaces. Finally, an important attribute of
these designable surfaces is that the actuation is extremely robust since the entire
sheet participates in the deformation. This was observed experimentally by Ware
et al. [102], and it is in marked contrast to other attempts at foldable structures and
origami where the actuation is limited to folds [47, 84], or bendable structures where
through thickness non-uniformity results in complex shape but with little ability to



114

carry load [1, 104].

Nonisometric origami
We begin with nonisometric origami where the director is programmed in a piece-
wise constant pattern (also see [69, 68]). To start, assume the sheet ω is the union
of two regions ω1 and ω2 separated by a straight interface assigned a tangent vector
t̃0 ∈ S

1. Suppose we program this sheet with the director n01 in ω1 and n02 in ω2.
Then, it is possible to satisfy (4.2) via a continuous piecewise affine deformation y

on all of ω if and only if

|ñ01 · t̃0 | = |ñ02 · t̃0 |, (4.3)

where again ñ0i denotes the projection of n0i onto ω. This is the consequence of a
geometric argument for constructing continuous piecewise affine deformations with
prescribed metric or stretch tensor provided in Figures 4.1(a) and (b)—an argument
that has been applied previously in the study of active martensitic sheets [14, 15].

Now consider a sheet of k sectors ωi, i = 1, . . . k, with the interfaces t̃i meeting
at a junction and with the sheet programmed with the director n0i in the sector
ωi. While the condition (4.3) is necessary at each interface, it is not sufficient to
satisfy (4.2) via a continuous piecewise affine deformation. One needs an additional
global condition to ensure that all the rotations match up as one goes around the
junction. This is extremely rich in general: for example, the case of three sectors
with fixed distinct planar directors n0i ≡ ñ0i for i = 1, 2, 3 can have up to 32 non-
trivial compatible junctions for various r̄ and n0i (we detail this in Appendix A.3).
For now though, we focus on a simple case of a junction with all sectors spanning
the same angle and with the director programmed to be planar. In this case, it is
possible to satisfy (4.2) via a continuous piecewise affine deformation on cooling
(respectively heating) if the director n0i is programmed to bisect the angle between
t̃i and t̃i+1 (respectively is normal to the bisector) as shown in Figure 4.1(c). Indeed,
on cooling, the angle to each sector reduces, but all the sectors can be brought into
contact by rotating them out-of-plane to form a k−sided pyramid. Note that there
is a symmetry here and one can form two possible pyramids (going up or down).
However, one can break this symmetry in practice by adding a small inhomogeneity
though the thickness to bias bending in one direction. One can form a truncated
pyramid by replacing the junctionwith a regular k−sided polygon as shown in Figure
4.1(d); each sector is programmed with a planar director as before while the central
polygon is programmed with the director to be fully out-of-plane.
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Figure 4.2: Polyhedra examples of nonisometric origami: The line diagrams show
the design with the arrows representing the constant director prescribed in each
region. The color images show the deformed shape upon cooling. We note that the
designs in (a) and (b) are compositions of a number of symmetric junctions shown
in Figure 4.1(c) (k = 3 in (a) and k = 5 in (b)).
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(a) Devil’s Golfcourse

(b) Periodic flower(ish) designs

Figure 4.3: Periodic examples of nonisometric origami: The line diagrams show the
design with the arrows representing the constant director prescribed in each region.
The color images show the deformed shape upon cooling. We note that the designs
in (a) incorporate a truncated junction (Figure 4.1(d)). The designs in (b) connect
symmetric junctions azimuthally about an axis.
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Importantly, it is possible to arrange a number of these junctions and truncated
junctions to form complex shapes as we explain with four examples. First, we can
put together a number of three-sided junctions to form a cube as in Figure 4.2(a)
(also see [69]). As the temperature decreases and thus r̄ increases each junction
becomes a pyramid and eventually becomes the corner of a cube at r̄ = 3. Our
next example in Figure 4.2(b) shows a rhombic triacontahedron. This design is
formed by repeating the pattern shown. Next in Figure 4.3(a), we form a Devil’s
Golfcourse using the design shown. Since this design is periodic, it can be extended
ad infinitum. Finally, we emphasize that these are but a small number of exemplars
and many generalizations are possible. For instance, in Figure 4.3(b), we patch an
even number of regular polygons into a ring and follow a construction to obtain
an azimuthally periodic compatible shape. There are an infinite number of these
designs.

Lifted surfaces
We now consider our second class of examples, that of lifted surfaces. We look
for designs where cooling the sheet leads to a surface that can be described by the
graph of a function ϕ. We show that this is possible if function ϕ is smooth enough
(in the Sobolev space W 2,∞) and satisfies the constraint

‖∇̃ϕ‖2L∞ < λr̄ := r̄ − 1 (4.4)

on its domain. Specifically, we show that we can achieve this shape with the director
programmed as follows

n0( x̃) =
1
λ1/2

r̄

*...
,

∂1ϕ(r̄−1/6 x̃)
∂2ϕ(r−1/6 x̃)

(λr̄ − |∇̃ϕ(r̄−1/6 x̃) |2)1/2

+///
-

(4.5)

and through a deformation y that consists of a uniform contraction followed by a
lifting:

y( x̃) = r̄−1/6(x1e1 + x2e2) + ϕ(r̄−1/6 x̃)e3. (4.6)

Before we prove that this ansatz satisfies the metric constraint (4.2), we note that
one can create a large number of shapes using such an approach. Since r̄ can
be significantly different from 1 in nematic elastomers, one can form shapes with
significant displacement like spherical caps and sinusoidally rough surfaces. Figure
4.4 shows two additional examples with complex surface relief. These are but a
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(a) Caltech

ñ0 = 0

(b) Eiffel tower

Figure 4.4: The deformed shape and designs for lifted surfaces. The vector plots
show the director orientation in the design. The amplitude of each vector denotes
the planar component n′0 of the director. The color images show the topographic
map of the sheet after deformation with the colors representing height (hot colors
are high). The designs are generated from equation (4.103) by taking ϕ to be a
smoothened and rescaled greyscale of the desired image.
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small sample of the designs amenable to this framework. Indeed, given any arbitrary
greyscale image G, we can program a nematic sheet so that the surface of the sheet
upon cooling corresponds to this image. We do this by smearing G (for instance by
mollification or by averaging over a small square twice) and taking this as ϕ.

The fact that the lifted surface ansatz satisfies (4.2) can be verified directly. However
to motivate the ansatz, we now rewrite (4.2) in an equivalent form which points to
a concrete design scheme. Heuristically, we turn the statement around by first
identifying the set of deformation gradients consistent with (4.2) for any director
and then identifying the director associated with the deformation gradient. We
conclude that the metric constraint (4.2) holds if and only if

∇̃y( x̃) ∈ Dr̄, n0( x̃) ∈ N r̄
∇̃y( x̃)

, a.e. x̃ ∈ ω. (4.7)

Here,

Dr̄ :=
{
F̃ ∈ R3×2 : |F̃ |2 ≤ r̄−1/3 + r̄2/3,

r̄−1/3 ≤ |F̃eα |2 ≤ r̄2/3 α = 1, 2, (4.8)

(F̃ ẽ1 · F̃ ẽ2)2 = ( |F̃ ẽ1 |
2 − r̄−1/3)( |F̃ ẽ2 |

2 − r̄−1/3)
}
,

and

N r̄
F̃ :=

{
m ∈ S2 : (m · eα)2 =

|F̃ ẽα |2 − r̄−1/3

r̄2/3 − r̄−1/3 , α = 1, 2,

sign((m · e1)(m · e2)) = sign(F̃ ẽ1 · F̃ ẽ2)
}
, (4.9)

when r̄ > 1 (the inequalities for Dr̄ and the sign in (4.9) are switched when r̄ < 1).
With this description, we seek the restrictions on the class of deformations of the
the form (4.101) that satisfy the first condition of (4.7). We find (4.4) is sufficient.
We then seek the restrictions on the director n0 that satisfy the second condition of
(4.7) for this deformation, and this yields the formula (4.103).

Naturally, given this analysis, it would be appealing to have a characterization of
the geometry of surfaces described by deformations which satisfy (4.7) without
the ansatz (4.101). We would then be able to characterize all possible shapes that
could be thermally actuated from programing nematic anisotropy into a thin sheet.
Unfortunately, such a broad characterization remains open.

Sketch of the derivation of the metric constraint
Finally, we turn to the derivation of the metric constraint (4.2). Our starting point
is the well-accepted theory of Bladon et al. [19]. A nematic elastomer formed at
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temperature T0 with initial director n0 ∈ S
2, then subjected to a three dimensional

deformation gradient F ∈ R3×3 and current director n ∈ S2 at temperature T f has a
free energy density given by the non-negative quantity

W e(F, n, n0) :=
µ

2
(
Tr

(
FT (` f

n )−1F (`0
n0 )

)
− 3

)
, (4.10)

where ` f
n and `0

n0 are the step-length tensor (4.1) with r̄ replaced by r (T f ) and r (T0)
respectively. The incompressibility of elastomers, i.e., det F = 1, is assumed here.
Now, given a thin sheet Ωh of thickness h and a design n0, we suppose a three
dimensional deformation yh : Ωh → R

3 of this sheet has a strain energy given by

Ih
n0 (yh) :=

∫
Ωh

W e
(
∇yh,

∇yhn0

|∇yhn0 |
, n0

)
dx. (4.11)

Here, ∇ is the three dimensional gradient as yh depends on x = ( x̃, x3), and we
introduce a kinematic ansatz on the current director nh : Ωh → S

2 (the middle
argument in W e) justifiable for low energy deformations (i.e., Modes et al. [67]).

To arrive at the metric constraint (4.2), we first observe that due to incompressibility
and the kinematic ansatz, Ih

n0 (yh) is minimized (and equal to 0) if and only if

(∇yh)T∇yh = `n0 a.e. on Ωh (4.12)

for the three dimensional step-length tensor `n0 in (4.1). However, this equation is not
useful for design since it highly restricts the nature of heterogeneity for said program
n0 : Ωh → S

2 (see for instance the discussions in Efrati et al. [39]). Fortunately, it
can be relaxed considerably by taking advantage of the thinness of nematic sheets.
In fact, if the thickness h is sufficiently small, it suffices to ignore the constraints
associated with the out-of-plane deformation gradient ∂3y

h entirely, and focus solely
on satisfying the constraint at the midplane ω. In doing this, we derive (4.2) from
(4.12).

We dedicate the remainder of this chapter to the justification of this simplification
and also the justification of the designable actuation this simplification admits.

4.2 The model and the metric constraint
The model
We consider a thin sheet of nematic elastomer of thickness h � 1. Initially, the
sheet occupies a flat region in space,

Ωh := ω × (−h/2, h/2), ω ⊂ R2, (4.13)
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where ω is an open, connected and bounded Lipschitz domain which we call the
midplane of the sheet. We envision that the elastomer sheet is patterned heteroge-
neously by a director field nh

0 : Ωh → S
2 at the initial temperatureT0. Upon changing

the temperature from T0 to the final temperature T f , the sheet will spontaneously
deform by a deformation yh : Ωh → R

3 which we assume minimizes the entropic
elastic energy

Ih
nh0

(yh) :=
∫
Ωh

W e
(
∇yh,

(∇yh)nh
0

|(∇yh)nh
0 |
, nh

0

)
dx. (4.14)

Here, following Bladon et al. [19] (see also Warner and Terentjev [105]), we take
the entropic elastic energy density W e as in (2.1) (see Chapter 2).

Remark 4.2.1 (i) W e satisfies min W e = 0. Further, W e(F, Fn0
|Fn0 |

, n0) = 0 if and
only if FT F = r̄−1/3(I3×3 + (r̄ − 1)n0 ⊗ n0) for r̄ = r (T f )/r (T0) (see the
Proposition A.1.7).

(ii) The elastic energyIh
nh0
is definedwithout any displacement or traction boundary

conditions as we are dealing with actuation only.

(iii) In the definition (4.14) of Ih
nh0

(yh), we imposed the kinematic constraint nh =

(∇yh )nh0
|(∇yh )nh0 |

. The constraint is similar to one that was imposed by Modes et al.
[67] in their prediction for conical and saddle like actuation in nematic glass
sheets with radial and azimuthal heterogeneity (in fact, both constraints are
equivalent for zero energy/stress free states; see Proposition A.1.7).

There are nematic elastomers which do not satisfy this kinematic constraint
(i.e., where the director nh is allowed to vary more freely). Those materials can
showmacroscopic deformations which arise from the fine-scale microstructure
produced by oscillations of nh [25, 27, 28, 37] (see also the experiments by
Kundler and Finkelmann [58]).

In this chapter, we are interested in actuating complex, yet predictable, shape by
programming an initial heterogeneous anisotropy nh

0 in the nematic elastomer.
It would be difficult to control actuation for a material that is capable of freely
forming microstructure which competes with the shape change driven by the
programmed anisotropy, even at low energy. For simplicity, we have chosen
the hard kinematic constraint nh =

(∇yh )nh0
|(∇yh )nh0 |

here in order to exclude the free

formation of microstructure. The results that we prove for this energy (i.e., Ih
nh0
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with this kinematic constraint) can also be proven for a more realistic energy
in which the sharp constraint is replaced by a non-ideal energy contribution
penalizing deviations from the constraint. (In fact, we use this more realistic
model when deriving the metric constraint as a necessary condition; this is
discussed in Section 4.6.)

(iv) We are neglecting Frank elasticity (an elasticity thought to play a critical role
in the behavior of liquid crystal fluids, i.e., de Gennes and Prost [49]) and
related effects in our model, as these are expected to be small in comparison
to the entropic elasticity (see discussion in Chapter 3 in Warner and Tarentjev
[105]). However, to derive the key metric constraint (introduced below) as a
necessary feature of low energy deformations, we add to the energy (4.14) a
small contribution fromFrank elasticity for technical reasons. This is discussed
in Section 4.6.

The metric constraint
Our goal is to characterize the class of director fields nh

0 and corresponding deforma-
tions yh which yield small elastic energy Ih

nh0
(yh) under the assumption of a desired

planar director field design n0 ≡ n0( x̃). To be precise:

Assumption 4.2.2 We assume

nh
0 (x) = n0( x̃) +O(h), for a.e. x ∈ Ωh,

i.e., ‖nh
0 − n0‖L∞(Ωh ) ≤ τh for some τ > 0.

(4.15)

The O(h) term accounts for the following two possible deviations from the desired
design. For definiteness, we have fixed the maximum tolerance τ > 0 for these
non-idealities.

(a) The assumption accounts for deviations of the director field through the thick-
ness which are of the same order as the thickness. Note that this excludes
twisted or splay-bend nematic sheets [47, 104], for which one prescribes the
director field on the top surface of the sheet and then differently on the bottom
surface, so that the director field has to vary by an O(1) amount through the
thickness.

(b) The assumption also accounts for the possibility of planar deviations. In
the synthesis techniques employed by Ware et al. [102], the director field is
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Figure 4.5: Actuation for thin sheets is characterized by the midplane fields.

prescribed in voxels or cubes whose characteristic length is similar to the
thickness and we expect the experimental error to be of this order.

UnderAssumption 4.2.2, this characterization comes in the formof a two-dimensional
effective metric constraint (4.17). The intuition is expressed in Figure 4.5.

To see how the metric constraint arises, we first consider a naive approach by
requiring Ih

nh0
(yh) = 0 (recall that min W e = 0). In this direction, we note that

Ih
nh0

(yh) = 0 is equivalent to (cf. Remark 4.2.1(i))

(∇yh)T∇yh = r̄−1/3(I3×3 + (r̄ − 1)nh
0 ⊗ nh

0 ) =: `nh0
a.e. on Ωh, (4.16)

where r̄ = r (T f )/r (T0) so that r̄ ∈ (0, 1) for heating and r̄ > 1 for cooling. However,
(4.16) is too strong a condition to be useful, meaning that there are only few choices
of nh

0 for which a yh satisfying (4.16) exists.

Remark 4.2.3 Assuming that nh
0 is sufficiently smooth, there exists a yh satisfying

(4.16) if and only if the components of the Riemann curvature tensor of `nh0
vanish.

This condition is well-known in the physics literature (e.g., Efrati et al. [39]), and
in the language of continuum mechanics, it gives compatibility of the right Cauchy-
Green deformation tensor (e.g., Blume [20]). As a consequence, nh

0 has to satisfy
a certain nonlinear partial differential equation, and so it must come from a very
restricted set of functions. (Note, the non-smooth case is treated in Lewicka and
Pakzad [63], and it is similar.)

Given that (4.16) is too restrictive, we relax the problem and study approximate
minimizers of the elastic energy Ih

nh0
(yh). The key observation is that by making use
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of the thinness of the sheet Ωh and the assumption that nh
0 does not vary too much

as a function of x3, we show that approximate minimizers are characterized (in a
sense to be made precise) by the following effective metric constraint (4.17). It is a
two-dimensional reduction of the three-dimensional constraint (4.16) and reads

(∇̃y)T ∇̃y = r̄−1/3(I2×2 + (r̄ − 1)ñ0 ⊗ ñ0) =: ˜̀n0 a.e. on ω. (4.17)

Notation. Here and throughout, we denote vector fields which are mappings Ωh →

R3 with a superscript h (e.g., nh
0, y

h). We also consider vector fields defined on the
midplane ω ⊂ R2, (e.g., midplane fields n0, y : ω → R3). Sometime these midplane
fields will involve h-dependent smoothings. In such cases, a notation different then
the superscript h (often a subscript δh) will be used to differentiate these fields from
ones mapping from Ωh. We also use ˜(·) to distinguish two-dimensional quantities
from three-dimensional quantities. For instance,

x := (x1, x2, x3), x̃ := (x1, x2), ∇ = (∂1, ∂2, ∂3), ∇̃ = (∂1, ∂2), (4.18)

and ñ0 ∈ B1(0) ⊂ R2 is the projection of n0 onto ω.

Remark 4.2.4 (i) If there exists a deformation y which satisfies (4.17) for a given
n0, there may be, in general, multiple such deformations (e.g., the sheet can
actuate upward or downwards in different places). We imagine that one can
distinguish between these by appropriately breaking additional symmetries,
but we do not investigate this further.

(ii) The constraint (4.17) generalizes a metric constraint that has been proposed
by Aharoni et al. [2] for actuation of nematic sheets. Indeed, (4.17) is more
general in that (a) it need only hold almost everywhere, allowing for piecewise
constant director designs and (b) the director can be programmed out-of-plane.
At the same time, it is easy to see that (4.17) reduces to the constraint [2] for
smooth planar director fields (a proof of this was given in the previous section).

We justify the use of the metric constraint as a characterization of approximate
minimizers of the strain energy through a series of results summarized as follows.
We consider two classes of designs: (a) Nonisometric origami and (b) smooth
designs. For the former, we show that if the metric constraint holds, then the energy
of actuation is ∝ h2 and this is optimal. For the latter, we show that the metric
constraint is both a necessary and sufficient condition for the energy of actuation to
be O(h3).
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4.3 Nonisometric origami constructions under the metric constraint
We first consider nonisometric origami under the metric constraint, and show that
their strain energy scales at most like h2.

Definition 4.3.1 (Definition of nonisometric origami) These are characterized by
the following assumptions on the design and deformation respectively:

(i) (The design). ω ⊂ R2 is the union of a finite number of polygonal regions ωα
which each have constant director field, i.e.,

ω =
⋃

α={1,...,N }
ωα, ωα mutually disjoint and polygonal,

n0 : ω → S2 satisfies n0( x̃) ≡ n0α, ( x̃ ∈ ωα,∀α ∈ {1, . . . , N }),

ñ0α , ±ñ0β when there is an interface between ωα and ωβ, α , β.
(4.19)

(ii) (The deformation). y ∈ W 1,∞(ω,R3) is a piecewise affine and continuous
midplane deformation which satisfies the metric constraint (4.17), i.e.,

y( x̃) = F̃α x̃ + cα and (F̃α)T F̃α = ˜̀n0α (4.20)

for all x̃ ∈ ωα and all α = {1, . . . , N }.

Note, the last condition in (4.19) is only there to ensure that each interface corre-
sponds to a non-trivial change of the director (otherwise that interface would be
superfluous).

For a nonisometric origami design (i.e., ω, n0 as in (i)) and deformation (i.e., y as
in (ii)), we show that we can construct a map yh : Ωh → R

3 which approximately
extends y to Ωh and has strain energy Ih

nh0
(yh) = O(h2). In order to do so, we first

smooth y. This relies on a technical hypothesis that y has a δ-smoothing:

Definition 4.3.2 We say that y : ω → R3 has a δ-smoothing if, for any δ > 0
sufficiently small, there exists a map yδ ∈ C3(ω̄,R3) and a subset ωδ ⊂ ω of area
less than Cδ such that

yδ = y on ω \ ωδ, |∂1yδ × ∂2yδ | ≥ c > 0 on ω,

‖∇̃yδ‖L∞ ≤ C, ‖∇̃∇̃yδ‖L∞ ≤ Cδ−1, ‖∇̃(3)yδ‖L∞ ≤ Cδ−2
(4.21)

for some constants C, c > 0 which can depend on y and ω but not on δ.
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We have the following theorem:

Theorem 4.3.3 Let ω and n0 be as in Definition 4.3.1(i), let y be as in 4.3.1(ii),
and let nh

0 : Ωh → S
2 be any vector field that is close to n0 in the sense of (4.15).

Suppose further that for all small enough δ > 0, y has a δ-smoothing yδ in the sense
of Definition 4.3.2 above.

Then, there exists an m > 0 such that if we set δh = mh, then for all small enough
h > 0 there exists a map yh : Ωh → R

3 with

yh( x̃, 0) =yδh ( x̃), x̃ ∈ ω,

Ih
nh0

(yh) ≤O(h2).
(4.22)

Moreover, yh is an approximate extension of y in the sense that ‖yδh − y‖W1,2(ω,R3) =

O(h).

We prove this theorem in Section 4.5—where we show low energy deformation for
smooth and sufficiently smooth surfaces under the metric constraint—as the proofs
are similar.

The existence of such a δ-smoothing (of the Lipschitz continuous/origami midplane
deformation y) is an important technical tool. It is needed because the global defor-
mation yh has to satisfy the incompressibility constraint det∇yh = 1. (Essentially,
the non-degeneracy of the derivatives of yδ allows one to employ the inverse function
theorem to derive a sufficiently well-behaved ordinary differential equation.)

This technical issue has appeared in previous works on incompressibility (also, a
det F > 0 constraint) in thin sheets. It was first appreciated by Belgacem [10] and
later addressed in some generality by Trabelsi [95] and Conti and Dolzmann [31].
However, their methods are very geometrical in nature (they are largely based on
Whitney’s ideas on the singularities of functions Rn → R2n−1, [107, 108]) and it
is not obvious how to extract from them the δ−dependent control of the higher
derivatives which we need in the present context.

Importantly though, we prove that all of the examples of nonisometric origami in
Figure 4.2 and 4.3 indeed have a δ-smoothing, in the sense of Definition 4.3.2.
We do this by first showing that the existence of a δ-smoothing can be reduced to
a linear algebra constraint on the sets of deformation gradients associated to the
origami deformation, and then by explicitly verifying that this constraint holds for
all nonisometric origami considered. We introduce the constraint below.
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We develop nonisometric origami further in an extensive Section 4.7. Specifically,
we discuss in some detail an equivalent formulation of the metric constraint (4.20)
for nonisometric origami in terms of compatibility conditions. These are akin to the
rank-one condition studied in the context of fine-scale twinning during the austenite
martensite phase transition (also actuation of active martensitic sheets) [4, 13, 14,
15] and to the recently studied compatibility conditions for the actuation for nematic
elastomer and glass sheets using planar programming of the director [68, 69]. We
also highlight the rich potential of this class of designable actuation by showing that
the case of three sectors with fixed distinct planar directors n0i ≡ ñ0i for i = 1, 2, 3
can have up to 32 non-trivial compatible junctions for various r̄ and n0i. We develop
this in Appendix A.3.

On δ-smoothings of origami deformations
We consider the smoothing of a piecewise affine and continuous deformation of a
polygonal region ω ⊂ R2 containing a single junction.

Definition of a single junction. We fix a right-handed frame with standard basis
{ẽ1, ẽ2} ⊂ R

2, and we set x̃ := x1ẽ1 + x2ẽ2. We suppose ω contains K interfaces
merging at a point p̃ ∈ R2, each separating regions of distinct constant deformation
gradient. For each α ∈ {1, . . . , K }, the vector defining the interface (and pointing
away from the junction p̃) is called t̃α ∈ S1 with t̃⊥α ∈ S

1 the right-handed vector
normal to t̃α. A schematic of this is shown in Figure 4.6 for (a) an exterior junction
(i.e., where the junction p̃ lies on ∂ω) and (b) an interior junction. We write

ω =
⋃

α∈{1,...,K }
ωα, (4.23)

where each ωα is a polygonal sector containing the t̃α interface whose boundaries
merging to p̃ either bisect the angle between t̃α−1 and t̃α, bisect the angle between
t̃α and t̃α+1, or form the boundary of ω. A schematic of this is shown in Figure 4.6
for (c) an exterior junction and (d) an interior junction.

Definition of origami deformation of a single junction. We consider a general
piecewise affine and continuous deformation y : ω → R3 of this single junction at
point p̃. This is defined as

y( x̃) = γα (( x̃ − p̃) · t̃⊥α ) + (( x̃ − p̃) · t̃α)F̃α t̃α + y(p̃)

if x̃ ∈ ωα, α ∈ {1, . . . K },
(4.24)
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ẽ2

p̃

p̃
t̃1t̃?1

t̃?2
t̃2

t̃3

t̃?3
t̃?4

t̃4

t̃5

t̃?5

t̃?6t̃6

t̃?4

t̃4

t̃3

t̃?3

t̃?2

t̃2
t̃1

t̃?1

(c) (d)

ẽ1
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Figure 4.6: Schematic on a single junction at point p̃: Exterior (a)/(c) and interior
(b)/(d).

for some y(p̃) ∈ R3, for γα : R→ R3 satisfying

γα (t) =



t F̃α−1t̃⊥α if t < 0

t F̃α t̃⊥α if t > 0
, α ∈ {1, . . . K }, (4.25)

and for any set of matrices F̃0, F̃1, . . . , F̃K ∈ R
3×2 having the properties:

F̃α−1 , F̃α, (F̃α − F̃α−1)t̃α = 0 and

λadjF̃α−1 + (1 − λ)adjF̃α , 0, ∀ λ ∈ [0, 1]
(4.26)

for each α ∈ {1, . . . K } (if p̃ is an interior junction, then F̃0 = F̃K ).

The first condition in (4.26) ensures that each t̃α interface is a non-trivial (i.e., there
is a jump in the deformation gradient across the interface). The second condition
in (4.26) is the rank-one compatibility condition which ensures that y is continuous
across each t̃α interface. Finally, the latter condition in (4.26) ensures that adjoining
regions do not fold into themselves.
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We now show the existence of a δ-smoothing for a special class of origami junctions
where the Fα satisfy an algebraic condition. The general problem of finding δ-
smoothings for any junction that satisfies (4.24)-(4.26) remains open. However, our
special class covers the examples of physical interest.

To introduce our result, we recall that the convex hull of a finite collection of R3×2

matrices is

co{F̃1, . . . , F̃N } :=
{ N∑

i=1
λi F̃i : λi ≥ 0 for each i and

N∑
i=1

λi = 1
}
. (4.27)

In addition, for any collection S of R3×2 matrices, we denote the lower rank of the
matrices in this set as

ranklS := min{rankF̃ : F̃ ∈ S}. (4.28)

Our main result on δ-smoothings of generic origami deformation of a single junction
is as follows:

Theorem 4.3.4 Letω be a single junction (as defined above) and let y be an origami
deformation of this junction defined by (4.24), (4.25) and (4.26). Consider the set

Ay :=



F̃ ∈ R3×2 : rankl *
,

K⋃
α=1

co{F̃, F̃α, F̃α−1}+
-
= 2



. (4.29)

If Ay is non-empty, then y has a δ-smoothing.

Proof of Theorem 4.3.4.
The basic idea of our construction is (i) interfaces can be smoothed trivially and
(ii) the existence problem at a junction can be reduced to a linear algebra constraint
related piecewise constant deformation gradients at each junction. The linear algebra
constraint can be found in Theorem 4.3.4 below.

A key step in the proof is to localize the problem to a junction by using a radial
cutoff function ψ(t). This produces the localization error sψ′(s). Importantly, this
localization error can be made arbitrarily small by choosing ψ to be logarithmic and
this observation significantly simplifies our argument. (The intuitive reason for the
appearance of the logarithm is that we are considering the scale-invariant operator
t d

dt .)

As it will be useful in the development of the proof of Theorem 4.3.4, we let θα > 0
denote the angle between t̃α and t̃α+1 for each α ∈ {1, . . . K − 1} (and θK > 0 the
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angle between t̃K and t̃1 if p̃ is an interior junction) and define

θ∗ := min
α
θα . (4.30)

Now for the proof of this theorem, we first consider a mollification of each γα in
(4.25), i.e., γα,δ ∈ C∞(R,R3) given by

γα,δ := γα ∗ ηδ, α ∈ {1, . . . , K } (4.31)

for ηδ ∈ C∞(R,R), the standard symmetric mollifier supported on the interval
(−δ/2, δ/2). For any δ > 0, we define the function y0,δ : ω → R3 given by

y0,δ ( x̃) := γα,δ (( x̃ − p̃) · t̃⊥α ) + (( x̃ − p̃) · t̃α)F̃α t̃α + y(p̃)

if x̃ ∈ ωα, α ∈ {1, . . . K }.
(4.32)

This is a δ-smoothing of y outside of a small neighborhood of the junction.

Proposition 4.3.5 Let ω and y be as in Theorem 4.3.4. Set m > 1/ sin(θ∗/2) for θ∗

in (4.30). For any δ > 0, define y0,δ as in (4.32). Then y0,δ restricted to ω \ Bmδ (p̃)
is a δ-smoothing of y. Moreover,

∇̃y0,δ ( x̃) = (1 − λδ (( x̃ − p̃) · g⊥α ))F̃α−1 + λδ (( x̃ − p̃) · g⊥α )F̃α,

if x̃ ∈ ωα \ Bmδ (p̃)
(4.33)

where λδ ∈ C∞(R, [0, 1]) is given by λδ (s) :=
∫ s
−δ/2 ηδ (t)dt.

The issue with this construction, however, is that y0,δ is not even continuous on
Bmδ (p̃), so we require a modification of this deformation in a neighborhood of p̃ for
a δ-smoothing on all of ω. From now on, we assume that the set Ay in (4.29) is
non-empty. We replace y0,δ on the Bmδ (p̃) by

yc( x̃) = F̃c( x̃ − p̃) + y(p̃), F̃c ∈ Ay . (4.34)

Then for any δ > 0, we define yδ : ω → R3 as

yδ ( x̃) = y0,δ ( x̃) + ψδ (| x̃ − p̃|)(yc( x̃) − y0,δ ( x̃)) (4.35)

for some cutoff function ψδ such that

ψδ ∈ C3(R, [0, 1]) such that

ψδ (s) =



1 if s < mδ

0 if s > Mδ
, M > m > 1/ sin(θ∗/2).

(4.36)

We make the following observation about this construction:



131

✓↵/2

�/2

�/2✓↵�1/2

m�

!↵

@!�
↵

@!+
↵

ẽ1
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Figure 4.7: Schematic of an arbitrary t̃α interface for a junction at point p̃.

Proposition 4.3.6 Let ω and y be as in Theorem 4.3.4. Let Ay be non-empty. For
any δ > 0 define yδ as (4.35) for y0,δ in (4.32) with yc as in (4.34). There exists a
ψδ satisfying (4.36) such that yδ is a δ-smoothing.

Proof of Theorem 4.3.4. The theorem follows directly from Proposition 4.3.6. �

It remains to prove Propositions 4.3.5 and 4.3.6:

Proof of Proposition 4.3.5. Let ωm := ω \ Bmδ (p̃), and consider any δ sufficiently
small so that ωm is non-empty. Since m ≥ 1/ sin(θ∗/2) ≥ 1/ sin(θα/2) for each
α ∈ {1, . . . , K − 1} (and K if ω is an interior junction), y0,δ defined in (4.32) is equal
to y across each ∂ω±α ∩ωm (see the schematic in Figure 4.7) and y is smooth across
these interfaces. Therefore, we need only to show that y0,δ is a δ-smoothing of y on
each ωm ∩ ωα to prove it is a δ-smoothing of y on ωm.

Fix an ωα ⊂ ω. Since γα,δ is a δ-mollification of a piecewise affine and continuous
function γα as defined by (4.25) and (4.31), it follows that

y0,δ = y except on a δ-strip ⊂ ωm ∩ ωα and

|∇̃y0,δ | ≤ C, |∇̃∇̃y0,δ | ≤ Cδ−1, |∇̃(3)y0,δ | ≤ Cδ−2 on ωm ∩ ωα
(4.37)

for some C > 0 independent of δ. For the lower bound constraint on the cross-
product, we observe that

γα,δ (s) = F̃α t̃⊥α

∫ s

−δ/2
ηδ (t)(s − t)dt + F̃α−1t̃⊥α

∫ δ/2

s
ηδ (t)(s − t)dt, (4.38)

and thus

(γα,δ)′(s) = (1 − λδ (s))F̃α−1t̃⊥α + λδ (s)F̃α t̃⊥α (4.39)
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for λδ defined in the proposition. Since ∇̃y0,δ ( x̃) = (γα,δ)′(( x̃− p̃) ·t̃⊥α )⊗ t̃⊥α+F̃α t̃α⊗ t̃α
for x̃ ∈ ωα, we obtain (4.33) by direct substitution of (γα,δ)′ above and using the
fact that F̃α−1gα = F̃αgα. Finally, noting that adj(F̃ R̃) = det(R̃) adj(F̃) = adj F̃ for
any F̃ ∈ R3×2 and R̃ ∈ SO(3), we find

adj(∇̃y0,δ ( x̃)) = ∇̃y0,δ ( x̃)t̃α × ∇̃y0,δ ( x̃)t̃⊥α
= F̃α t̃α ×

(
(1 − λδ (( x̃ − p̃) · t̃⊥α ))F̃α−1t̃⊥α + λδ (( x̃ − p̃) · t̃⊥α )F̃α

)
= (1 − λδ (( x̃ − p̃) · t̃⊥α )) adj F̃α−1 + λδ (( x̃ − p̃) · t̃⊥α ) adj F̃α,

(4.40)

for any x̃ ∈ ωm ∩ ωα making repeated use of the fact that F̃α−1t̃α = F̃α t̃α. By
hypothesis (4.26), this is bounded away from zero since λδ ∈ [0, 1]. That is, we
conclude | adj ∇̃y0,δ | ≥ cα > 0 on ωα. Here, α ∈ {1, . . . , K } was arbitrary and so
the proof is complete. �

Proof of Proposition 4.3.6. We note that for any m, M such that M > m >

1/ sin(θ∗/2) and for any δ > 0 sufficiently small,

∇̃yδ = F̃δ + G̃δ on ω, (4.41)

where F̃δ, G̃δ : ω → R3×2 are given by

F̃δ ( x̃) := (1 − ψδ ( | x̃ − p̃|))∇̃y0,δ ( x̃) + ψδ (| x̃ − p̃|)F̃c,

G̃δ ( x̃) := | x̃ − p̃|−1ψ′δ (| x̃ − p̃|)(yc( x̃) − y0,δ ( x̃)) ⊗ ( x̃ − p̃).
(4.42)

Focusing first on F̃δ, we note that for any ωα ⊂ ω,

F̃δ ( x̃) = (1 − ψδ ( | x̃ − p̃|))
(
(1 − λδ (( x̃ − p̃) · t̃⊥α ))F̃α−1 + λδ (( x̃ − p̃) · t̃⊥α )F̃α

)
+ ψδ ( | x̃ − p̃|)F̃c, x̃ ∈ ωα

(4.43)
using (4.33) from Proposition 4.3.5. Consequently,

F̃δ ( x̃) ∈ co{F̃c, F̃α−1, F̃α}, x̃ ∈ ωα, α ∈ {1, . . . , K − 1} (4.44)

(and K if ω is an interior junction) since ψδ, λδ map to [0, 1]. We claim that (4.44)
implies

| adj F̃δ | ≥ c∗ on ω (4.45)

for some c∗ > 0.

To see this, we define fα : Λ3 → R as

fα (λ1, λ2, λ3) := | adj(λ1F̃c + λ2F̃α−1 + λ3F̃α) |, (4.46)
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where Λ3 := {(λ1, λ2, λ3) ∈ R3 : λi ≥ 0 for each i and
∑3

i=1 λi = 1}. Λ3 is a
compact subset of R3 and each fα is continuous on Λ3. Thus, the infimum of each
fα is attained. We denote

(λα1 , λ
α
2 , λ

α
3 ) := arg min

Λ3
fα, α ∈ {1, . . . , K − 1} (4.47)

(and K if ω is an interior junction). Since F̃c ∈ Ay, each λα1 F̃c + λ
α
2 F̃α−1 + λ

α
3 F̃α ∈

R3×2 is full rank and thus we can take

c∗ := min
α∈{1,...,K−1}

min
Λ3

fα > 0 (4.48)

(again minimizing over K as well if ω is an interior junction) to achieve the identity
(4.45).

Now, for the lower bound estimate of a δ-smoothing, we notice that given the
representations (4.41) and (4.42),

| adj∇yδ | ≥ | adj F̃δ | − |G̃δ |(2|F̃δ | + |G̃δ |)

≥ c∗ − C |G̃δ |(1 + |G̃δ |) on ω.
(4.49)

The latter constant C is independent of M,m and δ since ‖F̃δ‖L∞ can be bounded
uniformly independent of these quantities following (4.44).

Now, for estimating G̃δ in (4.42) with this cutoff function, we notice first that

|y0,δ − yc | ≤ |y − y(p̃) | + |yc − y(p̃) | + |y0,δ − y |

≤ C(δ + | x̃ − p̃|) on BMδ (p̃) \ Bmδ (p̃).
(4.50)

To obtain this estimate, we used that |y0,δ− y | = |γ
δ
α−γα | ≤ Cδ on eachωα \Bmδ (p̃)

since γα is Lipschitz continuous, and we used that both y and yc are equal to y(p̃) at
x̃ = p̃ and Lipschtiz continuouswith uniformLipschitz constant on BMδ (p̃)\Bmδ (p̃).
Moreover, G̃δ is only non-zero on that annulus BMδ (p̃)\Bmδ (p̃) sinceψ′δ (| x̃− p̃|) = 0
outside this annulus. Hence, we observe that

|G̃δ ( x̃) | ≤ |ψ′δ (| x̃ − p̃|) | |y0,δ ( x̃) − yc( x̃) | ≤ C |ψ′δ (| x̃ − p̃|) |(δ + | x̃ − p̃|)

≤ C(1/m + 1) | | x̃ − p̃|ψ′δ (| x̃ − p̃|) | ≤ C‖sψ′δ (s)‖L∞,
(4.51)

where in the second to last estimate we use that | x̃ − p̃|/mδ > 1 on the annulus
BMδ (p̃) \Bmδ (p̃), and all constants C > 0 above can be chosen uniform independent
of δ and M > m > 1/ sin(θ∗/2). Hence, by applying Lemma 4.3.7 (below), we
suitably choose m, M and the cutoff function ψδ to establish the estimate

| adj ∇̃yδ | ≥ c∗/2 on ω (4.52)
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for all δ > 0 sufficiently small. Here, we made use of (4.49) and (4.51).

With this lower bound established, the other properties which show yδ is a δ-
smoothing of y are easily verified: Indeed, y = yδ except on a set of measure
O(δ) for all δ sufficiently small since yδ deviates from y0,δ only on a set of O(δ2).
Moreover, the derivative estimates follow from the chain rule and using the estimates
for the cutoff function ψδ established in Lemma 4.3.7 below. This completes the
proof. �

Lemma 4.3.7 Fix ε > 0. There is a ∆ε > 0 such that for any M > m > 1/ sin(θ∗/2)
satisfying M/m ≥ ∆ε and M −m > 2, there exists for all δ > 0 a cutoff function ψδ
satisfying (4.36) with the properties

‖tψ′δ (t)‖L∞ ≤ ε

‖ψ′δ‖L∞ ≤ Cδ−1, ‖ψ′′δ ‖L∞ ≤ Cδ−2 and ‖ψ′′′δ ‖L∞ ≤ Cδ−3
(4.53)

for C ≡ C(M,m) > 0 independent of δ.

Proof. Consider the cutoff function ψ̃δ : R→ [0, 1] given by

ψ̃δ (s) :=




1 if s < (m + 1/2)δ
log(s/(M−1/2)δ)

log((m+1/2)/(M−1/2)) if s ∈ [(m + 1/2)δ, (M − 1/2)δ]

0 if s > (M − 1/2)δ.

(4.54)

Here, ψ̃δ is Lipschitz continuous since M −m > 2 and equal to 1 in a neighborhood
of the origin since m ≥ 1/ sin(θ∗/2) ≥ 1. This is not a cutoff function with the
properties (4.36). However, importantly

|tψ̃′δ (s) | = | log
( M − 1/2

m + 1/2
)
|−1 =: εM,m, (4.55)

which can bemade arbitrarily small (independent of δ) by choosing M/m sufficiently
large. By mollification, we can retain a similar estimate for a ψδ as in (4.36).

Indeed, we let ψδ := ηδ ∗ ψ̃δ for ηδ ∈ C∞(R,R) the standard symmetric mollifier
supported on the interval (−δ/2, δ/2). Since ψ̃δ is Lipschitz continuous, equal to
1 for s < (m + 1/2)δ and equal to 0 for s > (M − 1/2)δ, ψδ is a cutoff function
satisfying all the properties in (4.36) and it satisfies the latter estimates in (4.53).
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It remains to prove the first estimate in (4.53). To this end, note ψ′δ = ηδ ∗ ψ̃
′
δ, and

so explicitly

|tψ′δ (s) | ≤ εM,m




∫ s+δ/2
(m+1/2)δ ηδ (s − t)�� s

t
��dt if s ∈ (mδ, (m + 1)δ]∫ s+δ/2

s−δ/2 ηδ (s − t)�� s
t
��dt if s ∈ ((m + 1)δ, (M − 1)δ]∫ (M−1/2)δ

s−δ/2 ηδ (s − t)�� s
t
��dt if s ∈ ((M − 1)δ, Mδ]

0 otherwise.

(4.56)

From this, we deduce that

‖sψ′δ (s)‖L∞ ≤
(

m + 1
m + 1/2

)
εM,m ≤ 2εM,m. (4.57)

Thus, there is a ∆ε such that if M/m ≥ ∆ε , εM,m ≤ ε/2. This completes the proof
given (4.57). �

Examples of noniosmetric origami and their δ-smoothings.
In this section, we examine the nonisometric origami to actuate a box, rhombic
dodecahedron and rhombic triacontahedron. Wewill show that each of these designs
has a corresponding δ-smoothing. In this direction, consider Figure 4.8 showing
for the case of cooling a nematic elastomer sheet: (a) the design to actuate a
box, (b) part of the design to actuate the rhombic dodecahedron and (c) part of
the design to actuate the rhombic triacontahedron. In each case, there are only
two non-trivial junctions to consider, each highlighted in red. That is, once the
deformations (both the origami and δ-smoothing deformations) are constructed for
these junctions, then the entire deformation can be built as rotations and translations
of these constructions.

As a first step towards constructing a δ-smoothing for these actuations, we identify
the deformation gradients associated with the origami. This makes use of the notion
of compatibility discussed in Section 4.7.

Proposition 4.3.8 Consider the designs depicted in Figure 4.8. Up to a rigid body
rotation, the deformation gradients corresponding to each region are given by

(a) For the box

F̃α =




Rn0α (`1/2
n0α )3×2, α ∈ {1, 2, 3}

R2
n01 Rn04 (`1/2

n04 )3×2 α = 4

R2
n03 Rn05 (`1/2

n05 )3×2 α = 5;

(4.58)
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n01n02

n03

n04

n05

n01n02

n03 n04

n05

(a) (b)

n01

n02

n03

n04

n05

n06

(c)

ẽ1

ẽ2

Figure 4.8: Designs to actuate a box (a), rhombic dodecahedron (b) and rhombic
triacontahedron (c) upon cooling (i.e., r̄ > 1). Only a portion of the design is shown
in (b) and (c).

(b) for the rhombic dodecahedron

F̃α =



Rn0α (`1/2
n0α )3×2 α ∈ {1, . . . , 4}

R2
n02 Rn05 (`1/2

n05 )3×2 α = 4;
(4.59)

(c) for the rhombic triacontahedron

F̃α =



Rn0α (`1/2
n0α )3×2 α ∈ {1, . . . , 5}

R2
n03 Rn06 (`1/2

n06 )3×2 α = 4.
(4.60)

Here, each Rn0α ∈ SO(3) satisfies Rn0αn0α = r̄−1/2n0α+
√

1 − r̄−1e3 for r ∈ [1, r̄max].
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Clearly in each region F̃T
α F̃α = ˜̀n0α . Thus, we need only to show that the deformation

gradients are rank-one compatible at each interface. Let t̃α ∈ S1 denote the outward
normal (to the junction) for the interface separating n0α and n0(α−1) for the interior
junctions as depicted in Figure 4.8 (i.e., α ∈ {1, . . . , K } with K = 3 (box), 4
(rhombic dodecahedron), 5 (rhombic triacontahedron) and 0 = K in each case).
We have that ñ0α = cos(θ)t̃α + sin(θ)t̃⊥α where θ ∈ {π/3, π/4, π/5} for the box,
rhombic dodecahedron and rhombic triacontahedron, respectively, with t̃⊥α being
the right-hand orthonormal vector to t̃α.

Now, to verify interface compatibility, let us first assume only that Rn0αn0α =

cos(ϕr̄ )n0α + sin(ϕr̄ )e3. By explicit computation, we find that(
Rn0α (`1/2

n0α )3×2 − Rn0(α−1) (`
1/2
n0(α−1) )3×2

)
t̃α =

2 cos(θ) sin(θ)(r̄1/3 cos(ϕr̄ ) − r̄−1/6)g⊥α .
(4.61)

Thus, interface compatibility (i.e., this quantity being equal to zero) is achieved with
cos(ϕr̄ ) = r̄−1/2, and this gives the condition on each Rn0α ∈ SO(3) defined in the
proposition.

It remains to verify compatibility for the exterior junctions. Let us focus on the n04

case for the box in (a). Notice that if we consider the interior junction which contains
the n04 sector without compatibility of the entire origami structure, by the previous
argument on interior junctions, we find that the junction in isolation is compatible
given

F̃∗1 = RT
n01 (`1/2

n01 )3×2, F̃∗4 = Rn04 (`1/2
n04 )3×2. (4.62)

The transpose for F̃∗1 is since n01 points toward this junction and not away from
it. For compatability of the whole structure, we notice that F̃1 = R2

n01 F̃∗1 , and so
rigidily rotating this isolated compatible junction by R2

n01 achieves a fully compatible
structure. This gives F̃4 in the proposition for (a). An analogous argument holds for
all the other exterior junction cases. �

Now, for a δ-smoothing of the deformation, we claim first:

Proposition 4.3.9 Each interior junction in (a), (b) and (c) has a δ-smoothing.

Proof. By Proposition 4.3.8 and Theorem 4.3.4, we prove this result if we can find
a F̃K ∈ R

3×2 such that the set

SK
int :=

K⋃
α=1

co
{
F̃K, Rn0α (`1/2

n0α )3×2, Rn0(α−1) (`
1/2
n0(α−1) )3×2

}
(4.63)
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contains only matrices of full rank. Here, K ∈ {3, 4, 5} is for the box, rhombic
dodecahedron and rhombic triacontahedron respectively and n00 = n0K for each K .

The choice of F̃K which gives rankl (SK
int ) = 2 is facilitated by the following obser-

vation. Consider ṽ := β1ñ0α + β2ñ⊥0α for any (β1, β2) ∈ R2 (i.e., ṽ is an arbitrary
vector on R2). We observe that

Rn0α (`1/2
n0α )3×2ṽ = Rn0α (r̄1/3 β1n0α + r̄−1/6 β2n⊥0α)

= r̄−1/6(β1n0α + β2n⊥0α) + r̄1/3
√

1 − r̄−1e3

= r̄−1/6v + r̄1/3
√

1 − r̄−1e3.

(4.64)

Thus, since ṽ was arbitrary and α was arbitrary, we conclude that

Pe3 (Rn0α (`1/2
n0α )3×2) = r̄−1/6I2×2, for each α and K, (4.65)

where Pe3 : R3×2 → R2×2 projects any R3×2 matrix to that plane normal to e3.

Now, if we choose F̃K = r̄−1/6I3×2 for each K ∈ {3, 4, 5}, we notice that for any
λ, µ ∈ [0, 1]

Pe3

(
λr̄−1/6I3×2 + (1 − λ)

(
µRn0α (`1/2

n0α )3×2 + (1 − µ)Rn0(α−1) (`
1/2
n0(α−1) )3×2

))
= λr̄−1/6Pe3 (I3×2) + (1 − λ)

(
µPe3 (Rn0α (`1/2

n0α )3×2) + Pe3 (Rn0(α−1) (`
1/2
n0(α−1) )3×2)

)
= λr̄−1/6I2×2 + (1 − λ)(µr̄−1/6I2×2 + (1 − µ)r̄−16I2×2) = r̄−1/6I2×2.

(4.66)
That is, this R2×2 projection of any convex combination of these R3×2 matrices is
full-rank. Therefore, any convex combination is also full-rank. This result did not
depend on α or K , so in particular, it shows that rankl (SK

int ) = 2 for each K . Thus,
these interior junctions have a δ-smoothing. �

Now, with regard to the exterior junctions, the case of only two interfaces is trivial.
In particular:

Proposition 4.3.10 For any r̄ ≥ 1 prior to self-intersection, each exterior junction
for (b) the rhombic dodecahedron and (c) the rhombic triacontahedron has a δ-
smoothing.

Proof. By Proposition 4.3.8 and Theorem 4.3.4, we prove this result if we can find
a F̃b,c ∈ R

3×2 such that the sets

S
(b)
ext := co

{
F̃b, F̃2, F̃5

}
∪ co

{
F̃b, F̃2, F̃1}

S
(c)
ext := co

{
F̃c, F̃6, F̃3

}
∪ co

{
F̃c, F̃3, F̃2

} (4.67)
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contain only matrices of full rank where the F̃α are as described in Proposition 4.3.8
for (b) and (c). Hence, we choose F̃b = F̃2 and F̃c = F̃3. With these choices, actually

S
(b)
ext = co

{
F̃2, F̃5

}
∪ co

{
F̃2, F̃1

}
,

S
(c)
ext = co

{
F̃3, F̃6

}
∪ co

{
F̃3, F̃2

}
.

(4.68)

Focusing on (b), we note that since F̃2 and F̃5 are rank-one compatible by Proposi-
tion 4.3.8 and since actuating the rhombic dodecahedron prior to self intersection
λ adj F̃2 × (1 − λ) adj F̃5 , 0 for all λ ∈ [0, 1]), rankl (co{F̃2, F̃5}) = 2. The same
argument applies to other convexified set in S (b)

ext . Thus, rankl (S
(b)
ext ) = 2. The

argument is the same also for S (c)
ext . This completes the proof. �

The exterior junction for the box has three interfaces separating four regions of
distinct deformation gradient. Therefore, the previous proof technique is not ap-
plicable. Instead, we resort to explicit computation of the deformation gradients.
Nevertheless:

Proposition 4.3.11 For any r̄ ≥ 1 prior to self-intersection at r > 3, the exterior
junction for (a) the box also has a δ-smoothing.

Proof. By explicit computation in the {ẽ1, ẽ2} basis shown (with e3 the outward
normal) in Figure 4.8,

F̃1,3 = r̄−1/6
*...
,

1 0
0 1

1
2
√

r̄ − 1 ±
√

3
2
√

r̄ − 1

+///
-

,

F̃4,5 = r̄−1/6
*....
,

3−r̄
2r̄ ∓

√
3

2

(
r̄−1

r̄

)
∓3
√

3
2

(
r̄−1

r̄

)
3−r̄
2r̄

(3 − r)
√

r̄−1
r̄ ±

√
3
√

r̄−1
r̄

+////
-

.

(4.69)

Now, we claim that the set

S
(a)
ext := co{F̃a, F̃1, F̃4} ∪ co{F̃a, F̃3, F̃5} ∪ co{F̃a, F̃1, F̃3} (4.70)

contains only matrices of full-rank if F̃a = r̄−1/6I3×2.

To see this, first we note that we need only consider the first two sets since
rankl (co{r̄−1/6I3×2, F̃1, F̃3}) = 2 from Proposition 4.3.9. In addition, we notice
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by explicit calculation that

F̃∓(λ, µ, r̄) := λ
(
(1 − µ)r̄−1/6I3×2 + µF̃1,3

)
+ (1 − λ)F̃4,5

=
*...
,

ξ (λ, r̄) ∓κ(λ, r̄)
∓3κ(λ, r̄) ξ (λ, r̄)
γ(λ, µ, r̄) ±φ(λ, µ, r̄)

+///
-

,
(4.71)

where ξ, κ, γ, φ ≥ 0 for all λ, µ ∈ [0, 1] and r̄ ∈ [1, 3]. Thus,

adj F̃∓ =
*...
,

−(3κφ + ξγ)
∓(γκ + ξφ)
ξ2 − 3κ2

+///
-

, (4.72)

where we have suppressed the dependence on λ, µ and r . We will simply require
the non-negativity of each parameter as stated above for our argument.

Suppose for the sake of a contradiction that adj F̃∓ = 0. Using the non-negativity
of the parameters, we have

adj F̃∓ = 0 ⇒ ξ =
√

3κ

⇒ either:



γ = −
√

3φ ⇒ φ, γ = 0

ξ, κ = 0.

(4.73)

Let us assume it is the case ξ, κ = 0, and notice that ξ = 0 implies r̄ = 3 and λ = 0.
However, in this case F̃∓ = F̃4,5, and F̃4,5 is full-rank. Thus if adj F̃∓ = 0, it must be
that φ, γ = 0. However, we find additionally that

φ(λ, µ, r̄) =
(
λµ

1
2
+ (1 − λ)

1
r̄

) √
3(r̄ − 1). (4.74)

Thus, we see that φ = 0 for λ, µ ∈ [0, 1] and r̄ ∈ [1, 3] in only two cases: if λ = 1
and µ = 0 or if r̄ = 1. For the first case though, F̃∓ = F̃1,3, which is full-rank. For
the second case, F̃∓ = I3×2, which is also full-rank. So φ is only equal to zero on
full-rank matrices. This is the desired contradiction. Indeed given this fact, adj F̃±

can never be zero due to (4.73). �

4.4 On the optimality of nonisometric origami
From Theorem 4.3.3, we can construct approximations to nonisometric origami
(under the hypothesis (4.21)) with energy O(h2). Thus, it is natural to ask whether
these constructions are energetically optimal for a prescribed director field.
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We prove that this is the case (not for Ih
nh0
, but) for a two-dimensional analogue of

the three-dimensional entropic strain energy,

Ĩh
n0 (y) = h

∫
ω

(
|(∇̃y)T ∇̃y − ˜̀n0 |

2 + h2 |∇̃∇̃y |2
)

dx̃. (4.75)

The first term here represents the membrane stretching part and is minimized exactly
when the metric constraint (4.17) is satisified. The second term approximates
bending. Such a two-dimensional energy is a widely used proxy to describe the
elasticity of non-Euclidean plates (e.g., Efrati et al. [39] and Bella and Kohn [11]).
In a broader context, these proxies often agree in h-dependent optimal energy scaling
with that of the three dimensional elastic energy, and deformations which achieve
this scaling in this two dimensional setting tend to form the midplane deformations
for optimal three dimensional constructions (e.g., Bella and Kohn [12] and the single
fold approximation of Conti and Maggi [32]).

Theorem 4.4.1 Let r̄ > 0 and , 1, and let ω and n0 as in Definition 4.3.1(i). For
h > 0 sufficiently small

inf
{
Ĩh

n0 (y) : y ∈ W 2,2(ω,R3)
}
≥ cLh2.

Here, cL = cL (n0, r̄, ω) > 0 is independent of h.

Remark 4.4.2 (i) If, in addition to the assumptions of the theorem, there exists
a y as in Definition 4.3.1(ii), then for h > 0 sufficiently small, there exists a
yδh ∈ C3(ω̄,R3) such that

‖yδh − y‖W1,2 ≤ O(h) and Ĩh
n0 (yδh ) = O(h2). (4.76)

Hence, nonisometric origami is optimal in this two dimensional setting. The
proof of this is straightforward. Indeed, the estimates (4.21), with the exception
of the full-rank condition, can be obtained by standard mollification. Setting
δ = h for these estimates yields a yδh satisfying (4.76).

(ii) Let us discuss some of the heuristics behind the lower bound in Theorem 4.4.1.
At an interface separating two regions of distinct constant director, an energetic
penalty associated with membrane stretching at O(h) drives the deformation
to be piecewise affine with a fold precisely at the interface connecting the
two regions, whereas an energetic penalty associated with bending at O(h3)
cannot accommodate sharp folds, and thus a smoothing is necessitated. This
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interplay gives rise to an intermediate energetic scaling between O(h) and
O(h3). For isometric origami, folds can be smoothed to mostly preserve the
isometric condition, leading to approximate constructions and (under suitable
hypotheses) lower bounds which scale as O(h8/3) (see, for instance, Conti and
Maggi [32]). For nonisometric origami, the preferred metric jumps across a
possible fold and this leads to a larger membrane stretching term.

(iii) For the proof, we show that it is possible to reduce this estimate to a canonical
problem localized at a single interface. Further, we show that a lower bound
for this canonical problem is described by a one-dimensional Modica-Mortola
type functional. In their result, Modica and Mortola [71] (see also Modica
[70]) prove that such functionals (under suitable hypotheses) Γ-converge to
functionals which are proportional to the number of jumps of their argument.
In our setting, these jumps correspond to the jump in the preferred metric
over the interface. That these “jumps" have finite energy in the Γ-convergence
setting implies the estimate in the theorem.

Proof of Theorem 4.4.1.
We now prove Theorem 4.4.1. Specifically, we show that for the two-dimensional
analog to the entropic energy given by Ĩh

n0 in (4.75), a piecewise constant director
design in the sense of Definition 4.3.1(i) necessarily implies an energy of at least
O(h2) upon actuation. In section 4.4, we show that this estimate can be reduced
to a canonical problem localized at a single interface. Further, we show that a
lower bound for this canonical problem is described by a one-dimensional Modica-
Mortola type functional [71, 70]. In Section 4.4, we present a self-contained
argument which shows that the minimum of our Modica-Mortola type functional is
necessarily bounded away from zero for h > 0 sufficiently small. This is the key
result we use to prove Theorem 4.4.1.

The canonical problem
We assume ω and n0 : ω → S2 satisfy (4.19). Then there exists a straight interface
t̃αβ ∈ S1 adjoining two regions ωα and ωβ such that ñ0α , ±ñ0β. We let t̃⊥αβ ∈ S

1

be the right-handed vector normal to t̃αβ. Focusing on this single interface, we have
two cases to consider:

1. Case 1. (ñ0α · t̃αβ)2 , (ñ0β · t̃αβ)2 or (ñ0α · g̃
⊥
αβ)2 , (ñ0β · g̃

⊥
αβ)2;

2. Case 2. (ñ0α · t̃αβ)2 = (ñ0β · t̃αβ)2 and (ñ0α · g̃
⊥
αβ)2 = (ñ0β · g̃

⊥
αβ)2.



143

SL
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✓

ñ01

ẽ1
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t̃12

(b) Case 2

Figure 4.9: Schematic for canonical problem of Theorem 4.4.1

Definition for Case 1: In this case, we relabel so that α = 1 and β = 2. We fix a
global frame so that ẽ2 lies on the g̃12 interface and ẽ1 points in the direction of ω2.
We let the origin of this frame lie on the g̃12 interface such that for some L > 0 there
exists a SL := (−L, L)2 ⊂ ω1 ∪ ω2. A schematic of this description is provided in
Figure 4.9a. We make the following observation in this case:

Proposition 4.4.3 If ω and n0 have an interface as in the definition of Case 1 (see
Figure 4.9a), then for any y ∈ W 2,2(ω,R3),

Ĩh
n0 (y) ≥ 2L2hMh

1 , (4.77)

where

Mh
1 := inf

{ ∫ 1

−1

(
(u2 − σ(t))2 +

h2

L2 (u′)2
)

dt

subject to u ∈ W 1,2((−1, 1),R) with u ≥ 0 a.e.
}

α(t) =



α1 if t < 0

α2 if t > 0.

(4.78)

Here α1, α2 ≥ 0 and α1 , α2.

Proof. Let y ∈ W 2,2(ω,R3). Since SL ⊂ ω1 ∪ω2 ⊂ ω and the integrand in (4.75) is
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non-negative, we have

Ĩh
n0 (y) ≥ h

∫
SL

(
|(∇̃y)T ∇̃y − ˜̀n0 |

2 + h2 |∇̃∇̃y |2
)

dx̃

≥ h
∫

SL

(
|ẽi · ((∇̃y)T ∇̃y − ˜̀n0 )ẽi |

2 + h2 |∂1∂iy |
2
)

dx̃

= h
∫

SL

(
| |∂iy |

2 − σ(x1) |2 + h2 |∂1∂iy |
2
)

dx̃,

(4.79)

where i ∈ {1, 2} is chosen such that (ñ01 · ẽi)2 , (ñ02 · ẽi)2. We see then that σ is
given by

σ(t) =



r̄−1/3(1 + (r̄ − 1)(ñ01 · ẽi)2) if t < 0

r̄−1/3(1 + (r̄ − 1)(ñ02 · ẽi)2) if t > 0.
(4.80)

Thus, we set σ1 := r̄−1/3(1+ (r̄−1)(ñ01 · ẽi)2) and σ2 := r̄−1/3(1+ (r̄−1)(ñ02 · ẽi)2),
and note that σ1 , σ2 by definition of this case, and σ1, σ2 > 0 since r̄ > 0.

Given the chain of inequalities (4.79), we deduce that

Ĩh
n0 (y) ≥ 2Lh inf

{∫ L

−L

(
(|w |2 − σ(t))2 + h2 |w′|2

)
dt : w ∈ W 1,2((−L, L),R3)

}
≥ 2Lh inf

{∫ L

−L

(
(|w |2 − σ(t))2 + h2(|w |′)2

)
dt : w ∈ W 1,2((−L, L),R3)

}
= 2Lh inf

{ ∫ L

−L

(
(v2 − σ(t))2 + h2(v′)2

)
dt

subject to v ∈ W 1,2((−L, L),R) with v ≥ 0 a.e.
}

= 2L2hMh
1 .

(4.81)
The first inequality follows by replacing ∂2y with a function w which depends only
on x1 and taking the infimum amongst W 1,2 functions, and the second follows by
noting (|w |′)2 ≤ |w′|2. Finally, we simply replace |w | by a function v ≥ 0 for the
first equality, and the second equality follows by a change of variables v(t) = u(t/L).
This completes the proof. �

Definition for Case 2: In this case, we again relabel so that α = 1 and β = 2.
We note that ñ02 , 0 (otherwise, following the definition of Case 2, ñ01 = 0 and
therefore ñ01 = ñ02 which is not allowed). Hence, we again fix a global Cartesian
frame so that ẽ2 = ñ02/|ñ02 | and ẽ1 points in the direction of region ω2. Next, for
some R > 0, we find a ball BR ⊂ ω1 ∪ ω2 whose center intersects the interface g̃12.
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Note that R = R(ω) depends only on ω. We set θ ∈ (0, π/2] to be the acute angle
between ñ02 and g̃12 (which is non-zero by definition of this case) and define

L1 := R cos(θ), τ := L1
tan(θ)

1 + tan(θ)
. (4.82)

We note that by their very definition, L1 and τ depend only on ω and n0. Further,
τ ∈ (0, L1]. In particular, it cannot be zero since θ , 0. A schematic of this case is
provided in Figure 4.9b. We make the following observation for this case:

Proposition 4.4.4 If ω and n0 have an interface as in the definition of Case 2 (see
Figure 4.9b), then for any y ∈ W 2,2(ω,R3),

Ĩh
n0 (y) ≥ L1h

∫ τ

−τ
Mh

2 (s)ds, (4.83)

where

Mh
2 (s) := inf

{ ∫ 1

−1
*
,
(u2 − σ(s, t))2 +

h2

L2
1

(u′)2+
-

dt

subject to u ∈ W 1,2((−1, 1),R) with u ≥ 0 a.e.
}

σ(s, t) =



σ1 if t < max{−1 + τ/L1, (1 − τ/L1)(s/τ)}

σ2 if t > min{1 − τ/L1, (1 − τ/L1)(s/τ)}.

(4.84)

Here σ1, σ2 ≥ 0 and σ1 , σ2.

Proof. Let y ∈ W 2,2(ω,R3). Akin to the estimate in (4.79), we reason that

Ĩh
n0 (y) ≥ 2h

∫ τ

−τ

∫ L1

−L1

(
| |∂2y |

2 − σ( x̃) |2 + h2 |∂2
2 y |

2
)

dx̃ (4.85)

for σ( x̃) depending on both coordinates and given by

σ( x̃) =



r̄−1/3(1 + (r̄ − 1) |ñ02 |
2) if x2 < max{−L1 + τ, (L1 − τ)(x1/τ)}

r̄−1/3(1 + (r̄ − 1) (ñ01·ñ02)2

|ñ02 |2
) if x2 > min{L1 − τ, (L1 − τ)(x1/τ)}.

(4.86)

Since ñ01 , ±ñ02 by definition, (ñ01 · ñ02) , |ñ02 |
2. Therefore, σ2 := r̄−1/3(1 +

(r̄ − 1) |ñ02 |
−2(ñ01 · ñ02)2) does not equal σ1 := r̄−1/3(1 + (r̄ − 1) |ñ02 |

2). Moreover,
σ1, σ2 > 0 since r̄ > 0.
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Now, given the inequality in (4.85), we again see that in this case

Ih
n0 (y) ≥ h

∫ τ

−τ
inf

{ ∫ L1

−L1

(
(|w |2 − σ(s, t))2 + h2 |w′|2

)
dt

subject to w ∈ W 1,2((−L1, L1),R3)
}

ds

≥ L1h
∫ τ

−τ
Mh

2 (s)ds

(4.87)

as desired. This part of the argument is completely analogous to that of Proposition
4.4.3. This completes the proof. �

The Modica-Mortola analog and proof of optimal scaling
We have shown that, given any design described by flat sheet ω ⊂ R2 and n0 : ω →
S2 satisfying (4.19), the problem of deducing a lower bound on the energy (4.75)
reduces to a canonical problem which has at most two flavors: Case 1 and Case 2 in
Section 4.4. Actually though, following Proposition 4.4.3 and 4.4.4, we find for the
lower bound that one only needs to consider the variational problem given by the
one dimensional functionals

Ih
s (u) :=

∫ 1

−1

1
h

(
(u2 − σ(s, t))2 + c1h(u′)2

)
dt, s ∈ [−c2, c2] (4.88)

minimized amongst the functions {u ∈ W 1,2((−1, 1),R) : u ≥ 0}, where

σ(s, t) =



σ1 if t < max{−1 + c3, c4s}

σ2 if t > min{1 − c3, c4s}
(4.89)

for c1, c2 > 0, c3 ∈ (0, 1] and c4 ∈ [0, (1 − c3)/c2]. In fact, the proof of Theorem
4.4.1 follows from the observation that the infimum of Ih

s is bounded away from
zero. Precisely:

Lemma 4.4.5 For any c1, c2 > 0, c3 ∈ (0, 1] and c4 ∈ [0, (1− c3)/c2], and for h > 0
sufficiently small

inf
{
Ih

s (u) : u ∈ W 1,2((−1, 1),R) with u ≥ 0 a.e.
}
≥ cL, (4.90)

where cL = cL (c1, c2, c3, c4) > 0 is independent of s and h.

This is the crucial observation for the theorem. Indeed:



147

Proof of Theorem 4.4.1. We note following Section 4.4 that it suffices to restrict to
the canonical problem given by the two cases in Figure 4.9. From Proposition 4.4.3
and 4.4.4, we have that for any y ∈ W 2,2(ω,R3),

Ih
n0 (y) ≥




2L2hMh
1 for Case 1

L1h
∫ τ

−τ
Mh

2 (s)dx for Case 2.
(4.91)

In addition, we observe that

Mh
1 = h inf

{
Ih

s (u) : u ∈ W 1,2((−1, 1),R) with u ≥ 0 a.e.
}

when c1 = L−1, c3 = 1, c4 = 0;

Mh
2 (s) = h inf

{
Ih

s (u) : u ∈ W 1,2((−1, 1),R) with u ≥ 0 a.e.
}

when c1 = L−1
1 , c2 = τ, c3 = τ/L1, c4 = (1/τ − 1/L1).

(4.92)

Thus, by these observations and given Lemma 4.4.5,

Ih
n0 (y) ≥




2L2cLh2 for Case 1

2L1τcLh2 for Case 2
(4.93)

for cL = cL (c1, c2, c3, c4) > 0 as in the lemma. This completes the proof. �

To close the argument, it remains to prove Lemma 4.4.5:

Proof of Lemma 4.4.5. By the direct methods in the calculus of variations (see, for
instance, Dacorogna [33]), we find that for any s ∈ [−c2, c2] and h > 0, there exists
a minimizer to Ih

s in the space {u ∈ W 1,2((−1, 1),R) : u ≥ 0 a.e.}. For the lower
bound, it suffices to restrict our attention to any such minimizer, which we label as
uh

s . Further, we may assume for some fixed constant M > 0 that

Ih
s (uh

s ) < M . (4.94)

Indeed, if for some s ∈ [−c2, c2] and h > 0 this does not hold, then we immediately
establish a lower bound for this case since the reverse inequality holds.

Now, since c4 ∈ [0, (1 − c3)/c2], we have that σ(s, t) = σ1 when t < −1 + c3 and
σ(s, t) = σ2 when t > 1 − c3. Without loss of generality, we assume σ1 < σ2. We
let 〈σ〉 = (σ1 + σ2)/2, and we claim that for any h > 0 sufficiently small,




for some t ∈ [−1,−1 + c3/2], uh
s (t)2 ∈ ( 1

2σ1,
1
2 (σ1 + 〈σ〉));

for some t ∈ [1 − c3/2, 1], uh
s (t)2 ∈ ( 1

2 (σ2 + 〈σ〉), 3
2σ2).

(4.95)
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Indeed, suppose the first condition does not hold. Then (uh
s (t)2−σ1)2 ≥ 1

4 min{σ2
1, (〈σ〉−

σ1)2} > 0 on the interval [−1,−1 + c3/2], which gives

Ih
s (uh

s ) ≥
∫ −1+c3/2

−1

1
h

((uh
s )2 − σ1)2dt ≥

c3
8h

min{σ2
1, (〈σ〉 − σ1)2}. (4.96)

Taking h > 0 sufficiently small, we eventually arrive at a contradiction to (4.94).
The second condition in (4.95) holds by an identical argument.

Now, by the Sobolev embedding theorem uh
s ∈ W 1,2((−1, 1),R) has a continuous

representative. This continuity and the observation that (4.95) holds leads to the
non-zero lower bound on the energy. Indeed, we have the estimate

Ih
s (uh

s ) ≥ 2
√

c1

∫ 1

−1
|(uh

s )2 − σ(s, t) | |(uh
s )′|dt. (4.97)

Hence, we define

a := max
{
t ∈ [−1, 1] : uh

s (t)2 =
1
2

(σ1 + 〈σ〉)
}
,

b := min
{
t ∈ (a, 1] : uh

s (t)2 =
1
2

(σ2 + 〈σ〉)
}
.

(4.98)

By the continuity of uh
s and the observation (4.95), these quantities (as asserted) do,

in fact, exist. Moreover,∫ 1

−1
|(uh

s )2 − σ(s, t) | |(uh
s )′|dt

≥

∫ b

a
|(uh

s )2 − σ(s, t) | |(uh
s )′|dt ≥

1
2

min
1,2
{|〈σ〉 − σi |}

∫ b

a
|(uh

s )′|dt

≥
1
2

min
1,2
{|〈σ〉 − σi |}

���

∫ b

a
(uh

s )′dt��� =
1
2

min
1,2
{|〈σ〉 − σi |}|uh

s (b) − uh
s (a) |

=
1

2
√

2
min
1,2
{|〈σ〉 − σi |}|(σ2 + 〈σ〉)1/2 − (σ1 + 〈σ〉)1/2 |

(4.99)
by the fundamental theorem of calculus. Since this lower bound is positive and
independent of s and h, combining (4.97) and (4.99) completes the proof. �

4.5 Examples of pure bending actuation under the metric constraint
We turn now to the case of smooth or sufficiently smooth surfaces and programs
satisfying the metric constraint (4.17). For these configurations, we will show the
actuation is pure bending, i.e., O(h3) in the entropic strain energy after actuation.
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Theorem 4.5.1 (Smooth Surfaces) Let r̄ ∈ (0, 1) or r̄ > 1. Let nh
0 and n0 satisfy

(4.15). If y ∈ C3(ω̄,R3) and n0 ∈ C2(ω̄, S2) such that (∇̃y)T ∇̃y = ˜̀n0 everywhere
on ω, then for h > 0 sufficiently small, there exists a yh ∈ C1(Ωh,R

3) such that

yh( x̃, 0) = y( x̃), x̃ ∈ ω Ih
nh0

(yh) = O(h3). (4.100)

Notice that for this theorem we assume y and n0 are C3 and C2 respectively. Such
smoothness is not always necessary. To highlight this, we introduce a large class
of y, n which automatically satisfy the two-dimensional metric constraint (4.17).
These surfaces are given as the graph of a function, combined with an appropriate
contraction (here we consider cooling, so r̄ > 1). We call these “lifted surfaces”.
They are defined by

y( x̃) = r̄−1/6(x1e1 + x2e2) + ϕ(r̄−1/6 x̃)e3, (4.101)

where the function ϕ is from the following set{
φ ∈ W 2,∞(r̄−1/6ω,R) : ‖∇̃φ‖L∞ < λr̄ := r̄ − 1, suppφ ⊂ r̄−1/6ωm

}
. (4.102)

Here, we set ωm := { x̃ ∈ ω : dist( x̃, ∂ω) > m > 0} (recall that ω ⊂ R2 is the
midplane of the sheet, a bounded Lipschitz domain). The corresponding director
field of a lifted surface is

n0( x̃) =
1
λ1/2

r̄

*...
,

∂1ϕ(r̄−1/6 x̃)
∂2ϕ(r̄−1/6 x̃)

(λr̄ − |∇̃ϕ(r̄−1/6 x̃) |2)1/2

+///
-

. (4.103)

We emphasize that any such choice of y, n0 satisfies (4.17). This fact can be proved
by rewriting (4.17) in an equivalent form, which is in fact more practical from the
perspective of design, and we discuss this in Section 4.7, which has a focus towards
applications.. The first main result is then that lifted surfaces have entropic energy
of O(h3) (and therefore they are good candidates for designable actuation).

Corollary 4.5.2 (Lifted Surfaces) Let r̄ > 1 and m > 0. Given a midplane defor-
mation y as in (4.101) with ϕ taken from the set (4.102), define the director field n0

as in (4.103). Let nh
0 be close to n0 in the sense of (4.15).

Then, for every h > 0 sufficiently small, there exists a yδh ∈ C3(ω̄,R3) and an
extension yh ∈ C1(Ωh,R

3) such that

yh( x̃, 0) = yδh ( x̃), x̃ ∈ ω, ‖yδh − y‖W1,∞(ω) = O(h),

Ih
nh0

(yh) = O(h3).
(4.104)
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The key reason why the lifted surface configurations satisfy the O(h3) scaling is
that they satisfy the metric constraint, they are sufficiently smooth and (for our proof
technique) they can be approximated by even smoother configurations which satisfy
the metric constraint (see Remark 4.5.3(ii)). Thus, we can generalize the proof of
Theorem 4.5.1 to obtain this result.

Remark 4.5.3 (i) The surfaces of revolution in Aharoni et al. [2] and the designs
exploring Gaussian curvature in Mostajeran [72] satisfy the conditions of
Corollary 4.5.2. Thus, these designs and their predicted actuation are pure
bending configurations in that they have entropic energy of O(h3) (which
justifies that they are good candidates to be realized in actuation).

(ii) To arrive at the results presented in this section, we employ techniques of Conti
and Dolzmann [30, 31] to construct incompressible three dimensional defor-
mations yh ∈ C1(Ωh,R

3). These techniques rely on the ability to approximate
Sobolev functions by sufficiently smooth functions (see the details of Section
2 in Plucinsky et al. [81]). In this direction, an important feature of lifted
surfaces is that given any y as in (4.101) with ϕ as in (4.102), there exists a
smooth yδh approximating y in the W 2,2(ω,R3) norm which additionally satis-
fies ∇̃yδh ∈ Dr̄ onω (see Theorem 4.7.1 for the context for which the spaceDr̄

arises). The spaceDr̄ can be thought of as the appropriate generalization to ne-
matic anisotropy of the space of matrices representing isometries. Specifically,
in the isotropic case r̄ = 1,Dr̄ reduces toD1 = {F̃ ∈ R3×2 : F̃T F̃ = I2×2}. The
corresponding function space

W 2,2
iso (ω,R3) := {y ∈ W 2,2(ω,R3) : (∇̃y)T ∇̃y = I2×2 a.e.} (4.105)

has been studied extensively in the literature as this is the space of all bending
deformations for isotropic sheets (as detailed rigorously by Friesecke et al.
[46]). For instance, Pakzad [77] showed that smooth isometric immersions
are dense in W 2,2

iso as long as the initially flat sheet ω is a convex regular
domain. This was later generalized by Hornung [52] for flat sheets which
belong to a much larger class of bounded and Lipschitz domains. For nematic
elastomers, an appealing analogue to these results would be a similar density
result for the space

W 2,2
r̄ (ω,R3) := {y ∈ W 2,2(ω,R3) : ∇̃y ∈ Dr̄ a.e.}. (4.106)
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For instance, this space arises in compactness at the bending scale for the
combined entropic and Frank energy studied in section 4.6. It does not appear
that a result of this type has been considered so far. Our result for non-
smooth midplane deformations satisfying ∇̃y ∈ Dr̄ a.e. is only stated for
lifted surfaces, as these are the examples we can explicitly construct and
approximate.

Proof of Theorems 4.3.3 & 4.5.1.
Each of the idealized two dimensional actuations detailed in this work (i.e., noniso-
metric origami, sufficiently smooth surface, and lifted surfaces) satisfy the effective
metric constraint: (∇̃y)T ∇̃y = ˜̀n0 a.e. on ω. For extending these to three dimen-
sional deformations with low energy, the basic idea is to construct an incompressible
extension yh which satisfies yh(x) ≈ y( x̃) + x3b( x̃), where b : ω → R3 is chosen
so that (∇̃y |b)T (∇̃y |b) = `n0 a.e. on ω. The energy of the constructions depends
on the regularity of the idealized two dimensional fields y, b and n0. (The energy
is O(h2) for nonisometric origami and O(h3) for lifted surfaces and sufficiently
smooth surfaces).

The importance of regularity considerations is reflected in the construction of yh.
Indeed, if the fields are not regular enough, as is the case with nonisometric origami
and some lifted surfaces, we develop δ-dependent approximations yδ and bδ that
satisfy (∇̃yδ |bδ)T (∇̃yδ |bδ) ≈ `n0 for small δ. In extending these approximations to a
three dimensional incompressible deformation (by parameterizing δ by h), the low
energy argument emerges as a balance between deviations from themetric constraint
and a bending penalty related to localized deformation induced by nearly satisfying
the metric constraint.

First, we construct three dimensional incompressible deformations starting from
sufficiently smooth two dimensional deformations. These constructions cover all
cases of idealized actuation considered in this work. Then, we use these construc-
tions to prove the O(h3) energy statement for lifted surfaces and sufficiently smooth
surfaces. As part of the proof, we develop two dimensional approximations to the
lifted surface ansatz as needed. Finally, we follow analogous steps to prove the
O(h2) energy statement for nonisometric origami.

Incompressible extensions
We begin with extensions of the deformations of a planar domain to three dimen-
sional incompressible deformations of a thin domain based on the techniques of
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Conti and Dolzmann[30, 31].

Lemma 4.5.4 Let α ∈ {−1, 0, 1}. Suppose for any δ > 0 sufficiently small we have
yδ ≡ yδ (α) ∈ C3(ω̄,R3) and bδ ≡ bδ (α) ∈ C2(ω̄,R3) satisfying

det(∇̃yδ |bδ) = 1 on ω,

‖∇̃yδ‖L∞ + ‖bδ‖L∞(ω) ≤ M,

‖∇̃∇̃yδ‖L∞ + ‖∇̃bδ‖L∞ ≤ Mδmin{−α,0},

‖∇̃(3)yδ‖L∞ + ‖∇̃∇̃bδ‖L∞ ≤ Mδ−α−1

(4.107)

for some uniform constant M > 0. Then there exists an m ≡ m(M, α) ≥ 1 such that
for any h > 0 sufficiently small, there exists a unique ξh ≡ ξh(α) ∈ C1(Ωh,R) and
an extension yh ≡ yh(α) ∈ C1(Ωh,R

3) satisfying

yh = yδh + ξ
hbδh, with δh = mh

and det∇yh = 1 on Ωh.
(4.108)

In addition, ξh satisfies the pointwise estimates

|ξh − x3 | ≤ Chmin{−α,0} |x3 |
2,

|∂3ξ
h − 1| ≤ Chmin{−α,0} |x3 |,

|∇̃ξh | ≤ Ch−α−1 |x3 |
2.

(4.109)

everywhere on Ωh. Here, each C ≡ C(M) and does not depend on h.

We prove this lemma at the end of the section.

Remark 4.5.5 (i) The α ∈ {−1, 0, 1} dependent hypotheses (4.107) is related to
the (sufficiently) smooth approximations to midplane fields y and b which
satisfy (∇̃y |b)T (∇̃y |b) = `n0 a.e. on ω for idealized actuation. These approxi-
mations depend on the regularity of the midplane field y, b and n0. If the fields
are smooth enough, then no approximation is required, and this is reflected in
the hypotheses with α = −1. Lifted surfaces need not be smooth (i.e., we can
have y ∈ W 2,∞(ω,R3)\C3(ω̄,R3)). Consequently, approximations in this case
(i.e., yδ (α)) correspond to α = 0. Finally, nonisometric origami actuations
are strictly Lipschitz continuous, and as such, the approximations correspond
to α = 1.
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(ii) We will show below that the three dimensional extensions yh defined in (4.108)
have low energy for appropriate choices of yδ and bδ. Moreover, the estimates
(4.109) precisely quantify the approximation ξh ≈ x3, and these are crucial
for the energy argument.

(iii) We can choose m = 1 for α = {−1, 0}. For α = 1, we generally have to choose
m such that m ≥ max{C(M), 1} where C(M) is a constant that depends on M

but is independent of h.

The O(h3) energy argument for lifted surfaces and sufficiently smooth surfaces
We begin with the case of sufficiently smooth surfaces and programs which satisfy
the metric constraint. In this case, we do not have to approximate the midplane
fields associated to idealized actuation, and so the approach is straightforward.

Definition of three dimensional deformation for smooth surfaces: Let r̄ > 0. We sup-
pose that n0 ∈ C2(ω̄, S2) and y ∈ C3(ω̄,R3) such that (∇̃y)T ∇̃y = ˜̀n0 onω. Follow-
ing Proposition A.1.9, there exists a b ∈ C2(ω̄,R3) such that (∇̃y |b)T (∇̃y |b) = `n0

and det(∇̃y |b) = 1. The smoothness is due to the regularity of n0 and y by explicit
differentiation of the parameterization in (A.24). Now y and b satisfy the hypotheses
of Lemma 4.5.4 with α = −1 since these fields are δ-independent. Hence, for h > 0
sufficiently small there exists a ξh ∈ C1(Ωh,R) and an extension yh ∈ C1(Ωh,R

3)
with the properties:




yh := y + ξhb, det∇yh = 1 on Ωh,

|ξh − x3 | ≤ C |x3 |
2, |∂3ξ

h − 1| ≤ C |x3 |, |∇̃ξ
h | ≤ C |x3 |

2 on Ωh.
(4.110)

Proof of Theorem 4.5.1. We first note the yh( x̃, 0) = y( x̃) for x̃ ∈ ω since ξh( x̃, 0) =
0 by the first estimate for ξh in (4.110). So it remains to prove only theO(h3) scaling
of the energy Inh0

(yh).

We compute explicitly

∇yh = (∇̃y |b) + x3(∇̃b|0) + (ξh − x3)(∇̃b|0)

+ (∂3ξ
h − 1)b ⊗ e3 + b ⊗ ∇̃ξh.

(4.111)

Hence, by the estimates on ξh in (4.110), we conclude

∇yh = (∇̃y |b) +O(x3). (4.112)
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By hypothesis, (∇̃y |b)T (∇̃y |b) = `n0 , and so we find that

W e((∇̃y |b), n, n0) = WnH ((` f
n )−1/2(∇̃y |b)(`0

n0 )1/2) = 0 on ω (4.113)

following Proposition A.1.7 and the identity (2.3). Here, we have set

n :=
(∇̃y |b)n0

|(∇̃y |b)n0 |
on ω. (4.114)

Since the energy density (4.113) vanishes, we deduce from Proposition A.1.4 that

(` f
n )−1/2(∇̃y |b)(`0

n0 )1/2 =: R ∈ SO(3) on ω. (4.115)

Now, we let nh := (∇yh)nh
0/|(∇y

h)nh
0 | on Ωh, and observe that

(`0
nh0

)1/2 = (`0
n0 )1/2 +O(h), (4.116)

where the equality follows from the scaling of the non-ideal terms in (4.15). Addi-
tionally given (4.112), we conclude

(` f
nh

)−1/2 = (` f
n )−1/2 +O(x3) +O(h). (4.117)

Hence, combining the estimates (4.112), (4.116) and (4.117), we find

W e(∇yh, nh, nh
0 ) = WnH ((` f

n )−1/2(∇̃y |b)(`0
n0 )1/2 +O(x3) +O(h))

= WnH (RT (` f
n )−1/2(∇̃y |b)(`0

n0 )1/2 +O(x3) +O(h))

= WnH (I3×3 +O(x3) +O(h)) = O(h2) on ω.

(4.118)

For the last equality, we used the definition of R in (4.115) and for the inequality,
we used the estimate in Proposition A.1.3. Since this inequality holds on all of ω,

Ih
nh0

(yh) =
∫ h/2

−h/2

∫
ω

W e(∇yh, nh, nh
0 )dx = O(h3). (4.119)

This completes the proof. �

We now apply Lemma 4.5.4 to the case of lifted surfaces.

Definition of three dimensional deformations for lifted surfaces: Let r̄ > 1. We
suppose {ϕ, y, n0} are as in the lifted surface ansatz (i.e., y satsifying (4.101) and n0

satisfying (4.103) for ϕ as in (4.102) for somem > 0) and nh
0 is as in (4.15). For δ > 0

sufficiently small, there exist δ−dependent functions {ϕδ, yδ, n0,δ, bδ} approximating
this ansatz as detailed in Propositions 4.5.6-4.5.8 at the end of this section. The
approximations satisfy (∇̃yδ |bδ)T (∇̃yδ |bδ) ≈ `n0 , and they are sufficiently smooth
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so that we can apply Lemma 4.5.4 with α = 0 when we set δh ≡ δ = h (see Remark
4.5.5(iii)). Thus for h > 0 sufficiently small, there exists a ξh ∈ C1(Ωh,R) and an
extension yh ∈ C1(Ωh,R

3) with the properties:




yh := yδh + ξ
hbδh, det∇yh = 1 on Ωh,

|ξh − x3 | ≤ C |x3 |
2, |∂3ξ

h − 1| ≤ C |x3 |, |∇̃ξ
h | ≤ Ch−1 |x3 |

2 on Ωh

(4.120)

for C = C(∇̃y) > 0 independent of h. With this construction, we prove Corollary
4.5.2:

Proof of Corollary 4.5.2. We first note the yh( x̃, 0) = yδh ( x̃) for x̃ ∈ ω since
ξh( x̃, 0) = 0 by the first estimate for ξh in (4.120). Moreover, ‖yδh − y‖W1,∞ = O(h)
is shown in Proposition 4.5.7. So it remains to prove only the O(h3) scaling of the
energy Inh0

(yh).

For this, we note that given the estimates and properties established in Proposition
4.5.6-4.5.8, the fact that we are smoothing on a length scale δh ≡ δ = h and the
estimates for ξh in (4.120), the proof here follows exactly the same line of arguments
as in the theorem above by replacing {y, n0, n, b, R} with {yδh, n0,δh, nδh, bδh, Rδh }. �

It remains to construct the δ-dependent smoothings {ϕδ, n0,δ, yδ, bδ} asserted in the
definition of three dimensional deformations for lifted surfaces.

Construction of ϕδ. Consider any ϕ as in (4.102) for m > 0. We extend ϕ to all of
R2 yielding ϕ ∈ W 2,∞(R2,R3) (the extension is not relabeled), and we set

ϕδ := ηδ ∗ ϕ on r̄−1/6ω (4.121)

for a standard mollifier ηδ supported on a ball of radius δ/2. For this mollification,
we have:

Proposition 4.5.6 For δ > 0 sufficiently small, ϕδ in (4.121) belongs toC∞0 (r̄−1/6ω,R)
and satisfies the estimates

‖ϕ − ϕδ‖W1,∞ = O(δ), ‖∇̃ϕδ‖L∞ < λr,

‖∇̃(n)ϕδ‖L∞ = O(δ2−n), for any integer n ≥ 2.
(4.122)

Proof. ϕδ is smooth bymollification. It vanishes on the boundary of r̄−1/6ω for δ > 0
sufficiently small since by (4.102), sptϕ ⊂ r̄−1/6ωm := r̄−1/6{ x̃ ∈ ω : dist( x̃, ω) >
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m} and since ηδ is supported on a ball of radius δ/2. From standard manipulation of
the mollification (4.121), the estimate on the W 1,∞ norm follows from the Lipschitz
continuity of ϕ and ∇̃ϕ, the estimate on ∇̃ϕδ follows from that fact that ‖∇̃ϕ‖L∞ < λr ,
and the estimates on the higher derivatives follow from the fact that ∇̃∇̃ϕ ∈ L∞. �

Construction of n0,δ and yδ. We replace ϕ in the lifted surface ansatz (4.101) and
(4.103) with ϕδ from the proposition above and define n0,δ as in (4.103) and yδ as
in (4.101) with this replacement. We make the following observations:

Proposition 4.5.7 Let δ > 0 sufficiently small. Let n0,δ and yδ be as defined above
for ϕδ as in (4.121), ϕ as in (4.102), n0 as in (4.103) and y as in (4.101). Then
n0,δ ∈ C∞(ω̄, S2) and yδ ∈ C∞(ω̄,R3) and they satisfy

(∇̃yδ)T (∇̃yδ) = ˜̀n0,δ on ω

‖n0,δ − n0‖L∞ = O(δ), ‖yδ − y‖W1,∞ = O(δ),

‖∇̃yδ‖L∞ + ‖∇̃∇̃yδ‖L∞ + ‖∇̃n0,δ‖L∞ ≤ C,

‖∇̃(3)yδ‖L∞ + ‖∇̃∇̃n0,δ‖L∞ ≤ Cδ−1

(4.123)

for C independent of δ.

Proof. These properties are a consequence of the properties on ϕδ established in
Proposition 4.5.6. In particular, smoothness follows since ϕδ is a mollification;
the metric constraint holds by the equivalence (4.205) since ‖∇̃ϕδ‖L∞ < λr ; the
estimates on the approximations n0,δ − n0 and yδ − y follow from the W 1,∞ estimate
of ϕδ − ϕ using the explicit definition of each field; and the δ-dependent derivative
estimates follow from the δ-dependent derivative estimates of ϕδ again using the
explicit definition of each field. �

Construction of bδ. We construct the out-of-plane vector bδ : ω → R3 to ensure the
metric constraint is satisfied at the midplane:

Proposition 4.5.8 Let δ > 0 sufficiently small. Let nδ0 and yδ as in Proposition
4.5.7. There exists a bδ ∈ C∞(ω̄,R3) such that

(∇̃yδ |bδ)T (∇̃yδ |bδ) = `nδ0
, det(∇̃yδ |bδ) = 1,

‖bδ‖L∞ + ‖∇̃bδ‖L∞ ≤ C, ‖∇̃∇̃bδ‖L∞ ≤ Cδ−1
(4.124)

for C independent of δ.



157

Proof. Since by Proposition 4.5.7, we have (∇̃yδ)T ∇̃yδ = ˜̀n0,δ everywhere on
ω, we apply Proposition A.1.9 pointwise everywhere on ω. Thus, we define the
vector bδ : ω → R3 as in (A.24) with ∇̃yδ replacing F̃ and n0,δ replacing n0 in
these relations. Hence, (4.124) holds on ω. Smoothness follows since n0,δ, yδ
and the parameterization (A.24) are each themselves smooth. The estimates on
the derivatives of bδ follow from the estimates on the derivative of yδ and nδ0 in
Proposition 4.5.7 by explicit differentiation of the parameterization in (A.24). �

The O(h2) energy argument for nonisometric origami
We now apply Lemma 4.5.4 to the case of nonisometric origami. This requires the
existence of a δ-smoothing of y in the sense of Definition 4.3.2.

Definition of three dimensional deformations for nonisometric orgiami: Let r̄ > 0.
We supposeω ⊂ R2 and n0 satisfy Definition 4.3.1(i), y satsifies Definition 4.3.1(ii)
and nh

0 satisfies (4.15). In addition, we assume there exists a δ-smoothing yδ ∈

C3(ω̄,R3) as in Definition 4.3.2.

In Proposition 4.5.9 below, we prove that the existence of a δ-smoothing yδ also
guarantees the existence of a vector field bδ that complements yδ. (By this, we
mean that it satisfies (∇̃yδ |bδ)T (∇̃yδ |bδ) ≈ `n0 , and it is sufficiently smooth so that
we can apply Lemma 4.5.4 with α = 1.) Thus by Lemma 4.5.4, there exists a
m = m(∇̃y) ≥ 1 such that for h > 0 sufficiently small there exists a ξh ∈ C1(Ωh,R)
and an extension yh ∈ C1(Ωh,R

3) with the properties:




yh := yδh + ξ
hbδh with δh = mh, det∇yh = 1 on Ωh,

|ξh − x3 | ≤ Ch−1 |x3 |
2, |∂3ξ

h − 1| ≤ Ch−1 |x3 |, |∇̃ξ
h | ≤ Ch−2 |x3 |

2 on Ωh

(4.125)

for C = C(∇̃y) > 0 independent of h. With this construction, we prove Theorem
4.3.3.

Proof of Theorem 4.3.3. We first remark that yh( x̃, 0) = yδh ( x̃) for every x̃ ∈ ω

since ξh( x̃, 0) = 0 following the first estimate for ξh in (4.125). Further since yδh is
a δh-smoothing of y (recall definition 4.3.2), we find ‖yδh − y‖W1,2 = O(h). Thus,
it remains only to show that the energy scales as O(h2) for this deformation.

To this end, we first compute ∇yh explicitly. We find that

∇yh = (∇̃yδh |0) + ξh(∇̃bδh |0) + (∂1ξ
hbδh |∂2ξ

hbδh |∂3ξ
hbδh ), (4.126)
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and note that from Proposition 4.5.9, ∇̃bδh = 0 on the set ω \ ω̃δh where |ω̃δh | =

O(δh) = O(h). It follows that ξh = x3 on this set. Indeed, since det∇yh = 1, we
find that on ω \ ω̃δh ,

1 = det((∇̃yδh |0) + (∂1ξ
hbδh |∂2ξ

hbδh |∂3ξ
hbδh )) = ∂3ξ

h det(∇̃yδh |bδh ). (4.127)

Also from Proposition 4.5.9, det(∇̃yδh |bδh ) = 1. Thus, ∂3ξ
h = 1 on ω \ ω̃δh .

Consequently, ξh = x3 on this set since we have the condition ξh( x̃, 0) = 0.

To recap, we find that

∇yh = (∇̃yδh |bδh ) on ω \ ω̃δh . (4.128)

On the exceptional set ω̃δh , we find that

|∇yh | =
���(∇̃yδh |bδh ) + (∂3ξ

h − 1)bδh ⊗ e3

+ x3(∇̃bδh |0) + (ξh − x3)(∇̃bδh |0) + bδh ⊗ ∇̃ξ
h���

≤ |(∇̃yδh |bδh ) | + |∂3ξ
h − 1| |bδh |

+ |x3 | |∇̃bδh | + |ξ
h − x3 | |∇̃bδh | + |bδh | |∇̃ξ

h |

≤ C
(
1 + h−1 |x3 | + h−2 |x3 |

2
)
≤ C,

(4.129)

where each C = C(∇̃y,m(∇̃y)) > 0 is independent of h. These estimates follow
from the estimates (4.21), (4.139) in Proposition 4.5.9, and (4.125).

Now, we recall from Proposition 4.5.9 that (∇̃yδh |bδh )T (∇̃yδh |bδh ) = `n0 onω \ ω̃δh .
Thus,

W e((∇̃yδh |bδh ), nδh, n0)

= WnH ((` f
nδh

)−1/2(∇̃yδh |bδh )(`0
n0 )1/2) = 0 on ω \ ω̃δh

(4.130)

following Proposition A.1.7 and the identity (2.3). Here, we have set

nδh :=
(∇̃yδh |bδh )n0

|(∇̃yδh |bδh )n0 |
on ω. (4.131)

Since the energy density (4.130) vanishes, we deduce from Proposition A.1.4 that

(` f
nδh

)−1/2(∇̃yδh |bδh )(`0
n0 )1/2 =: Rh ∈ SO(3) on ω \ ω̃δh . (4.132)

We have yet to account for the non-ideal terms on this set as nh
0 in (4.15) is the

appropriate argument for the energy density, not n0. To do this, we exploit the
observation in (4.132). Indeed, we set

nh :=
(∇yh)nh

0

|(∇yh)nh
0 |

on Ωh (4.133)
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and observe
(`0

nh0
)1/2 = (`0

n0 )1/2 +O(h),

(` f
nh

)−1/2 = (` f
nδh

)−1/2 +O(h) on ω \ ω̃δh

(4.134)

following (4.128) and the scaling of the non-ideal term in (4.15). Hence on ω \ ω̃δh ,
we find

W e(∇yh, nh, nh
0 ) = WnH ((` f

nδh
)−1/2(∇̃yδh |bδh )(`0

n0 )1/2 +O(h))

= WnH ((Rh)T ((` f
nδh

)−1/2(∇̃yδh |bδh )(`0
n0 )1/2 +O(h)))

= WnH (I3×3 +O(h)) = O(h2).

(4.135)

For the equalities, we used (4.128), (4.134), the frame invariance of WnH , and
(4.132). For the inequality, we used the estimate in Proposition A.1.3.

Now, on the exceptional set ω̃δh , we have

W e(∇yh, nh, nh
0 ) ≤ c(|∇yh |2 + 1) ≤ C (4.136)

given the estimate in Proposition A.1.2 and (4.129). Thus, on the set ω̃δh , the
energy is |O(1) | compared to h but this set is small for nonisometric origami, i.e.,
|ω̃δh | = O(δh) = O(h) given δh = mh in (4.125). Hence, combining the estimates
(4.135) and (4.136), we conclude

Ih
nh0

(yh) =
∫ h/2

−h/2

∫
ω̃δh

W e(∇yh, nh, nh
0 )dx

+

∫ h/2

−h/2

∫
ω\ω̃δh

W e(∇yh, nh, nh
0 )dx

≤ Ch|ω̃δh | +O(h3) = O(h2).

(4.137)

This completes the proof. �

Proposition 4.5.9 Let r̄ > 0. Let ω and n0 satisfy Definition 4.3.1(i) and y ∈

W 1,∞(ω,R3) satisfy Definition 4.3.1(ii). If there exists a δ-smoothing yδ of y as in
definition 4.3.2, then for δ > 0 sufficiently small, there exists a bδ ∈ C2(ω̄,R3) such
that

(∇̃yδ |bδ)T (∇̃yδ |bδ) = `n0 and ∇̃bδ = 0

on ω \ ω̃δ with |ω̃δ | = O(δ),

det(∇̃yδ |bδ) = 1 everywhere on ω.

(4.138)

Moreover, bδ satisfies

‖bδ‖L∞ ≤ C, ‖∇̃bδ‖L∞ ≤ Cδ−1, ‖∇̃∇̃bδ‖L∞ ≤ Cδ−2 (4.139)
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everywhere on ω for some C > 0 which can depend on y and n0 but is independent
of δ.

Proof. From Proposition A.1.9, if F̃ ∈ R3×2 and n0 ∈ S
2 such that F̃T F̃ = ˜̀n0 , then

there exists a b ≡ b(F̃, n0) ∈ R3 such that (F̃ |b)T (F̃ |b) = `n0 and det(F̃ |b) = 1. The
parameterization is explicit, i.e., (A.24). Hence, we set

bδ := b(∇̃yδ, n0,δ) on ω (4.140)

for the δ-smoothing yδ and the director n0,δ ∈ C∞(ω̄, S2) given below in Proposition
4.5.10. The parameterization b(F̃, n0) is smooth in its arguments when |F̃ ẽ1 ×

F̃ ẽ2 | is bounded away from zero. Consequently, (4.139) holds by the chain rule
given the properties of the δ-smoothing yδ and that n0,δ satisfies (4.141). Further
det(∇̃yδ |bδ) = 1 everywhere on ω as the parameterization ensures this (even when
the metric constraint is not satisfied).

It remains to verify the first two properties in (4.138). To this end, note for δ
sufficiently small we have that yδ = y except on a set of measureO(δ) (by hypothesis
of a δ-smoothing) and that n0,δ = n0 except on (perhaps a different) set of measure
O(δ) (Proposition 4.5.10 below). Therefore, we conclude that there is a set ω̃δ of
measure O(δ) such that yδ = y and n0,δ = n0 on ω \ ω̃δ. Moreover, ∇̃y = const.,
n0 = const. and (∇̃y)T ∇̃y = ˜̀n0 in any connected region in ω \ ωδ. Hence, we
conclude the first two properties in (4.138) given (4.140) for b as in Proposition
A.1.9. �

To construct bδ, we utilized a smoothing approximation for the piecewise constant
direction design n0 : ω → S2 akin to a construction of DeSimone (Assertion 1 [36]).
Precisely:

Proposition 4.5.10 Let r̄ > 0. Letω and n0 satisfy (4.19). For any δ > 0 sufficiently
small, there exists an n0,δ ∈ C∞(ω̄, S2) which satisfies

n0,δ = n0 on ω \ ωδ with |ωδ | = O(δ),

‖∇̃n0,δ‖L∞ ≤ Cδ−1 and ‖∇̃∇̃n0,δ‖L∞ ≤ Cδ−2.
(4.141)

Here C ≡ C(n0) > 0 is independent of δ.

Proof. Given thatω = ∪α=1,...,Nωα for connected polygonal regionsωα and n0 : ω →
S2 satisfies n0 = n0α on eachωα, there exists a ν ∈ S2 such that Bε (ν)∩range{n0} = ∅
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for some ε > 0. We let Πν : S2 \ {ν} → R2 denote the stereographic projection with
projection point ν. This map is bijective (i.e., there exists a Π−1

ν : R2 → S2 \ {ν}).
Thus, we extend n0 to all of R2 by setting n0 = n01 for R2 \ ω (we do not relabel)
and we define

n0,δ ( x̃) = (Π−1
ν ◦ (ηδ ∗ (Πν ◦ n0)))( x̃), x̃ ∈ ω. (4.142)

Here ηδ ∈ C∞(R2,R) is the standard mollifier on R2 supported on a ball of radius
δ/2.

We claim that thismap has all the properties stated in the proposition. Indeed,Πν◦n0

maps to a compact subset of R2 given that ν is at least ε away from any n0α. Thus,
‖Πν ◦ n0‖L∞ ≤ C for C ≡ C(n0) > 0. Consequently, ηδ ∗ (Πν ◦ n0) ∈ C∞(R2,R2)
with

‖∇̃(ηδ ∗ (Πν ◦ n0))‖L∞ ≤ Cδ−1

‖∇̃∇̃(ηδ ∗ (Πν ◦ n0))‖L∞ ≤ Cδ−2
(4.143)

given that ηδ is the mollifier as above. Here C ≡ C(n0) > 0 is independent of δ > 0.
Now Π−1

ν is smooth. Thus, n0,δ ∈ C
∞(ω̄, S2) and by the chain rule, we deduce the

estimates in (4.141).

For the equality condition in (4.141), we set ωδ = { x̃ ∈ ω : dist( x̃, ∂ωα) ≤
δ/2 for some α ∈ {1, . . . , N })}. Clearly this set has measure O(δ) for δ > 0
sufficiently small. Moreover, we observe that

ηδ ∗ (Πν ◦ n0) = IIν ◦ n0 on ω \ ωδ (4.144)

since n0 = const. on Bδ/2( x̃) for any x̃ ∈ ω \ ωδ. Given this and the definition of
n0,δ in (4.142), we deduce the equality in (4.141). This completes the proof. �

Proof of Lemma 4.5.4. (On incompressibility)
Here we prove Lemma 4.5.4, which develops (and catalogues properties associ-
ated with) explicit constructions of incompressible deformations for thin elastomer
sheets. Proof of Lemma 4.5.4. We set δh = mh for m ≥ 1 to be determined in
Proposition 4.5.11 below. We consider the function vh ≡ vh(α) given by

vh( x̃, x3) := yδh ( x̃) + x3bδh ( x̃) (4.145)

and assume x3 ∈ (−h/2, h/2). Since∇vh = (∇̃yδh |bδh )+x3(∇̃bδh |0) and det(∇̃yδh |bδh ) =
1, we let Sh ≡ Sh(α) := (∇̃yδh |bδh )−1(∇̃bδh |0) and find

det∇vh = det((∇̃yδh |bδh )−1∇vh) = det(I + x3Sh)

= 1 + x3 Tr(Sh) + x2
3 Tr(cof Sh) + x3

3 det(Sh).
(4.146)
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For the estimates below, C ≡ C(M). We note that ‖(∇̃yδh |bδh )−1‖L∞(ω) ≤ C since
the determinant is unity, and therefore |Sh | ≤ Cδmin{−α,0}

h by hypothesis and

| det∇vh − 1| ≤ C
(
|x3 |δ

min{−α,0}
h + |x3 |

2δ2 min{−α,0}
h + |x3 |

3δ3 min{−α,0}
h

)
≤ C |x3 |δ

min{−α,0}
h for α ∈ {−1, 0, 1}, m ≥ 1.

(4.147)

In addition, for β = 1, 2, since ‖∂βSh‖L∞(ω) ≤ C(δ2 min{−α,0}
h + δ−α−1

h ) ≤ Cδ−α−1
h for

α ∈ {−1, 0, 1} and since |∂β Tr(Sh) | ≤ |∂βSh |, |∂β Tr(cof Sh) | ≤ 2|Sh | |∂βSh | and
|∂β det(Sh) | ≤ |Sh |2 |∂βSh |, we conclude that

|∂β det∇vh | ≤ C
(
|x3 |δ

−α−1
h + |x3 |

2δmin{−α,0}
h δ−α−1

h

+ |x3 |
3δ2 min{−α,0}

h δ−α−1
h

)
≤ C |x3 |δ

−α−1
h for β ∈ {1, 2}, α ∈ {−1, 0, 1}, m ≥ 1.

(4.148)

Now since vh is not incompressible, we modify it through a non-linear change in
coordinates. We let Ξh( x̃, x3) = ( x̃, ξh( x̃, x3)) for ξh ∈ C1(Ωh,R) to be determined,
and we define yh ≡ yh(α) := vh ◦ Ξh. Hence, by the column linearity of the
determinant, we find that

det∇yh = det(∇vh ◦ Ξh)∂3ξ
h. (4.149)

Thus, satisfying the determinant constraint on∇yh amounts to satisfying the ordinary
differential equation

∂3ξ
h =

1
det(∇vh ◦ Ξh)

on Ωh (4.150)

for some ξh. There is an m = m(α, M) ≥ 1 such that for h > 0 sufficiently small,
there is a solution to (4.150), i.e., ξh ≡ ξh(α) for a ξh ∈ C1(Ωh,R) with the initial
condition ξh( x̃, 0) = 0, see Proposition 4.5.11.

It remains to prove the estimates in (4.109). By Proposition 4.5.11, the map ξh

satisfies pointwise

|ξh | ≤ 2|x3 |, |∂3ξ
h | ≤ 2 (4.151)

everywhere on Ωh. Thus, given (4.150),(4.147) and the estimates above, we deduce

|∂3ξ
h − 1| ≤ |∂3ξ

h | | det(∇vh ◦ Ξh) − 1|

≤ Chmin{−α,0} |ξh | ≤ Chmin{−α,0} |x3 |
(4.152)
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everywhere on Ωh. Similarly,

|ξh − x3 | ≤ |

∫ x3

0
(∂3ξ

h − 1)dx̄3 |

≤

∫ |x3 |

0
|∂3ξ

h − 1|dx̄3 ≤ Chmin{−α,0} |x3 |
2

(4.153)

everywhere onΩh. Finally, to estimate the first and second derivative of ξh, we define
Fh( x̃, t) :=

∫ s
0 det(∇vh( x̃, s))ds, and notice that the ordinary differential equation in

(4.150) is equivalent to the implicit equation Fh( x̃, ξh(x)) = x3. Differentiating this
equation with respect to x β, β = 1, or 2, we find∫ ξh

0
∂β det(∇vh)ds + det(∇vh ◦ Ξh)∂βξh = 0. (4.154)

Hence using (4.150), (4.148) and (4.151),

|∂βξ
h | ≤ |∂3ξ

h |

∫ |ξh |

0
|∂β det∇vh |ds

≤ Ch−α−1
∫ |ξh |

0
|s |ds ≤ Ch−α−1 |x3 |

2

(4.155)

everywhere on Ωh for β = 1, 2. These are the desired estimates. �

Proposition 4.5.11 Let α ∈ {−1, 0, 1}. Let vh ≡ vh(α) as defined in (4.145) with
yδh and bδh as in Lemma 4.5.4 with δh = mh. There is an m = m(α, M) ≥ 1 such
that for any h > 0 sufficiently small, there exists a ξh ≡ ξh(α) ∈ C1(Ωh,R) such
that

∂3ξ
h =

1
det(∇vh ◦ Ξh)

on Ωh, with ξh( x̃, 0) = 0. (4.156)

Moreover ξh satisfies pointwise the estimate

|ξh | ≤ 2|x3 |, |∂3ξ
h | ≤ 2 on Ωh. (4.157)

Proof. For α ∈ {−1, 0, 1} and h > 0, we consider the mapping T h ≡ T h(α) : Mh →

C(Ω̄h) given by

T h(φ)( x̃, x3) =
∫ x3

0

1
det(∇vh( x̃, φ( x̃, s)))

ds for each ( x̃, x3) ∈ Ωh, (4.158)

whereMh ≡ Mh(α) is given by

Mh :=
{
φ ∈ C(Ωh) : φ( x̃, 0) = 0, |φ( x̃, x3) | ≤ 2|x3 |,

det(∇vh( x̃, φ( x̃, x3))) ≥ 1/2 for each ( x̃, x3) ∈ Ωh
}
.

(4.159)
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This is a (non-empty) complete space under the infinity norm. Thus, we aim to
show that there is an appropriate choice of m = m(α, M) in δh such that for h > 0
sufficiently small, the mapping T h is, in fact, a contraction map in the space Mh

under the infinity norm. The proposition will follow by the equivalence of the
integral representation of (4.156).

We first prove that T h is an operator (i.e., T h : Mh →Mh) for an appropriate choice
of m = m(α, M) and small enough h. For the estimates below, C ≡ C(M). Since
φ ∈ Mh, we have

|T h(φ)( x̃, x3) | ≤ 2|x3 |, for each ( x̃, x3) ∈ Ωh. (4.160)

In addition, using a similar estimate to (4.147), we obtain

| det∇vh( x̃,T h( x̃, x3)) − 1| ≤ C |T h( x̃, x3) |δmin{−α,0}
h

≤ C |x3 |hmin{−α,0}mmin{−α,0}
(4.161)

for α ∈ {−1, 0, 1}. Thus, for α ∈ {−1, 0}, we need only enforce m ≥ 1 and for α = 1
we enforce m = m(α, M) ≥ max{2C, 1} to ensure T h ≡ T h(α) is an operator for
small h.

It remains to prove that T h is a contraction under the L∞ norm. Observe for
φ, ψ ∈ Mh,

|T h(φ)( x̃, x3) − T h(ψ)( x̃, x3) |

≤ 4
∫ |x3 |

0
| det(∇vh( x̃, ψ( x̃, s)) − det(∇vh( x̃, φ( x̃, s)) |ds

≤ Cδmin{−α,0}
h

∫ |x3 |

0
|ψ( x̃, s) − φ( x̃, s) |ds

≤ Cmmin{−α,0}hmin{−α,0}h‖ψ − φ‖L∞(Ωh )

(4.162)

for any ( x̃, x3) ∈ Ωh. Here the first inequality uses the determinant constraint on
Mh, the second uses the equation (4.146), and the third uses that δh = mh. Finally,
from this estimate, it is clear that we can choose m = m(α, M) ≥ 1 independent of
h (in fact m = 1 suffices for α = −1, 0 as in the remark), such that for h sufficiently
small

‖T h(φ) − T h(ψ)‖L∞(Ωh ) < ‖ψ − φ‖L∞(Ωh ), (4.163)

i.e., it is a contraction map.
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We now fix this m = m(α, M) and an h > 0 sufficiently small. Since T h ≡ T h(α) is
a contraction map, there exists a ξh ≡ ξh(α) such that

ξh = T h(ξh) =
∫ x3

0

1
det(∇vh( x̃, ξh( x̃, s)))

ds for each ( x̃, x3) ∈ Ωh. (4.164)

This is equivalent to the ordinary differential equation (4.156). The regularity
ξh ∈ C1(Ωh,R) follows from the regularity of yδh and bδh . The estimates (4.157)
follow from the fact that ξh ∈ Mh. This completes the proof. �

4.6 The metric constraint as a necessary condition for bending
We come to our last main result. So far, we exhibited constructions (nonisometric
origami and smooth surfaces) which satisfy the metric constraint (4.17) and this
guarantees that they have small entropic strain energy (O(h2) and O(h3) respec-
tively). Now, we assume that the strain energy of a sequence of yh is of order h3 (i.e.,
is small) and we prove a suitable rescaling of yh converges to a map y : ω → R3

satisfying the metric constraint. For this, we augment the entropic elastic energy
from before.

We no longer require the deformed director nh to be constrained as nh =
(∇yh )nh0
|(∇yhnh0 |

(see the discussion in Remark 4.2.1(iii)). Instead, we introduce the non-ideal elastic
energy associated to nematic elastomers. Following Biggins et al. [17, 18] and
others [27, 76, 101, 100], we take W ni : R3×3×S2×S2 → R∪ {+∞} to be as in (2.8)
(see Remark 4.6.2 below). Moreover, we set Ŵ := (µ/2)−1(W e +W ni), and study
the combined energy

I
h,
√
κ/µ

nh0
(yh, nh) :=

∫
Ωh

(
Ŵ (∇yh, nh, nh

0 ) +
κ

µ
|∇nh |2

)
dx. (4.165)

Here, we also introduce a Frank elastic term (see Remark 4.6.3 below) for which
κ > 0 is the modulus of this elasticity.

For the compactness result, we rescale the x3 variable via a change of coordinates
z(x) = ( x̃, h−1x3). This allows us to consider sequences on the fixed domain
Ω = ω × (−1/2, 1/2), i.e.,

vh(z(x)) = yh(x), mh
0 (z(x)) = nh

0 (x),

h−3Ih,ε
nh0

(yh, nh) ≡ J h,ε
mh

0
(vh,mh),

(4.166)

where the rescaled energy J h,ε
mh

0
: W 1,2(Ω,R3) ×W 1,2(Ω, S2) → R ∪ {+∞} is given

by

J
h,ε

mh
0

(vh,mh) :=
∫
Ω

(
1
h2 Ŵ (∇hv

h,mh,mh
0 ) +

ε2

h2 |∇hmh |2
)

dz. (4.167)
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Here, for f : Ω→ R3, we denote ∇h f as (∇̃ f | 1h∂3 f ), which reflects the rescaling of
x3 by 1/h.

Given these rescalings, we have:

Theorem 4.6.1 (Compactness) Let r > 0. Let n0 ∈ W 1,2(ω, S2) and let

cl h ≤ ε ≡ εh ≤ cuh, (4.168)

for some constants cu ≥ cl > 0. Moreover, let mh
0 satisfy

mh
0 (z) = n0( z̃) +O(h), for a.e. z ∈ Ω, i.e., ‖mh

0 − n0‖L∞(Ω) ≤ τh. (4.169)

For every sequence {vh,mh} ⊂ W 1,2(Ω,R3) ×W 1,2(Ω, S2) with J h,εh
mh

0
(vh,mh) ≤ C

as h → 0, there exists a subsequence (not relabeled) and a y ∈ W 2,2(Ω,R3)
independent of z3 such that as h → 0(

vh −
1
|Ω|

∫
Ω

vhdz
)
→ y in W 1,2(Ω,R3) with (∇̃y)T ∇̃y = ˜̀n0 a.e. on ω.

(4.170)

Moreover as h → 0, mh − σ
(∇vh )mh

0
|(∇vh )mh

0 |
L2(Ω) → 0 for some σ a fixed constant from

the set {1,−1}.

In the energy (4.165) above, we introduced two new terms compared to the strain
energy (4.14): the non-ideal term (2.8) (which replaces the hard kinematic con-
straint) and the Frank elastic term |∇nh |2. We now discuss the physical background
behind these energetic contributions.

Remark 4.6.2 (The non-ideal energy density) (i) The energy densityW ni in (2.8)
for this contribution is well-established in the physics literature [18, 17, 76]
(though, in these works it is written out in a different but nevertheless com-
pletely equivalent form). It has microscopic origins as detailed by Verwey and
Warner [100], and a slight variant of this energy has been used to explain the
semi-soft behavior of clamped-stretched nematic elastomer sheets [27, 101].
This was discussed further in Chapter 2.

(ii) The non-ideal term prevents the material from freely forming microstructure
at low energy. As we discussed in Remark 4.2.1(iii), some control on mi-
crostructure is necessary for predictable shape actuation. Nematic elastomers
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heterogeneously patterned for actuation are typically cross-linked in the ne-
matic phase (e.g., the samples of Ware et al. [102]), and thus encode some
memory of their patterned director n0. The non-ideal term (2.8) is modeling
this memory. (This is in contrast to nematic elastomers which are cross-linked
in the high temperature isotropic phase as in the samples of Kundler and
Finkelmann [58], and which do readily form microstructure.)

(iii) During thermal actuation, the entropic energy density W e is minimized (and
equal to zero) when F = (` f

n )1/2R(`0
n0 )−1/2 for any R ∈ SO(3) and any n ∈ S2.

That is, there is a degenerate set of shape-changing soft deformations since n

is unconstrained by the deformation. Introducing the non-ideal term breaks
this degeneracy. Specifically, if W e and W ni are both minimized (and equal to
zero), then n = σRν0 = σFn0/|Fn0 | for σ ∈ {−1, 1} in addition to the identity
above (we make this precise in Proposition A.1.8 in the appendix). That is, ν
is no longer unconstrained, but instead the initial director ν0 gets convected
by the deformation to ν (or −ν0 gets convected to ν since the energies are
invariant under a change of sign of the director). This observation underlies
the fact that the director is approximately convected by the deformation at low
enough energies (and therefore, we recover the sharp kinematic constraint in
(4.14) up to a trivial change in the sign in the limit h → 0). As a result, the
metric constraint emerges rigorously at the bending scale.

Remark 4.6.3 (Frank elasticity) (i) Our augmented energy also considersFrank
elasticity as a contribution. The presence of this term allows us to employ the
geometric rigidity result of Friesecke, James and Müller [46]. Geometric
rigidity is the central technical tool for deriving a compactness result for bend-
ing theories from three dimensional elastic energies (compare [16, 45, 62,
63]). The choice ε ∝ h is dictated by the desire to have Frank elasticity be
comparable to the entropic elasticity (and thus to get a non-trivial limit) at the
bending scale. We discuss this further below.

(ii) Following de Gennes and Prost [49], Frank elasticity is a phenomenological
continuum model for an energy penalizing distortions in the alignment of the
current director n which can be bounded from above an below as

1
2
κl |grad n|2 ≤ WFr ≤

1
2
κu |grad n|2 (4.171)

for κl ≤ κu (recall the discussion on Frank elasticity in Chapter 2).



168

We are interested foremost in how Frank energy may compete with the entropic
energy at the bending scale. Thus, we consider only the simplified model
penalizing |grad n|2 since the detailed model is sandwiched energetically by
models of this type (4.171). We make a further assumption regarding how
distortions in nematic alignment are accounted in the energetic framework.
To elaborate, a model for Frank elasticity should ideally penalize spatial
distortions in the alignment of the director field, i.e., the grad operator should
be with respect to the current frame. Unfortunately, this seems quite technical
to capture in a variational setting, as notions of invertibility of Sobolev maps
must be carefully considered. It is, however, an active topic of mathematical
research. For instance, we refer the interested reader to the works of Barchiesi
and DeSimone [8] and Barchiesi et al. [9] for Frank elasticity and nematic
elastomers in this context. Nevertheless, for our purpose in understanding
whether the metric constraint (4.17) is necessitated by a smallness in the
energy, we find it sufficiently interesting to consider the simplified model

WFr ≈
κ

2
|∇nh |2, nh : Ωh → S

2 (4.172)

where nh refers to the current director field as a mapping from the initially flat
sheet Ωh and ∇ is the gradient with respect to this reference state. The term
(4.172) is the one that appears in the energy (4.165).

(iii) The parameter ε =
√
κ/µ is likely quite small in nematic elastomers, typiccally

ε ∼ 10− 100nm (recall the discussion on Frank elasiticy in Chapter 2). Thus,
entropic elasticity will often dominate Frank elasticity in these elastomers.
However, a typical thin sheet will have a thickness h ∼ 10 − 100µm. So
there are two small length scales to consider in this problem. For mechanical
boundary conditions which induce stretch and stress in these sheets, the en-
tropic energy does appear to dominate the Frank term. For instance, stripe
domains of oscillating nematic orientation would be suppressed by a large
Frank energy, and yet these have been observed by Kundler and Finkelmann
[58] in the clamped stretch experiments on thin sheets. Mathematically, this
dominance under stretch is made precise, for instance, by Cesana et al. [25] in
studying an energy which includes Frank and entropic elastic contributions.
The resulting membrane theory does not depend on Frank elasticity. These
results notwithstanding, actuation of nematic sheets with controlled hetero-
geneity occurs at a much lower energy state. Therefore, it is possible that
the actuated configuration emerges from a non-trivial competition between
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entropic and Frank elasticity at these small energy scales. Hence, we study
this competition in an asymptotic sense by taking h and ε → 0.

Proof of Theorem 4.6.1.
In this section, we prove that themetric constraint (4.17) is necessary for a configura-
tion in pure bending when Frank elasticity is comparable to entropic elasticity at the
bending scale (Theorem 4.6.1). First, we address some key preliminary results for
this compactness, including a crucial lemma which is a consequence of geometric
rigidity. Then, we prove Theorem 4.6.1.

Preliminaries for compactness
The key lemma which enables a proof of compactness in this setting is based on the
result of geometric rigidity by Friesecke, James and Müller [46], and generalization
to non-Euclidean plates by Lewicka and Pakzad [63].

Lemma 4.6.4 Let ω ⊂ R2 bounded and Lipschitz, and r f , r0 > 1 and τ ≥ 0. There
exists a C = C(ω, r f , r0, τ) > 0 with the following property: For every h > 0,
Ωh := ω × (−h/2, h/2), yh ∈ W 1,2(Ωh,R

3), nh ∈ W 1,2(Ωh, S
2) and nh

0 as in (4.15)
with n0 ∈ W 1.2(ω, S2), there exists an associated matrix field Gh : ω → R3×3

satisfying the estimates

1
h

∫
Ωh

|Gh − (` f
nh

)−1/2(∇yh)(`0
nh0

)1/2 |2dx

≤
C
h

∫
Ωh

(
dist2((` f

nh
)−1/2(∇yh)(`0

nh0
)1/2, SO(3))

+ h2(|∇nh |2 + |∇̃n0 |
2 + 1)

)
dx,∫

ω
|∇̃Gh |2dx̃

≤
C
h3

∫
Ωh

(
dist2((` f

nh
)−1/2(∇yh)(`0

nh0
)1/2, SO(3))

+ h2(|∇nh |2 + |∇̃n0 |
2 + 1)

)
dx.

(4.173)

We address this result at the end of the section. For similar results related to
non-Euclidean plates in a different context, see Lewicka et al. [16, 62].

Recall the rescaled variables vh and mh
0 defined at the start of this section. We have:
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Proposition 4.6.5 Let ω ⊂ R2 bounded and Lipschitz, r f , r0 > 1, τ ≥ 0, and εh

as in (4.168). Let vh ∈ W 1,2(Ω,R3), mh ∈ W 1,2(Ω, S2) and mh
0 as in (4.169) for

n0 ∈ W 1,2(ω, S2). There exists an associated matrix field Gh : ω → R3×3 such that∫
Ω

|Gh − (` f
mh )−1/2(∇hv

h)(`0
mh

0
)1/2 |2dz

≤ Ch2(J h,εh
mh

0
(vh,mh) + ‖∇̃n0‖

2
L2(ω) + 1)∫

Ω

|∇̃Gh |2dz̃ ≤ C(J h,εh
mh

0
(vh,mh) + ‖∇̃n0‖

2
L2(ω) + 1)

(4.174)

for εh, cl as in (4.168) and some uniformC = C(ω, r f , r0, cl, τ) which is independent
of h.

Proof. Using Proposition A.1.4 and the identity (2.3), we find that∫
Ω

dist2((` f
mh )−1/2(∇hv

h)(`0
mh

0
)1/2, SO(3))dz

≤

∫
Ω

ŴnH ((` f
mh )−1/2(∇hv

h)(`0
mh

0
)1/2)dz,

≤

∫
Ω

Ŵ e(∇hv
h,mh,mh

0 )dz ≤
∫
Ω

Ŵ (∇hv
h,mh,mh

0 )dz,

(4.175)

where (̂·) = (2/µ)(·) and the last inequality follows given W ni in (2.8) is ≥ 0. Since
εh as in (4.168), we also find that∫

Ω

h2 |∇hmh |2dz ≤
1
c2

l

∫
Ω

ε2
h |∇hmh |2dz. (4.176)

Combining these two estimates, we find that∫
Ω

(
dist2((` f

mh )−1/2(∇hv
h)(`0

mh
0
)1/2, SO(3)) + h2 |∇hmh |2

)
dz

≤ Ch2J h,εh
mh

0
(vh,mh)

(4.177)

for some uniform C = C(cl ).

To obtain the desired estimates in (4.174), we change variables via z(x) := (x1, x2,
x3
h )

for x ∈ Ωh, set the functions as defined in (4.166), apply Lemma 4.6.4, and the es-
timates follow from the bound (4.177). �

Compactness for comparable entropic and Frank elasticity in bending
We turn now to the proof of Theorem 4.6.1. For clarity, we break up the proof into
several steps.
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Recall that for this theorem, we suppose mh
0 as in (4.169) with n0 ∈ W 1,2(ω, S2)

and εh as in (4.168). We consider a sequence {vh,mh} ⊂ W 1,2(Ω,R3) ×W 1,2(Ω, S2)
such that

J
h,εh

mh
0

(vh,mh) ≤ C, (4.178)

for all h small and for some C independent of h. The convergences stated in each
step are for a suitably chosen subsequence as h → 0.

Step 1. mh
0 → n0 in L2(Ω, S2), and (`0

mh
0
)±1/2 → (`0

n0 )±1/2 in L2(Ω,R3×3).

The first convergence is a trivial consequence of the definition of mh
0 in (4.169).

The second follows from the estimate |(`0
ν1 )±1/2 − (`0

ν2 )±1/2 | ≤ C(r0) |ν1 − ν2 | for
ν1,2 ∈ S

2 and the first convergence. �

Step 2. mh ⇀ n in W 1,2(Ω, S2) for some n independent of z3 and (` f
mh )±1/2 →

(` f
n )±1/2 in L2(Ω,R3×3).

For h sufficiently small, we have

1
c2

l

∫
Ω

|∇mh |2dz ≤
1
c2

l

∫
Ω

(
|∇̃mh |2 +

1
h2 |∂3mh |2

)
dz

≤ J
h,εh

mh
0

(vh,mh) ≤ C
(4.179)

for C independent of h by (4.178). Thus, up to a subsequence, mh ⇀ n in
W 1,2(Ω,R3). By Rellich’s theorem, taking a further subsequence (if necessary),
we have strong convergence, mh → n in L2(Ω,R3). Since mh ∈ S2 a.e., we deduce
that n ∈ S2 a.e. by this strong convergence. Further, n is independent of z3 since by
the estimate (4.179), we find ∂3mh → 0 in L2(Ω,R3), and therefore ∂3n = 0 a.e. by
the uniqueness of the weak W 1,2 limit. The convergences of (` f

mh )±1/2 follow by an
argument similar to the convergences of (`0

mh
0
)±1/2 in Step 1. �

Step 3. (vh − 1
|Ω|

∫
Ω
vhdz) ⇀ y in W 1,2(Ω,R3) for some y independent of z3. Also,

h−1∂3v
h ⇀ b in L2(Ω,R3).

For h sufficiently small, we have

1
c

∫
Ω

( |∇̃vh |2 + |h−1∂3v
h |2 − 1)dz

≤

∫
Ω

Ŵ e(∇hv
h,mh,mh

0 )dz ≤ J h,εh
mh

0
(vh,mh) ≤ C

(4.180)

by Proposition A.1.2 and (4.178). Thus, since |∇vh | ≤ |∇hv
h | for h small, we

conclude the first convergence (up to a subsequence) given the estimate (4.180) and
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an application of the Poincaré inequality. We again use (4.180) to conclude that up
to a subsequence, h−1∂3v

h ⇀ b in L2(Ω,R3) for some vector valued function b, and
that the limit y is independent of z3 (exactly the same argument as in Step 2 for n

independent of z3). �

Step 4. There exists a sequence of matrix fields {Gh} with Gh : ω → R3×3 such that∫
Ω

|Gh − (` f
mh )−1/2(∇hv

h)(`0
mh

0
)1/2 |2dz ≤ Ch2,

∫
ω
|∇̃Gh |2dz̃ ≤ C (4.181)

for C independent of h. Moreover, Gh ⇀ R in W 1,2(ω,R3×3) with R ∈ SO(3) a.e.

To obtain the estimates in (4.181), we first apply Proposition 4.6.5 to obtain each
matrix field Gh, and then observe that the estimates follow from the bound on the
energy (4.178) and the fact that by hypothesis n0 ∈ W 1,2(ω, S2).

For the convergence, we note the first estimate in (4.181) implies∫
ω
|Gh |2dz̃ ≤ Ch2 + 2c(r f , r0)

∫
Ω

|∇hv
h |2dz. (4.182)

The constant c(r f , r0) is from estimating the step-length tensors. From Step 3, ∇hv
h

is bounded uniformly in L2, and therefore using the above estimate and the second
estimate in (4.181), we conclude that up to a subsequence Gh ⇀ R inW 1,2(ω,R3×3).
Now, to deduce that R ∈ SO(3) a.e., we estimate via two applications of the triangle
inequality∫

ω
dist2(R, SO(3))dz̃ ≤ 2

∫
Ω

(
dist2(Gh, SO(3))dz + |Gh − R|2

)
dz

≤ C
(
h2 +

∫
Ω

(dist2((` f
mh )−1/2(∇hv

h)(`0
mh

0
)1/2, SO(3)) + |Gh − R|2)dz

)
≤ C

(
h2 + h2J h,εh

mh
0

(vh,mh) +
∫
ω
|Gh − R|2dz̃

)
.

(4.183)
In the second estimate, we also use the first estimate in (4.181). For the third estimate,
we recall (4.177). Now, by Rellich’s theorem, we have Gh → R in L2(Ω,R3×3) for
a subsequence. Thus, it is clear given (4.178) that the upperbound above vanishes
as h → 0. This implies R ∈ SO(3) a.e. as desired. �

Step 5. (` f
mh )−1/2(∇hv

h)(`0
mh

0
)1/2 → R in L2(Ω,R3×3) for R from Step 4.

Since∫
Ω

|(` f
mh )−1/2(∇hv

h)(`0
mh

0
)1/2 − R|2dz

≤ 2
∫
Ω

(
|Gh − R|2 + |Gh − (` f

mh )−1/2(∇hv
h)(`0

mh
0
)1/2 |2

)
dz,

(4.184)
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we conclude that (` f
mh )−1/2(∇hv

h)(`0
mh

0
)1/2 → R in L2(Ω,R3×3) using Step 4. �

Step 6. Actually, R = (` f
n )−1/2(∇̃y |b)(`0

n0 )−1/2 a.e. for the limiting fields above. In
particular, (` f

n )−1/2(∇̃y |b)(`0
n0 )1/2 ∈ W 1,2(ω, SO(3)).

We observe that ‖(` f
mh )−1/2(∇hv

h)‖L2(Ω) ≤ c(r f )‖∇hv
h‖L2(Ω) ≤ C by the compact-

ness of the step-length tensor on S2 and following Step 3. So up to a subsequence
(` f

mh )−1/2(∇hv
h) converges weakly in L2(Ω,R3×3). In addition, the results of Step

2 and 3 imply (` f
mh )−1/2(∇hv

h) ⇀ (` f
n )−1/2(∇̃y |b) in L1(Ω,R3×3). Hence, in com-

bination and by the uniqueness of the L1 limit, we also have weak convergence to
this limiting field in L2 (rather than just L1).

Given the weak-L2 convergence just established and the convergence in Step 1, we
deduce

(` f
mh )−1/2(∇hv

h)(`0
mh

0
)1/2 ⇀ (` f

n )−1/2(∇̃y |b)(`0
n0 )1/2 in L1(Ω,R3×3). (4.185)

By the convergence in Step 5 and the uniqueness of the weak-L1 limit R =

(` f
n )−1/2(∇̃y |b)(`0

n0 )1/2 a.e. To complete the proof, we recall from Step 4 that
R ∈ W 1,2(ω,R3×3) and that R ∈ SO(3) a.e. �

Step 7. The sequences in Step 3 actually converge strongly in their respective spaces.
In addition, we have improved regularity: y ∈ W 2,2(ω,R3) and b is independent of
z3 and in W 1,2(ω,R3).

For the strong L2 convergence, we have the estimate∫
Ω

|∇hv
h − (∇̃y |b) |2dz

≤ 2
∫
Ω

(
|∇hv

h − (` f
mh )1/2R(`0

mh
0
)−1/2 |2 + |(` f

mh )1/2R(`0
mh

0
)−1/2 − (∇̃y |b) |2

)
dz

≤ C
∫
Ω

(
|(` f

mh )−1/2(∇hv
h)(`0

mh
0
)−1/2 − R|2

+ |(` f
mh )1/2 − (` f

n )1/2 |2 + |(`0
mh

0
)−1/2 − (`0

n0 )−1/2 |2
)
dz

(4.186)
using that R = (` f

n )−1/2(∇̃y |b)(`0
n0 )1/2 a.e. from Step 6, and that the step-length

tensors are compact and invertible on S2. It’s clear that the upper bound → 0 as
h → 0 due to the strong-L2 convergences of each term (established in the previous
steps). Thus, ∇hv

h → (∇̃y |b) in L2(Ω,R3×3) as desired.
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For the improved regularity, we see that

(∇̃y |b) = (` f
n )1/2R(`0

n0 )−1/2 a.e. on ω. (4.187)

Note that R ∈ W 1,2 from Step 4, n ∈ W 1,2 from Step 2, and n0 ∈ W 1,2 by assumption.
By the structure of the step-length tensors, we also have that (`0

n0 )−1/2, (` f
n )1/2 ∈

W 1,2. Thus, the improved regularity is clear from differentiating the right side using
the product rule for these Sobolev functions. Finally, b is independent of z3 since
(` f

n )1/2R(`0
n0 )−1/2e3 is independent of z3. �

Step 8. Actually,

mh − σ
(∇hv

h)mh
0

|(∇hvh)mh
0 |

L2(Ω)
→ 0, and n = σ

(∇̃y |b)n0

|(∇̃y |b)n0 |
a.e. on ω, (4.188)

for σ a fixed constant from the set {1,−1}.

Since mh
0 ∈ S

2 a.e. by definition and ‖(∇̃y |b)n‖L∞ ≤ C(r f , r0) given Step 6,∫
Ω

��(I3×3 − mh
0 ⊗ mh

0 )(∇hv
h)T mh − (I3×3 − n0 ⊗ n0)(∇̃y |b)T n��2dz

≤ C(r f , r0)
∫
Ω

(
|(∇hv

h)T mh − (∇̃y |b)T n|2

+ |mh
0 ⊗ mh

0 − n0 ⊗ n0 |
2
)
dz.

(4.189)

Given the convergences from the previous steps, we conclude (∇hv
h)T mh →

(∇̃y |b)T n and mh
0 ⊗ mh

0 → n0 ⊗ n0 both in L2(Ω). Thus following the estimate
above,

(I3×3 − mh
0 ⊗ mh

0 )(∇hv
h)T mh

→ (I3×3 − n0 ⊗ n0)(∇̃y |b)T n in L2(Ω,R3).
(4.190)

Notice also that∫
Ω

Ŵ ni (∇vh,mh,mh
0 )dz ≤ h2J h,εh

mh
0

(vh,mh) ≤ Ch2. (4.191)

Consequently, (I3×3 − mh
0 ⊗ mh

0 )(∇hv
h)T mh actually converges strongly to zero in

L2. Hence, by the uniqueness of the L2 limit, and using the identity for (∇̃y |b) in
Step 6,

r1/3
f r1/6

0 (I3×3 − n0 ⊗ n0)RT n =

(I3×3 − n0 ⊗ n0)(∇̃y |b)T n = 0 a.e. on ω
(4.192)
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for R ∈ SO(3) a.e. defined from Step 6. Thus, it must be that n = Rn0 or n = −Rn0

a.e. on ω (note, the sign cannot flip since R ∈ W 1,2, n0 ∈ W 1,2 and n ∈ W 1,2 from
the previous steps). We denote this sign by σ as in the statement. Again using the
identity for R in Step 6, we conclude the a.e. equality in (4.188). As a consequence,
mh → σ(∇̃y |b)n0/|(∇̃y |b)n0 | in L2(Ω, S2). Further, (∇hv

h)mh
0/|(∇hv

h)mh
0 | →

(∇̃y |b)n0/|(∇̃y |b)n0 | in L2(Ω, S2) (using, for instance, the incompressibility of
∇hv

h, the fact that mh
0 ∈ S

2 a.e., the L2/pointwise a.e. convergence of (∇vh)mh
0 , and

the Lebesgue dominated convergence theorem). The convergence in (4.188) follows
since σ is 1 or −1. �

Step 9. Finally,

(∇̃y)T ∇̃y = `n0 a.e. on ω. (4.193)

From Step 6, (` f
n )−1/2(∇̃y |b)(`0

n0 )1/2 ∈ W 1,2(ω, SO(3)), and from Step 7, n as in
(4.188). Hence,∫

ω
W e

(
(∇̃y |b),

(∇̃y |b)n0

|(∇̃y |b)n0 |
, n0

)
dz̃ =

∫
ω

W e
(
(∇̃y |b), σ

(∇̃y |b)n0

|(∇̃y |b)n0 |
, n0

)
dz̃

=

∫
ω

WnH ((` f
n )−1/2(∇̃y |b)(`0

n0 )1/2)dz̃ = 0
(4.194)

using that σ from Step 8 is either 1 or −1, using the definitions of W e and WnH ,
and since WnH vanishes on SO(3). The conclusion (4.193) follows by Proposition
A.1.7. �

Proof of Theorem 4.6.1. The proof follows by the collection of steps above. In
particular, Step 7 shows the strong convergence of {vh} and the desired regularity
of the limiting field y as a consequence of (4.178). Step 8 shows the convergence of
the director {mh} as required. Step 9 shows that the metric constraint must also be
satisfied. This is the proof. �

Proof of Lemma 4.6.4
First, we derive the key estimate which relates geometric rigidity [46] to the setting
of nematic elastomers.

Proposition 4.6.6 Let ω ⊂ R3 bounded and Lipschitz. There exists a constant C =

C(r0, r f , τ) with the following property: for all h > 0, Q x̃∗,h := (−h/2, h/2)3 ⊂ Ωh,
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vh ∈ W 1,2(Ωh,R
3), nh ∈ W 1,2(Ωh, S

2), and nh
0 as in (4.15) with n0 ∈ W 1,2(ω,R3),

there exists an associated constant rotation Rh
x̃∗ ∈ SO(3) such that∫

Q x̃∗,h

|(` f
nh

)−1/2∇yh(`0
nh0

)1/2 − Rh
x̃∗ |

2dx

≤ C
∫

Q x̃∗,h

(
dist2((` f

nh
)−1/2∇yh(`0

nh0
)1/2, SO(3))

+ h2( |∇nh |2 + |∇̃n0 |
2 + 1)

)
dx.

(4.195)

Proof. Let yh ∈ W 1,2(Ωh,R
3), nh ∈ W 1,2(Ωh, S

2) and n0 ∈ W 1,2(ω, S2) with nh
0 as

in (4.15). we fix x̃∗ such that Q x̃∗,h ⊂ Ωh and set

A f
h :=

1
|Q x̃∗,h |

∫
Q x̃∗,h

(` f
nh

)1/2dx, A0
h :=

1
|Q x̃∗,h |

∫
Q x̃∗,h

(`0
n0 )−1/2dx. (4.196)

Because of the structure of the step-length tensors, these averages are positive
definite, and each of the eigenvalues lives in a compact set of the positive real
numbers depending only on r f and r0 (in particular, this set does not depend on h).
Hence, these linear maps belong to a family of h-indepdent bi-Lipschtiz maps with
controlled Lipschitz constant, and so we write A f ≡ A f

h and A0 ≡ A0
h in sequel.

Now, we set

vh(s) = (A f )−1yh((A0)−1s), s ∈ (A0)Q x̃∗,h. (4.197)

We observe that vh ∈ W 1,2((A0)Q x̃,h,R
3) by the regularity of yh. Therefore by

geometric rigidity [46], there exists a constant rotation Rh
x̃ ∈ SO(3) such that∫

Q x̃∗,h

|(A f )−1∇yh(x)(A0)−1 − Rh
x̃∗ |

2dx

= | det A0 |−1
∫

(A0)Q x̃∗,h

|∇vh(s) − Rh
x̃∗ |

2ds

≤ | det A0 |−1C((A0)Q x̃∗,h)
∫

(A0
ω )Q x̃∗,h

dist2(∇vh(s), SO(3))ds

= C((A0)Q x̃∗,h)
∫

Q x̃∗,h

dist2((A f )−1∇yh(x)(A0)−1, SO(3))dx.

(4.198)
The constant C((A0)Q x̃∗,h) can be chosen uniformly for a family of domains which
are bi-Lipschitz equivalent with controlled Lipschitz constant. Hence, actually we
can choose C(r0,Q x̃∗,h) ≥ C((A0)Q x̃∗,h). Moreover, the constant is invariant under
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translation and dilatation. Hence, actually we have C(r0,Q x̃∗,h) = C(r0) for any
Q x̃∗,h ⊂ Ωh. These properties are given in Friesecke, James and Müller, Theorem 9
[45]. Since r0 is fixed in this calculation, we write C(r0) ≡ C, and thus∫

Q x̃∗,h

|(A f )−1∇yh(x)(A0)−1 − Rh
x̃∗ |

2dx

≤ C
∫

Q x̃∗,h

dist2((A f )−1∇yh(x)(A0)−1, SO(3))dx
(4.199)

from (4.198).

Since we will no longer be dealing with a change of variables in this proof, we
now drop the explicit dependence on x inside the integrals. We observe by the key
estimate (4.199) that∫

Q x̃∗,h

|∇yh − (A f )Rh
x̃∗ (A0) |2dx ≤ C

∫
Q x̃∗,h

|(A f )−1∇yh(A0)−1 − Rh
x̃∗ |

2dx

≤ C
∫

Q x̃∗,h

dist2((A f )−1∇yh(A0)−1, SO(3))dx

≤ C
∫

Q x̃∗,h

dist2(∇yh, (A f )SO(3)(A0))dx

≤ C
∫

Q x̃∗,h

(
dist2(∇yh, (` f

nh
)1/2SO(3)(`0

nh0
)−1/2)

+ |(` f
nh

)1/2 − A f |2 + |(`0
nh0

)−1/2 − A0 |2
)
dx

≤ C
∫

Q x̃∗,h

(
dist2((` f

nh
)−1/2∇yh(`0

nh0
)1/2, SO(3)) + h2 |∇nh |2

+ |(`0
n0 )−1/2 − A0 |2 + |(`0

nh0
)−1/2 − (`0

n0 )−1/2 |2
)
dx

≤ C
∫

Q x̃∗,h

(
dist2((` f

nh
)−1/2∇yh(`0

nh0
)1/2, SO(3))

+ h2(|∇nh |2 + |∇̃n0 |
2 + 1)

)
dx.

(4.200)

Here, the constant C = C(r0, r f , τ) is due to several applications of the triangle
inequality and the fact that the norm of the step-length tensors, inverses and averages
are compact and this depends only on r f ,r0. We have also applied the standard
Poincaré inequality given the averages (4.196), and used that the diameter of Q x̃∗,h is
h and that the gradients of the step-length tensors are controlled by the gradients of
the directors. Finally, from the assumed control of non-idealities for nh

0 in (4.15), we
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have the estimate ‖(`0
nh0

)−1/2 − (`0
n0 )−1/2‖L∞ ≤ c(r0)τh. This gives the dependence

on τ in the constant.

Now using (4.200), we find that∫
Q x̃∗,h

|(` f
nh

)−1/2∇yh(`0
nh0

)1/2 − Rh
x̃∗ |

2dx

≤ C
∫

Q x̃∗,h

|∇yh − (` f
nh

)1/2Rh
x̃∗ (`

0
nh0

)−1/2 |2dx

≤ C
∫

Q x̃∗,h

(
|∇yh − (` f

nh
)1/2Rh

x̃∗ (`
0
n0 )−1/2 |2

+ |(`0
nh0

)−1/2 − (`0
n0 )−1/2 |2

)
dx

≤ C
∫

Q x̃∗,h

(
|∇yh − (A f )Rh

x̃∗ (A0) |2

+ h2 + |(` f
nh

)1/2 − A f |2 + |(`0
n0 )−1/2 − A0 |2

)
dx

≤ C
∫

Q x̃∗,h

(
dist2((` f

nh
)−1/2∇yh(`0

n0 )1/2, SO(3))

+ h2(|∇nh |2 + |∇̃n0 |
2 + 1)

)
dx

(4.201)

as desired. �

Now we note that the approximations in Lemma 4.6.4 are not new. They essentially
follow from the same argument as that of Theorem 10 in Friesecke et al. [45], mod-
ified appropriately for nematic elastomers using the estimate in Proposition 4.6.6.
In the general context of non-Euclidean plates, there is a recent body of literature
on such estimates (e.g., Lewicka and Pakzad (Lemma 4.1) [63] and Lewicka et al.
(Theorem 1.6) [62], (Lemma 2.3) [16]). Thus briefly:

Proof of Lemma 4.6.4 We repeat steps 1-3 in the proof of Theorem 10 in [45] with
some modification due to our nematic elastomer setting. The lemma follows by the
estimate in Proposition 4.6.6. �

4.7 Applications
Nonisometric Origami: Compatibility and examples
The actuation of complex origami shapes stems from satisfying the nonisometric
condition in Definition 4.3.1, hence the term nonisometric origami. In particular, the
compatibility of interfaces separating regions of distinct constant director (Figure
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ñ01

ñ02

t̃12

(a) A single interface

ñ01

ñ02

ñ03

t̃23

t̃12

t̃13

(b) Three-faced junction

Figure 4.10: Schematic of interfaces and junctions in nonisometric origami

4.10(a)) combined with the compatibility of junctions where these interfaces merge
at a single point (Figure 4.10(b)) play the key role in actuation. To address this
with mathematical precision, we note that the nonisometric condition in Definition
4.3.1(ii) is equivalent to

F̃α = Rα (`1/2
n0α )3×2 for some Rα ∈ SO(3) , α ∈ {1, . . . , N }, (4.202)

where (`1/2
n0α )3×2 = r−1/6(I3×2+ (r1/2−1)n0α ⊗ ñ0α) for the projection ñ0α ∈ B1(0) ⊂

R2 (see Proposition A.1.10). Thus for compatibility, the deformation y in (4.20)
must be continuous across each interface separating regions of distinct constant
director. This occurs if and only if

Rα (`1/2
n0α )3×2t̃αβ = Rβ (`1/2

n0β )3×2t̃αβ (4.203)

for every interface tangent t̃αβ ∈ S1. Explicitly, t̃αβ represents the tangent vector to
the interface separating regions ωα with director n0α and ωβ with director n0β as
depicted in Figure 4.10. This condition is akin to the rank-one condition studied in
the context of fine-scale twinning during the austenite martensite phase transition
and actuation active martensitic sheets [4, 13, 14]. More recently, this compatibility
has been appreciated as a means of actuation for nematic elastomer and glass sheets
[68, 69] using planar programming of the director. Here though, (4.203) describes
the most general case of compatibility in thin nematic sheets as n0α, n0β ∈ S

2 need
not be planar.

While (4.203) encodes a complete description of nonisometric origami as defined
by Definition 4.3.1, more useful criterion are gleaned from examining necessary and
sufficient conditions associated with this constraint. In particular, taking the norm
of both sides of (4.203) yields, after some manipulation, a necessary condition for
nonisometric origami,

|ñ0α · t̃αβ | = |ñ0β · t̃αβ | (4.204)
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(`1/2
n0↵

)3⇥2
n0↵

(a) Incompatible Junction

n0↵ (`1/2
n0↵

)3⇥2

(b) Compatible Junction

Figure 4.11: Two junctions with director programs satisfying (4.204). Blue repre-
sents the design for cooling and red represents the design for heating. The stretch
part of the deformation upon thermal actuation is plotted.

for every interface tangent t̃αβ (when r̄ , 1). We emphasize again that ñ0α ∈

B1(0) ⊂ R2 is the projection of n0α onto the tangent plane of ω. That this need not
be a unit vector is a direct consequence of allowing for non-planar programming.

A director program satisfying (4.204) is not, however, sufficient to ensure the exis-
tence of a continuous piecewise affine deformation y as in Definition 4.3.1(ii). To
illustrate this point, consider the design in Figure 4.11(a). Here, we have a junction
with three sectors of equal angle 2π/3, and the director is programmed to bisect the
sector angle (respectively, perpendicular to the bisector) on heating (respectively,
cooling). This program satisfies the necessary condition (4.204). However in this
case, due to the stretching part of the deformation upon actuation, the base of each
triangle expands while the height contracts. Thus, it is clear geometrically that no
series of rotations and/or translations of the three deformed triangles can bring about
a continuous piecewise affine deformation of the entire junction. Conversely, if ther-
mal actuation is reversed, as illustrated in Figure 4.11(b) with the color change of the
director program, then the base of each triangle contracts and the height expands.
In this case, a continuous piecewise affine deformation is realized by rotating each
of the deformed triangles out-of-plane to form a 3-sided pyramid.

Figure 4.11(b), by way of example, also highlights a simple scheme to form a
compatible pyramidal junction. Indeed, if a junction has K ≥ 3 sectors of equal
angle 2π/K as in Figure 4.12, then programming the director to bisect this angle
upon cooling (respectively, perpendicular to the bisector on heating) alway leads to
a compatible K-sided pyramid. There are, of course, an infinite number of these
types of junction, as emphasized with the designs in the right part of Figure 4.12.
Most importantly though, these junctions can be used as unit cells to actuate more
complex structures from nematic sheets. This is shown in Figures 4.2 and 4.3. Each
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2⇡/K
n0K

Figure 4.12: Simple scheme for compatible junction.

design incorporates a unit cell in Figure 4.12 as the building block.

The examples highlighted illustrate that for even the simplest of building blocks,
there is a richness of shape-changing deformations of nematic elastomer sheets
described by nonisometric origami. It should be noted, however, that these structures
are in general degenerate. This is shown in Figure 4.13 where we design a program
to actuate a rhombic dodecahedron upon cooling. Here though, we have done
nothing to break the reflection symmetry associated with the building block. Thus,
each interior junction is free to actuate either up or down. Therefore, in addition
to possibly actuating the rhombic dodecahedron, the actuation of four alternative
surfaces is a completely equivalent outcome given this framework. Such degeneracy
was observed actuating conical defects by Ware et al. [102], where it was shown
that each defect could actuate either up or down. However, it may be possible to
suppress these degeneracies by introducing a slight bias in the through-thickness
director orientation via twisted nematic prescription. This was seen, for instance, in
Fuchi et al. [47] (see also Gimenez-Pinto et al. [50]), where actuation of a box-like
structure was achieved through folds biased in the appropriate direction using such
a prescription. Thus, biasing would appear a promising means of breaking the
reflection symmetry. Nevertheless, we did not address this here as it is difficult to
analyze to the level of rigor intended for this work.

As a final comment on the design landscape for these constructions, recall that the
relations associatedwith (4.203) provide a complete, but not particularly transparent,
description of nonisometric origami. Further, the more useful condition (4.204) is
only necessary as we provided a counterexample to sufficiency in Figure 4.11(a). In
fact, to our knowledge, a complete characterization of the geometry of configurations
satisfying (4.203) remains open. Nevertheless, we do expect an immense richness
to such a characterization. To highlight this, we work out a characterization of
compatible three-faced junctions in Appendix A.3.
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Figure 4.13: Program to actuate a rhombic dodecahedron upon cooling. Due to
reflection symmetry, four other shapes are possible

Lifted surfaces, and a recipe for design
The idea for lifted surfaces (i.e., the ansatz (4.101), (4.102) and (4.103)) is based on
an equivalent rewriting of the metric constraint (∇̃y)T ∇̃y = ˜̀n0 . (This equivalent
form also yields a concrete design scheme for the actuation of nematic elastomer
sheets in general.) Essentially, we take the picture of y being a solution to (∇̃y)T ∇̃y =

˜̀n0 defined by a predetermined n0 and turn it on its head. That is, we first identify
the set of deformation gradients that are consistent with (4.17) for any director field
and then we identify the director associated with that deformation gradient.

Theorem 4.7.1 Let r̄ > 1. The metric constraint (4.17) holds if and only if

∇̃y( x̃) = (∂1y |∂2y)( x̃) ∈ Dr̄, n0( x̃) ∈ N r
∇̃y( x̃)

a.e. x̃ ∈ ω. (4.205)

Here, Dr̄ and N r̄
F̃

are defined in (4.8) and (4.9) respectively. (For r̄ < 1, the
inequalities in (4.8) and the sign in (4.9) are reversed, i.e., sign(F̃ ẽ1 · F̃ ẽ2) 7→
−sign(F̃ ẽ1 · F̃ ẽ2).)

In addition, if y : ω → R3 such that ∇̃y( x̃) ∈ Dr̄ a.e., then there exists an n : ω → S2

such that n( x̃) ∈ N r̄
∇̃y( x̃)

a.e.

We prove this equivalence below. Regarding the last point of the theorem (i.e., if
y : ω → R3 such that ∇̃y( x̃) ∈ Dr̄ . . .), we note that thismeans that for characterizing
the geometry of surfaces which satisfy the metric constraint (4.17), we need only
to consider the set of deformation gradients from a flat sheet ω which satisfy
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∇̃y( x̃) ∈ Dr̄ a.e. x̃ ∈ ω. Unfortunately, such a broad characterization remains open.
Of particular difficulty is the fact that this condition on the deformation gradient
implies the equality

(∂1y · ∂2y)2 = ( |∂1y |
2 − r̄−1/3)( |∂2y |

2 − r̄−1/3), a.e. on ω. (4.206)

Lifted surfaces constitute a broad class of deformations such that this constraint
holds trivially.

Regarding applications, the lifted surfaces ansatz allows for actuation of a large
variety of shapes, since the limitations imposed by (4.102) are not very restrictive.
Since r can be significantly different from 1 in nematic elastomers, one can form
shapes with significant displacement like spherical caps and sinusoidally rough
surfaces. Figure 4.4 shows two additional examples with complex surface relief.
These are but a small sample of the designs amenable to this framework. Indeed,
given any arbitrary greyscale image G, we can program a nematic sheet so that
the surface of the sheet upon cooling corresponds to this image. We do this by
smearing G (for instance by mollification or by averaging over a small square twice)
and taking this as ϕ.

Nevertheless, the key ingredient to the design of lifted surfaces is the ability to
program the director three dimensionally. To our knowledge, experimental studies on
nematic elastomer sheets such as Ware et al. [102] have examined planar inscription
of the director only. We hope that promising designs such as lifted surfaces will
inspire future experimentation to realize three dimensional programming. In any
case, the theory and design scheme are easily adapted to the planar case. Specifically
in the case of a planar program, the metric constraint (4.17) reduces to the metric
underlying Aharoni et al. [2], and the spaces described above in the theorem reduce
to

Dr̄>1 ≡ D̃r̄>1 :=
{
F̃ ∈ R3×2 : |F̃ |2 = r̄2/3 + r̄−1/3,

r̄−1/3 ≤ |F̃ ẽ1 |
2 ≤ r̄2/3, det((F̃)T F̃) = r1/3

}
,

N r̄>1
F̃ ≡ Ñ r̄>1

F̃ :=
{
ñ0 ∈ S

1 : (ñ0 · ẽ1)2 =
|F̃ ẽ1 |

2 − r̄1/3

r̄2/3 − r̄−1/3 ,

sign((ñ0 · ẽ1)(ñ0 · ẽ2)) = sign(F̃ ẽ1 · F̃ ẽ2)
}
,

(4.207)

where again the inequalities above and the sign in Ñ r̄
F̃

are reversed for r̄ < 1 (as in
the theorem).

The proof of this theorem is simply an exercise in linear algebra:
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Proof of Theorem 4.7.1. Let F̃ ∈ R3×2 and n0 ∈ S
2 satisfy F̃T F̃ = ˜̀n0 . Equivalently,

*
,

|F̃ ẽ1 |
2 (F̃ ẽ1 · F̃ ẽ2)

(F̃ ẽ1 · F̃ ẽ2) |F̃ ẽ2 |
2

+
-
=

r̄−1/3 *
,

1 + (r̄ − 1)(n0 · e1)2 (r̄ − 1)(n · e1)(m · e2)
(r̄ − 1)(m · e1)(n0 · e2) 1 + (r̄ − 1)(n0 · e2)2

+
-

(4.208)

for {ẽ1, ẽ2} and {e1, e2, e3} the standard basis on R2 and R3 respectively. Now, since
n0 ∈ S

2, (n0 · eα)2 ∈ [0, 1] and

|F̃ ẽα |2 ∈ [r̄−1/3, r̄2/3] if r̄ > 1,

∈ [r̄2/3, r̄−1/3] if r̄ < 1,
(4.209)

from (4.208) for α = 1, 2. In addition, (n0 · e1)2 + (n0 · e2)2 ≤ 1, and so

|F̃ |2 = |F̃ ẽ1 |
2 + |F̃ ẽ2 |

2 ≤ r2/3 + r−1/3 if r̄ > 1,

≥ r̄2/3 + r̄−1/3 if r̄ < 1,
(4.210)

also from (4.208). Now note that substituting the diagonal terms into the square of
the off diagonal term in (4.208) results in

(F̃ ẽ1 · F̃ ẽ2)2 = (|F̃ ẽ1 |
2 − r̄−1/3)( |F̃ ẽ2 |

2 − r̄−1/3). (4.211)

Combining (4.209), (4.210) and (4.211), we conclude F̃ ∈ Dr̄ as desired. To prove
n0 ∈ N

r̄
F̃
, note that since r̄ , 1, rearranging the diagonal terms in (4.208) gives

(n0 · eα)2 =
|F̃ ẽα |2 − r̄−1/3

r̄2/3 − r̄−1/3 , α = 1, 2. (4.212)

Further, since r̄ > 0 and , 1, taking the sign of the off diagonal term in (4.208)
gives

sign((n0 · e1)(n0 · e2)) = sign(r̄ − 1)sign(F̃ ẽ1 · F̃ ẽ2). (4.213)

Since n0 ∈ S
2, combining (4.212) and (4.213) yields n0 ∈ N

r̄
F̃
.

Now, let F̃ ∈ Dr̄ and n0 ∈ N
r̄

F̃
. To prove F̃T F̃ = ˜̀n0 , we need to show (4.208). By

hypothesis, we have (4.212). By rearranging this formula, we obtain the diagonal
terms in (4.208). For the off diagonal term, we note that in addition to (4.212), we
have (4.211) by hypothesis. Combining these relations, we find

(F̃ ẽ1 · F̃ ẽ2)2 = (r̄2/3 − r̄−1/3)2(n0 · e1)2(n0 · e2)2. (4.214)
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Taking the square root, we have the off diagonal term up to the sign. The correct
choice of sign is guaranteed since n0 and F̃ satisfy (4.213), again by hypothesis.

Finally, we let F̃ ∈ Dr̄ , and show N r̄
F̃

is non-empty. Indeed by definition, F̃

satisfies (4.209) and (4.210). Thus, the right side of (4.212) is non-negative. From
this, we may find an n0 ∈ R

3 satisfying (4.212) and (4.213). Further by (4.210),
(n0 · e1)2+ (n0 · e2)2 ≤ 1. Thus, we can choose (n0 · e3) such that n0 ∈ S

2. It follows
that N r̄

F̃
is non-empty.

For functions, ∇̃y( x̃) ≡ F̃ and n0( x̃) ≡ n0, and so all these results should hold
pointwise a.e. �
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C h a p t e r 5

SUMMARY AND OUTLOOK

5.1 Summary
A summary: On the mechanical response and instabilities in thin sheets
Nematic elastomers are composed of rigid rod-like liquid crystal molecules pendent
to a soft polymer network. The liquid crystals tend to align at low temperature,
with the average alignment at each point in a continuum sample described by a
unit vector n called the director field. These elastomers deform anisotropically due
to this alignment; essentially, the soft polymer network wants to stretch along and
contract transverse to this director field. At the same time, the director field wants to
reorient to align with the maximum stretch of the deformation. This interplay gives
rise to a nematic-elastic coupling captured by the free energy density of nematic
elastomers. With this coupling, a thin mono-domain nematic elastomer, which is
clamped and stretched transverse to the initial alignment of the director field, forms
fine-scale stripe domains of oscillating nematic director (i.e., "microstructure") to
accommodate deformation. This is shown in Figure 5.1(a) where the clear regions
describe uniform director alignment as indicated and the cloudy regions, which
emerge under stretch, are the result of fine-scale microstructure (depicted to the
left). Interestingly, this thin clamped stretched nematic elastomer sheet does not
wrinkle, even though wrinkling is pervasive in thin sheets of normal elastomer under
this boundary condition.

All this begs the question: does material microstructure suppress wrinkling in these
sheets? To understand this, we derived theories for thin nematic elastomer sheets
which capture both the wrinkling and microstructure instabilities and their possible
competition in mechanical equilibrium, and we explored these theories analytically
and numerically.

Starting from the three dimensional variational model incorporating the free energy
of nematic elastomers, we rigorously derived the effective theory of a membrane as
the Γ-limit of a suitably normalized functional as the thickness is taken to zero. This
theory captures the energy and stress of both instabilities through effective planar
deformation. We proved it is completely characterized by four regimeswhich depend
only on the maximum planar stretch λM and areal stretch δ in Figure 3.2: L where
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Figure 5.1: (a). Clamped stretched experiments of Kundler and Finkelmann [58] on
nematic elastomermembrane show the formation ofmaterial microstructure, i.e., the
cloudy regions in the sheet. (b). Amembrane theory to account for both microstruc-
ture and wrinkling in nematic elastomer membranes. (c) Simulations show a normal
elastomer sheet wrinkles, but a nematic elastomer sheet forms microstructure at the
clamps (just as in the experiment) and this suppresses wrinkling.

both wrinkling and microstructure reduce the effective membrane energy and stress
to zero, W where wrinkling leads to uniaxial tension, M where microstructure
leads to equi-biaxial tension, and S with no fine scale features and biaxial tension.
Importantly, a nematic membrane can form microstructure, and thus relax shear
stresses that would otherwise be pervasive in membranes of normal elastomer. This
has dramatic implications for the deformation states achieved at equilibrium.

To study this numerically, we derived a Koiter theory which captures microstructure
through effective deformation, as in the effective membrane theory, and captures
the geometry of wrinkles (i.e., amplitude and frequency of wrinkles) through a
bending term systematically obtained from the free energy of nematic elastomers.
In simulating the clamped stretched deformation under this theory, we found that
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nematic membranes suppress wrinkling precisely due to the microstructure present
at the clamps. This is highlighted in Figure 5.1(c). We observed large amplitude
wrinkles in a sheet of normal elastomer, but the analogous simulation for a nematic
elastomer sheet yielded microstructure at the clamps and no wrinkling (just as in
the experiment 5.1(a)).

A summary: On actuation of heterogeneously patterned thin sheets
Nematic elastomers deform spontaneously by thermal actuation due to the temperature-
dependent orientational order of liquid crystals: they align at low temperatures, this
alignment is suppressed by thermal fluctuations at high temperatures, and the tran-
sition between these states is accompanied by distortion of the surrounding polymer
network. This property can be exploited in the design of heterogeneously patterned
thin sheets that deform into a non-trivial shape when heated or cooled. Given this
capability, we set out to develop the general theoretical framework for designable
actuation in these sheets as well as classify examples amenable to this framework.

Starting from a variational formulation for the elastic energy of nematic elastomer,
we derived from it an effective two-dimensional metric constraint, which links
the deformation and the heterogeneous director field. We showed that satisfying
the metric constraint is both necessary and sufficient for the director profile and
corresponding deformation to approximately minimize the energy. Consequently,
these metric-restricted configurations are good candidates for designable actuation.

Importantly, we relaxed two assumptions common to the metric description of non-
Euclidean plate theories, and in doing so, I arrived at two novel and broad classes
of designable actuation in these sheets: First, we showed that smoothness is not a
requirement in this framework, and thus nonisometric origami—where heterogene-
ity is programmed in a piecewise constant pattern so that thermal actuation leads to
complex folding patterns—is a class of designable actuation. Second, we showed
that the metric constraint is amenable to three dimensional programming, and thus
lifted surfaces—where heterogeneity is programmed so that thermal actuation leads
to a prescribed surface of arbitrary complexity as long as it is smooth and has lim-
ited slope—is also a class of desigable actuation. Figure 5.2 highlights selected
examples of nonisometric origami and lifted surfaces, as well as an experimental
realization of simple nonisometric origami junctions.
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Figure 5.2: Examples of designable actuation in nematic elastomers. (a) The Eiffel
tower can lift from a flat sheet. (b) Nonisometric origami to actuate a box, rhombic
triacontahedron and many periodic type designs. (c) Experimental collaboration
with Tim White’s group at AFRL to realize nonisometric origami junctions. Both
the experiment and prediction are shown.

5.2 Outlook
Wrinkling-suppressing membranes
Membrane structures—often with thickness of the order of micrometers and lateral
dimension of the order of meters—are increasingly being exploited in space applica-
tions due to their high surface to volume ratio, light weight, and easy deployability.
However, membranes offer little resistance to out-of-plane deformation and wrinkle
under the typical (non-ideal) boundary conditions required to pull membranes taut
(see Figure 5.3). This is undesirable. For instance, the effectiveness of solar sails,
which exploit large surface area to capture radiation pressure for propulsion, is di-
minished—by as much as 5 to 15%—by wrinkling. This has motivated a number of
structural mechanisms to suppress wrinkling such as catenaries and shear compliant
borders. Nevertheless, wrinkling continues to be a challenge in the design of these
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Figure 5.3: Full-scale solar sail with a shear compliant border designed and de-
veloped at NASA Langley Research Center. Despite the shear compliant border,
wrinkling is still pervasive in this membrane.

systems.

In Chapter 3, we showed that taut and appreciably stressed sheets of nematic elas-
tomer could suppresswrinkling bymodifying the state of stress at the clamps through
the formation of microstructure. Precisely, we showed that thin sheets of this ma-
terial can deform in shear without shear stress for a certain range of deformations.
Further, we showed that the reason for this is that the director is free to rotate through
the material and form stripe domains of material microstructure. It is this capability
and the relaxations of shear stress that emerges from this capability that is enabling
wrinkle suppression.

Now, the surface area of membrane structures for space applications is large (at the
scale of meters), whereas nematic elastomers currently can only be synthesized in
small quantities (at the scale of centimeters). Thus, these systems are not directly
applicable. Importantly though, we learned that if a material is capable of relaxing
shear stress, then it is capable of suppressingwrinkling. Further, we know exactly the
types of microstructures that enable such relaxation. Hence building on this theory,
can we engineer larger-scale membrane structures which mimic the behavior of
nematic elastomer?
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Design?
Desired
Shape

Figure 5.4: We have searched for designs which satisfy the metric constraint, and
seen that these can give rise to complex shapes. However, a designer will want a
desired shape. Therefore, to close the loop, the shape should be the input, and the
design which satisfies the metric constraint to attain this shape should be the output
(i.e., we need to solve an inverse problem).

Shapes by design with active sheets.
For soft actuators, medical devices and robotics to emerge as a disruptive technology,
they need to be capable of a diverse array of shapes. Hence, canwemake thematerial
the machine [15]?

With nematic elastomers, we showed in Chapter 4 that thermal actuation of a sheet
is governed by a metric constraint. Further, as the experiment in Figure 5.2(c)
highlights, we can actuate complex shapes in nematic elastomer sheets under this
metric constraint. However, an important inverse problem remains: if one desires
a particular non-trivial three dimensional shape (say "Optimus Prime" in Figure
5.4), can one pattern an initially flat sheet to obtain the shape upon actuation? If
we can understand this, then we can close the loop between theory, design and
experimentally realization; thus, hopefully bridging the gap between the theory on
actuation and the promise of technological innovation in soft robotics and medical
devices.
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A p p e n d i x A

LOOSE ENDS AND OTHER MATTERS

A.1 Some useful linear algebra applied to nematic elastomers
Frame indifference and isotropy

Proposition A.1.1 The energy densities W e in (2.1) and W e
iso in (2.19) are frame-

indifferent and isotropic in the sense that

W e(RF, Rn, n0) = W e(F, n, n0),

W e
iso(RFQ, Rn) = W e(F, n),

(A.1)

for all R,Q ∈ SO(3), for all F ∈ R3×3 and for all n, n0 ∈ S
2.

Proof. Pick any R,Q, F, n, n0 as above. We have

W e(RFQ, Rn,QT n0) = WnH (R(` f
n )−1/2RT RF (`0

n0 )1/2)

= WnH
(
(` f

n )−1/2F (`0
n0 )1/2

)
= W e

iso(F, n, n0)
(A.2)

since WnH is frame-indifferent and isotropic. The case W e
iso is similar. �

Some estimates on the energy densities

Proposition A.1.2 If F ∈ R3×3 such that det F = 1 and n0, n ∈ S2, then
1
c

( |F |2 − 1) ≤ W e(F, n, n0) ≤ c( |F |2 + 1),

1
c

( |F |2 − 1) ≤ W e
iso(F, n) ≤ c(|F |2 + 1)

(A.3)

for some c = c(r f , r0) > 0.

Proof. Since det F = 1 and n0 ∈ S
2, we have n = Fn0/|Fn0 | ∈ S

2 and

W e(F, n, n0) = WnH ((` f
n )−1/2F (`0

n0 )1/2)

≥
µ

2

(
1
3
σ2

min((`0
n0 )1/2) |(` f

n )−1/2F |2 − 3
)

≥
µ

2

(
1
9
σ2

min((`0
n0 )1/2)σ2

min((` f
n )−1/2) |F |2 − 3

)
.

(A.4)

Wenote thatσmin((`0
n0 )1/2) is nonzero and depends only on r0. Similarly,σmin((` f

n )−1/2)
is nonzero and depends only on r f . Thus, the lower bound in (A.3) follows. The
upperbound is similar. The inequalities hold for W e

iso by an analogous argument. �



204

Proposition A.1.3 Let G ∈ R3×3 such that det(I3×3 + G) = 1. We find

WnH (I3×3 + G) ≤ C(|G |2 + |G |3), (A.5)

for WnH in (2.5) and for some uniform constant C > 0.

Proof. For the inequality on WnH , we note that since det(I3×3 + G) = 1,

Tr(G) = −Tr(cof G) − det(G) (A.6)

and WnH is finite. Hence,

WnH (I3×3 + G) =
µ

2
(
|I3×3 + G |2 − 3

)
=
µ

2
(
|G |2 + 2 Tr(G)

)
=
µ

2
(
|G |2 − 2 Tr(cof G) − 2 det(G)

)
.

(A.7)

Since there exists a C > 0 independent of G such that | Tr(cof G) | ≤ C |G |2 and
| det(G) | ≤ C |G |3, we conclude (A.5) following the identity (A.7). �

Proposition A.1.4 The energy density WnH in (2.5) satisfies

WnH (F) ≥
µ

2
dist2(F, SO(3)) (A.8)

for all F ∈ R3×3.

Proof. We may assume det F = 1 as the bound holds trivially otherwise. Conse-
quently and by the polar decomposition theorem, F = RU for R ∈ SO(3) and U

positive definite. Hence, we find dist(F, SO(3)) = |U − I3×3 |. In addition, since
det U = 1 we conclude

µ

2
dist2(F, SO(3)) =

µ

2
|U − I3×3 |

2

=
µ

2
( |U |2 − 2 Tr(U) + 3)

≤
µ

2
(|U |2 − inf{Tr(G) : G pos. def., det G = 1} + 3)

=
µ

2
( |U |2 − 3) = WnH (F).

(A.9)

Here, we used that the infimum above is attained at G = I3×3. �
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Some results on the out-of-plane component of the deformation gradient

Proposition A.1.5 If F̃ ∈ R3×2 such that rank F̃ = 2, then

b0 := arg min
b∈R3

WnH (F̃ |b) =
adj F̃
| adj F̃ |2

. (A.10)

Proof. Let f F̃ (b) := WnH (F̃ |b) and recognize that the minimization can be posed
as

inf
{

f F̃ (b) : b · adj F̃ = 1, b ∈ R3
}
. (A.11)

This is a standard convex optimization problem with an affine equality constraint
(see, for instance, Boyd and Vandenberghe [21], Section 5.5.3). That is, there is a
global minimizer of this optimization if and only if there exists a λ ∈ R such that
∇ f F̃ (b0) + λ adj F̃ = 0; explicitly, such that

µb0 − λ adj F̃ = 0. (A.12)

Applying the constraint leads to λ = µ

| adj F̃ |2
(which is well-defined since rank F̃ = 2,

and b0 as in (A.10)). �

Proposition A.1.6 If F̃ ∈ R3×2 such that rank F̃ = 2 and n ∈ S2, then

b0 := arg min
b∈R3

W e
iso(F̃ |b, n) =

(`∗n) adj F̃

|(`∗n)1/2 adj F̃ |2
. (A.13)

Proof. Recall that W e
iso(F̃ |b, n) = WnH ((`∗n)−1/2F̃ |(`∗n)−1/2b) Thus, we set G̃ =

(`∗n)−1/2F̃ (which is full-rank) and c = (`∗n)−1/2b. Hence, it follows from Proposition
A.1.5 that

c0 := arg min
c∈R3

WnH (G̃ |c) =
adj G̃
| adj G̃ |2

. (A.14)

Therefore, b0 = ((`∗n)∗)1/2c0, and so

b0 =
(`∗n)1/2 adj((`∗n)−1/2F̃)
| adj((`∗n)−1/2F̃) |2

. (A.15)

Finally, adj((`∗n)−1/2F̃) = (`∗n)1/2 adj F̃ since det(`∗n) = 1 and given the definition of
adj in (3.1). This is the proof. �
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Relating the metric and the step-length tensor

Proposition A.1.7 The energy densityW e in (2.1) satisfiesW e(F, Fn0/|Fn0 |, n0) =
0 if and only if det F = 1 and FT F = `n0 for `n0 defined in (4.16). In addition, if
these identities hold, then Fn0/|Fn0 | = Rn0 where R ∈ SO(3) is the unique rotation
associated with the polar decomposition of F.

Proof. We first assume W e(F, Fn0/|Fn0 |, n0) = 0. Then det F = 1, n0 ∈ S
2 and

|Fn0 | , 0. We set n := Fn0/|Fn0 | ∈ S
2 and observe from (2.3),

0 = W e(F, Fn0/|Fn0 |, n0) = WnH ((` f
n )−1/2F (`0

n0 )1/2).

Thus, we deduce from Proposition A.1.4 that (` f
n )−1/2F (`0

n0 )1/2 = R for some
R ∈ SO(3). Evidently then,

F = (` f
n )1/2R(`0

n0 )−1/2. (A.16)

Further,

r1/6
f n = (` f

n )−1/2n = (` f
n )−1/2

(
Fn0
|Fn0 |

)
= (` f

n )−1/2 *
,

(` f
n )1/2R(`0

n0 )−1/2n0

|Fn0 |
+
-
= r−1/6

0

(
Rn0
|Fn0 |

)
.

(A.17)

Here, we used the definition of n, the result in (A.16) and properties of the step-
length tensors (2.4). Since both n and Rn0 ∈ S

2, it follows from this equality chain
that actually n = Rn0. Substituting this into (A.16) yields

F = R(` f
n0 )1/2RT R(`0

n0 )−1/2 = R(` f
n0 )1/2(`0

n0 )−1/2 = R`1/2
n0 , (A.18)

noting that (` f
Rn0

)1/2 = R(` f
n0 )1/2RT and (` f

n0 )1/2(`0
n0 )−1/2 = `1/2

n0 . Consequently,
FT F = `n0 as desired.

For the other direction, we assume det F = 1 and FT F = `n0 . This implies F = R`1/2
n0

for some R ∈ SO(3) and n := Fn0/|Fn0 | ∈ S
2. Thus,

n =
Fn0
|Fn0 |

=
R`1/2

n0 n0

|Fn0 |
= r−1/6 Rn0

|Fn0 |
, (A.19)

and since both n and Rn0 ∈ S
2, we deduce n = Rn0. Then, by definition (2.1),

W e(F, Fn0/|Fn0 |, n0 = W e(F, Rn0, n0) and clearly this is finite. Further, given
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(2.3), we find

W e(F, Rn0, n0) = WnH ((` f
Rn0

)−1/2F (`0
n0 )1/2)

= WnH (R(` f
n0 )−1/2RT R`1/2

n0 (`0
n0 )1/2)

= WnH (R(` f
n0 )−1/2(` f

n0 )1/2(`0
n0 )−1/2(`0

n0 )1/2) = WnH (R).

(A.20)

For this, we have exploited properties of the step-length tensors (see previous para-
graph). Hence since R ∈ SO(3), by Proposition A.1.4 we find WnH (R) = 0 as
desired.

Finally for the implication, we note that in the proof of both directions, we found
F = R`1/2

n0 and n = Rn0 for R ∈ SO(3). Consequently, since `1/2
n0 is positive definite,

R is actually the unique rotation in the polar decomposition of F. �

Proposition A.1.8 Set Ŵ (F, n, n0) := (µ/2)−1(W e(F, n, n0)+W ni (F, n, n0)) forW e

in (2.1) and W ni in (2.8). Ŵ is minimized (and equal to zero) if and only if

det F = 1, FT F = `n0 and n = σ
Fn0
|Fn0 |

for σ ∈ {−1, 1}. (A.21)

Proof. (⇒ .) Given Ŵ = 0, W e = 0 and W ni = 0 since both are non-negative. The
former equality implies (` f

n )−1/2F (`0
n0 )1/2 = R ∈ SO(3) gives Proposition A.1.4.

Hence, we observe that

W ni (F, n, n0) =
µα

2
r2/3

f |(I3×3 − n0 ⊗ n0)FT (` f
n )−1/2n|2

=
µα

2
(r1/3

0 r2/3
f ) |(I3×3 − n0 ⊗ n0)(`0

n0 )1/2FT (` f
n )−1/2n|2

=
µα

2
(r1/3

0 r2/3
f ) |(I3×3 − n0 ⊗ n0)RT n|2,

(A.22)

and this must vanish. Consequently, n = σRn0 = σFn0/|Fn0 | for some σ ∈ {−1, 1}
(the latter equality follows from R = (` f

n )−1/2F (`0
n0 )1/2). Thus by Proposition A.1.7,

det F = 1 and FT F = `n0 .

(⇐ .) Given (A.21), W e = 0, n = σRn0 and F = R(`n0 )1/2 by Proposition A.1.7.
Thus with (I3×3 − n0 ⊗ n0)`1/2

n0 = r1/6(I3×3 − n0 ⊗ n0), it is easy to see that W ni also
vanishes. This completes the proof. �

Proposition A.1.9 If F̃ ∈ R3×2 and n0 ∈ S
2 such that F̃T F̃ = ˜̀n0 , then there exists

a b ∈ R3 such that

(F̃ |b)T (F̃ |b) = `n0, det(F̃ |b) = 1. (A.23)
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In particular,

b = b̄1F̃ ẽ1 + b̄2F̃ ẽ2 + b̄3(F̃ ẽ1 × F̃ ẽ2),

*
,

b̄1

b̄2
+
-
= ( ˜̀n0 )−1I2×3`n0 e3, b̄3 =

1
|F̃ ẽ1 × F̃ ẽ2 |2

,

( ˜̀n0 )−1 = r̄1/3
(
I2×2 +

(
1 − r̄

1 + |ñ0 |2(r̄ − 1)

)
ñ0 ⊗ ñ0

) (A.24)

for ñ0 = (n0 · e1, n0 · e2) ∈ B1(0) ⊂ R2.

Proof. We remark that det( ˜̀n0 ) = r̄−2/3(1 + (r̄ − 1) |ñ0 |
2) > 0 for r̄ > 0. Thus

rank F̃ = 2, since by hypothesis F̃T F̃ = ˜̀n0 . Therefore, span{F̃e1, F̃e2, F̃e1× F̃e2} =

R3. Hence, (A.24) simply rewrites b ∈ R3 equivalently in terms of (b̄1, b̄2, b̄3) ∈ R3.
The proof follows by explicitly verifying the formula.

To be explicit, we set

b = (F̃ |F̃ ẽ1 × F̃ ẽ2)b̄ (A.25)

for some b̄ ∈ R3 and observe that

(F̃ |b)T b = F̃T F̃ *
,

˜̄b
0

+
-
+ |b|2e3 =

*...
,

˜̀n0
˜̄b

b̄ · *
,

˜̀n0 0
0 |F̃ ẽ1 × F̃ ẽ2 |

2
+
-

b̄

+///
-

= *
,

˜̀n0
˜̄b

˜̄b · ˜̀n0
˜̄b + (b̄ · e3)2 |F̃ ẽ1 × F̃ ẽ2 |

2
+
-

(A.26)

Note that given F̃T F̃ = ˜̀n0 , (F̃ |b)T (F̃ |b) = `n0 if and only if (F̃ |b)T b = `n0 e3.
Thus clearly, we require ˜̄b = ( ˜̀n0 )−1I2×3`n0 e3, as we have denoted above in (A.24).
Moreover,

det(F̃ |b) = 1 ⇒ b · (F̃ ẽ1 × F̃ ẽ2) = (b̄ · e3) |F̃ ẽ1 × F̃ ẽ2 |
2 = 1. (A.27)

Thus, we also require that

b̄ · e3 =
1

|F̃ ẽ1 × F̃ ẽ2 |2
=

1
|F̃ ẽ1 |2 |F̃ ẽ2 |2 − (F̃ ẽ1 · F̃ ẽ2)2

=
1

det ˜̀n0

. (A.28)

as, again, we have denoted above with (A.24).

Now, notice that we have solved for b̄, and but we still require

e3 · `n0 e3 =
˜̄b · ˜̀n0

˜̄b + (b̄ · e3)2 |F̃ ẽ1 × F̃ ẽ2 |
2 (A.29)
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for the lemma to hold. This would appear to be very bad, but in fact, this equality
holds trivially. Indeed,

e3 · `n0 e3 = r̄1/3(1 + (r̄ − 1)(n0 · e3)2). (A.30)

For the other side, after some algebra, one eventually finds that

˜̄b · ˜̀n0
˜̄b + (b̄ · e3)2 |F̃ ẽ1 × F̃ ẽ2 |

2 = r̄−1/3
(
|ñ0 |

2(n0 · e3)2(r̄ − 1)2 + r̄
1 + |ñ0 |2(r̄ − 1)

)
(A.31)

using all of these relations for b̄. Using the fact that |ñ0 |
2 + (n0 · e3)2 = 1, it is easy

to show that (A.30) equals (A.31). �

Proposition A.1.10 Let F̃ ∈ R3×2 and n0 ∈ S
2. Then,

(F̃)T F̃ = ˜̀n0 ⇔ F̃ = R(`1/2
n0 )3×2 for some R ∈ SO(3). (A.32)

Here, ˜̀n0 = r̄−1/3(I2×2+(r̄−1)ñ0⊗ ñ0) and (`1/2
n0 )3×2 = r̄−1/6(I3×2+(r̄1/2−1)n0⊗ ñ0).

Proof. (⇐.) This is obviously true. (⇒.) Since (F̃)T F̃ = ˜̀n0 , we can find a b

such that (F̃ |b)T (F̃ |b) = `n0 and det(F̃ |b) = 1. Further, owing to the positivity
of the determinant here, by the polar decomposition theorem there exists a unique
R ∈ SO(3) and a unique U ∈ R3×3 positive-definite such that (F̃ |b) = RU. Given
themetric condition, we have thatU2 = `n0 , and so actuallyU = `1/2

n0 . Consequently,

(F̃ |b) = R`1/2
n0 = (R(`1/2

n0 )3×2 |R`
1/2
n0 e3), (A.33)

and so F̃ = R(`1/2
n0 )3×2 for some R ∈ SO(3). �

A.2 On the two-dimensional theories for monodomain sheets
In both the effective membrane theory for nematic elastomers and the Koiter theory,
the deformation is taken as a mapping from an isotropic reference configuration. We
now show that theories can be equivalently written with respect to the monodomain
reference configuration (as long as the director in the monodomain sample is in the
plane of the sheet).

For this, we consider an initial monodomain nematic elastomer sheetΩh of thickness
h � 1 and reference director n0 ∈ S

2 that is subject to a deformation yh : Ω → R3

and deformed director nh : Ωh → S
2. The free energy is given by

Eh
n0 (yh, nh) :=

∫
Ω

(
W e(∇yh, nh, n0) +

κ

2
|(∇nh)(cof ∇yh)T |2

)
dx (A.34)
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where we assume the non-ideal parameter α = 0 (recall the discussion in Chapter
2).

To derive the membrane theory, we rescale the deformation and director to study
sequences on a fix domain Ω exactly as in Section 3.3, and we consider the energy

Ĩh
n0 (wh,mh) =




∫
Ω

(
W e(∇hw

h,mh, n0) + κh
h2 |(∇mh)(cof∇wh)T |2

)
dz if (wh,mh) ∈ A

+∞ else.
(A.35)

Here, the admissible class A is given by

A := {(wh,mh) ∈ W 1,2(Ω,R3) ×W 1,2(Ω, S2)

such that (∇mh)(cof∇wh)T ∈ L2(Ω,R3)
}
.

(A.36)

Finally, we study the functional defined on W 1,2(Ω,R3) given by

Ih
n0 (wh) := inf

{
Ĩh

n0 (wh,mh) : mh ∈ W 1,2(Ω, S2)
}
. (A.37)

Theorem A.2.1 Let r f = r0 = r . Let Ih
n0 as above with n0 ∈ S

2 such that n0 · e3 = 0,
κh ≥ 0 and κh → 0 as h → 0. Then in the weak topology of W 1,2(Ω,R3), Ih

n0 is
equicoercive and Γ-converges to

In0 (y) :=



∫
ω

W qc
2D (∇̃y( ˜̀∗

n0 )1/2)dz̃ if ∂3y = 0 a.e.

+∞ otherwise.
(A.38)

Here, ( ˜̀∗
n0 )1/2 = r−1/6(I2×2 + (r1/2 − 1)ñ0 ⊗ ñ0).

Proof. Compactness. Let {wh} ⊂ W 1,2(Ω,R3) such that Ih
n0 (wh) ≤ C for some

C independent of h. We let ζ = (`∗n0 )−1/2z and defined for each wh the function
wh

iso ∈ W 1,2((`∗n0 )−1/2Ω,R3) given by

wh
iso(ζ ) = wh((`∗n0 )1/2ζ ), ζ ∈ (`∗n0 )−1/2

Ω (A.39)

for (`∗n0 )1/2 = r−1/6(I3×3 + (r1/2 − 1)n0 ⊗ n0). Hence, we observe via the chain rule

∇hw
h
iso(ζ ) =

(
∇̃wh

iso(ζ ) |
1
h
∂3w

h
iso(ζ )

)
=

(
∇wh((`∗n0 )1/2ζ )

(
(`∗n0 )1/2e1 |(`∗n0 )1/2e2

) �����
1
h
∇wh((`∗n0 )−1/2ζ )r1/6e3

)
=

(
∇̃wh((`∗n0 )1/2ζ )( ˜̀∗

n0 )1/2���
r−1/6

h
∂3w

h((`∗n0 )−1/2ζ )
)

= ∇hw
h((`∗n0 )1/2ζ )(`∗n0 )1/2

(A.40)
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almost everywhere. Here, we are using the fact that n0 · e3 = 0. Hence,

Ih
n0 (wh) ≥

1
h

∫
Ω

inf
n∈S2

W e(∇hw
h(z), n, n0)dz

=
1
h

∫
(`∗n0 )−1/2Ω

inf
n∈S2

WnH
(
(`∗n)−1/2∇hw

h((`∗n0 )1/2ζ )(`∗n0 )1/2
)
dζ

=
1
h

∫
(`∗n0 )−1/2Ω

inf
n∈S2

WnH
(
(`∗n)−1/2∇hw

h
iso(ζ )

)
dζ

=
1
h

∫
(`∗n0 )−1/2Ω

inf
n∈S2

W e
iso(∇hw

h
iso(ζ ), n)dζ = Ih

κ=0(wh
iso).

(A.41)

Thus, from the compactness result of Conti and Dozlmann [31], we conclude that
there is a yiso ∈ W 1,2((`∗n0 )−1/2Ω,R3) indepedent of z3 such that (wh

iso−
>
wh

isodζ ) ⇀
yiso in W 1,2((`∗n0 )−1/2Ω,R3). It follows that (wh −

>
wh) ⇀ y in W 1,2(Ω,R3) with

∇̃y(z) = ∇̃yiso((`∗n0 )−1/2z)( ˜̀∗
n0 )−1/2 a.e. z ∈ Ω, (A.42)

and further that y is independent of z3 since n0 · e3 = 0.

Lower bound. We may assume wh ⇀ y in W 1,2(Ω,R3) for some y independent
of z3. Set wh

iso ∈ W 1,2((`∗n0 )−1/2Ω,R3) as in (A.39). Since n0 · e3 = 0, we have
wh

iso ⇀ yiso in W 1,2((`∗n0 )−1/2Ω,R3) where yiso(ζ ) = y((`∗n0 )1/2ζ ) for a.e. ζ . (This
is also independent of η3 since n0 · e3 = 0.) By the lower bound result of Conti and
Dozlmann [31] and using the results above in (A.41), we have

lim inf
h→0

Ih
n0 (wh) ≥ lim inf

h→0
Ih
κ=0(wh

iso)

≥

∫
(`∗n0 )−1/2Ω

W qc
2D

(
∇̃yiso(ζ )

)
dζ =

∫
Ω

W qc
2D

(
∇̃yiso((`∗n0 )−1/2z)

)
dz

=

∫
Ω

W qc
2D

(
∇̃y(z)( ˜̀∗

n0 )1/2
)
dz =

∫
ω

W qc
2D

(
∇̃y( z̃)( ˜̀∗

n0 )1/2
)
dz̃.

(A.43)

The second to last equality uses (A.42) and the last uses that y is independent of z3.

Upper bound. Let y ∈ W 1,2(Ω,R3) independent of z3. We set yiso(ζ ) = y((`∗n0 )1/2ζ ).
This is independent of ζ3 since n0 · e3 = 0. Thus, there exists a sequence
{(wh

iso,m
h
iso)} ∈ C∞((`∗n0 )−1/2Ω,R3) × C1((`∗n0 )−1/2Ω, S2) as in Proposition 3.3.4.

In particular, wh
iso ⇀ yiso in W 1,2((`∗n0 )−1/2Ω,R3). Further, we set wh(z) =
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wh
iso((`∗n0 )−1/2z) and mh(z) = mh

iso((`∗n0 )−1/2z) for each z ∈ Ω, and find

lim sup
h→0

Ih
n0 (wh,mh)

= lim sup
h→0

( ∫
(`∗n0 )−1/2Ω

(
W e

iso(∇hw
h
iso, n

h
iso) +

κh

h2 |(∇mh
iso)(cof ∇wh

iso)T |2
)
dζ

)
≤

∫
(`∗n0 )−1/2Ω

W qc
2D (∇̃yiso)dζ =

∫
ω

W qc
2D

(
∇̃y( ˜̀∗

n0 )1/2)dz̃.

(A.44)
It is also easy to see that wh ⇀ y in W 1,2(Ω,R3). This completes the proof. �

Remark A.2.2 (i) Let us discuss some heuristics of this theory: Suppose we have
a monodomain sample with the director n0 = e1, and we wish to stretch it
along this direction. Before stretching ∇̃y = I3×2, but W qc

2D (·) lies on the
energy landscape at (λM, δ) = (r1/3, r1/6) in Figure 3.2. Thus, if we stretch
along the e1 direction, we immediately belong in a regime of stress. In other
words, this membrane is not exhibiting soft elasticity. This is exactly what one
should expect since the director is already aligned with the direction of stretch,
and since director reorientation is the cause of soft elasticity.

(ii) The proof of this theorem relies on the ability for us to map the monodomain
energy back to the isotropic energy in the Γ-convergence setting. In particular,
it was important for the proof that n0 · e3 = 0. Indeed, the h−dependence
of the chain rule does not decouple nicely as in (A.40) if the director tilts
out-of-plane, and our proof relied on this decoupling. To our knowledge, the
effective membrane theory in the case where the director tilts is open.

(iii) A similar argument can be done for the Koiter theory. Working out the details,
if we have an undeformed monodomain configuration Ωh and an isotropic
reference configuration (`∗n0 )−1/2Ωh, we can repeat some of the arguments
to derive the Koiter theory to obtain a deformation yh

k : (`∗n0 )−1/2Ωh → R
3

(deformed from the isotropic configuration) which satisfies

Eh
3D (yh

k ) ≈
∫

(`∗n0 )−1/2Ωh

(
Wps (∇̃yk ( χ)) + 2µr1/3 χ2

3 | IIyk ( χ) |2
)
dχ

=

∫
Ωh

(
Wps (∇̃yk ((`∗n0 )−1/2x)) + 2µr1/3(r1/6x3)2 | IIyk ((`∗n0 )−1/2x) |2

)
dx

(A.45)
for some tension wrinkling ansatz yk independent of χ3 which is a deformation
from the isotropic reference midplane. Here, we have set χ = (`∗n0 )−1/2x. Now,
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we let ym
k (x) = yk ((`∗n0 )−1/2x) for all x ∈ Ωh, and we see that

∇̃yk
(
(`∗n0 )−1/2x

)
= ∇̃ym

k (x)( ˜̀∗
n0 )1/2,

IIyk
(
(`∗n0 )−1/2x

)
= (∇̃yk

(
(`∗n0 )−1/2x

)
)T ∇̃

( adj ∇̃yk
(
(`∗n0 )−1/2x

)
| adj ∇̃yk

(
(`∗n0 )−1/2x

)
|

)
= ( ˜̀∗

n0 )1/2(∇̃ym
k (x))T ∇̃

( adj ∇̃ym
k (x) det(( ˜̀∗

n0 )1/2)

| adj ∇̃ym
k (x) det(( ˜̀∗n0 )1/2) |

)
= ( ˜̀∗

n0 )1/2 IIym
k

(x).

(A.46)

Consequently, we have

Eh
3D (yh

k ) ≈
∫
Ωh

(
Wps (∇̃ym

k (x)( ˜̀∗
n0 )1/2) +

µr2/3

2
x2

3 |( ˜̀∗
n0 )1/2 IIym

k
(x) |2

)
dx

= h
∫
ω

(
Wps (∇̃ym

k ( x̃)( ˜̀∗
n0 )1/2) +

µr2/3

6
|( ˜̀∗

n0 )1/2 IIym
k

( x̃) |2
)
dx̃,

(A.47)
where the equality uses that ym

k is independent of x3. Finally, we can relate
the deformation yh

k back to a deformation deformed from the monodomain
reference Ωh via the identical change of variables. Hence,

Eh
K,n0

(y) := h
∫
ω

(
Wps (∇̃y( ˜̀∗

n0 )1/2) +
µr2/3h2

6
|( ˜̀∗

n0 )1/2 IIy |2
)
dx̃ (A.48)

is the appropriate Koiter theory for taut membranes using the undeformed
monodomain sample as the reference as long as n0 · e3 = 0.

A.3 Nonisometric origami: Three-faced interior junctions
On three-faced interior junctions (Formulation)
Let ω = B1(0) ⊂ R2 (i.e., the ball of radius 1 centered at the origin). For any vector
t̃αβ ∈ S1, we set Iαβ := {δt̃αβ ∈ R2 : δ ∈ [0, 1]}, and define each ωα ⊂ ω as

ω1 := sector between {I12, I13} not containing I23,

ω2 := sector between {I12, I23} not containing I13,

ω3 := sector between {I23, I13} not containing I12,

(A.49)

for some collection of distinct t̃12, t̃13 and t̃23 ∈ S
1 (to be determined). Hence, (up

to a set of measure zero), ω = ∪α=1,2,3ωα = B1(0) and each ωα is non-empty with
ωα ∩ ωβ = ∅ for α , β.
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With the notation set, we envision that a fixed set of three distinct (and non-trivial)
planar directors is used to program the sheet, i.e.,

{n01, n02, n03} ≡ {ñ01, ñ02, ñ03} is fixed

with n0α , ±n0β for all α , β.
(A.50)

Here, each n0α is programmed in the (to be determined) region ωα. Hence, we are
interested in identifying all possible compatible three-faced interior junctions that
can be built from this set of directors. Note that from (4.203), we have a compatible
junction if and only if there exist t̃12, t̃13, t̃23 ∈ S

1 and R1, R2, R3 ∈ SO(3) such that

R1(`1/2
n01 )3×2t̃12 = R2(`1/2

n02 )3×2t̃12,

R2(`1/2
n02 )3×2t̃23 = R3(`1/2

n03 )3×2t̃23,

R1(`1/2
n01 )3×2t̃13 = R3(`1/2

n03 )3×2t̃23.

(A.51)

Note further that the regions ω1, ω2 and ω3 are set by the gαβ’s procedurally by
(A.49).

Now to classify all possible compatible three-faced junctions (up to a rigid body
rotation of the entire junction and choice of coordinate frame), we are not required
to consider all possible sets of directors as in (A.50). In fact:

Remark A.3.1 (i) By choosing a coordinate frame, we may assume n01 = e1.

(ii) Since we are only interested in classification up to a rigid body rotation, we
may assume R1 = I3×3.

(iii) Define θ12, θ13 ∈ (0, π) such that n01 · n02 = cos(θ12) and n01 · n03 = cos(θ13).
We may assume that both of these angles are acute, i.e., θ12, θ13 ∈ (0, π/2].

(iv) Finally, we may assume n02 = cos(θ12)e1 + sin(θ12)e2 and n03 = cos(θ13)e1 −

sin(θ13)e2.

In this remark, (i) and (ii) are immediate. For (iii):

Proof of Remark A.3.1(iii). Fix a set of directors as in (A.50) and suppose n01 ·

n02 = cos(θ12) for θ12 ∈ (π/2, π). Note that if there exist t̃12, t̃23, t̃13 ∈ S
1 and

R1, R2, R3 ∈ SO(3) such that (A.51) holds, then (A.51) also holds with the same set
of interfaces and rotation if we replace n02 with −n02 since (`1/2

n02 )3×2 = (`1/2
−n02 )3×2.

Thus for generating compatible geometries, the sets of directors {n01, n02, n03} and
{n01,−n02, n03} are equivalent. The only difference in comparing the latter to the



215

former is that we have n01 · (−n02) = − cos(θ12) = cos(π − θ12) with π − θ12 ∈

(0, π/2). That is, for compatible geometries, we now have an equivalent set of
directors where the angle between n01 and −n02 = neq

02 ≡ n02 is acute. The same
argument works for n03. �

Now, Remark A.3.1(iv) follows after (possibly/as needed) changing the coordinate
frame and (possibly/as needed) relabeling the director fields (which implicitly rela-
bels the interfaces, rotations and regions ωα).

As a consequence of this remark, instead of considering an arbitrary set (A.50) and
attempting to find all possible interfaces and rotations which satisfy (A.51), we may
restrict our attention to the sets

{e1, n02, n03} where:

n02 = cos(θ12)e1 + sin(θ12)e2 for some θ12 ∈ (0, π/2],

n03 = cos(θ13)e1 − sin(θ13)e2 for some θ13 ∈ (0, π/2).

(A.52)

This set is parameterized by only two acute angles. Hence it remains to classify the
t̃12, t̃23, t̃13 ∈ S

1 and the R2, R3 ∈ SO(3) such that

(`1/2
e1 )3×2t̃12 = R2(`1/2

n02 )3×2t̃12,

R2(`1/2
n02 )3×2t̃23 = R3(`1/2

n03 )3×2t̃23,

(`1/2
e1 )3×2t̃13 = R3(`1/2

n03 )3×2t̃13

(A.53)

for any set as in (A.52).

On three-faced interior junctions (Necessary condition)
We turn now to the necessary condition (4.204). Suppose a set of directors as in
(A.52). Then we need to ensure t̃12, t̃13 and t̃23 ∈ S

1 satisfy

|ẽ1 · t̃12 | = |ñ02 · t̃12 |, |ẽ1 · t̃13 | = |ñ03 · t̃13 |, |ñ02 · t̃23 | = |ñ03 · t̃23 | (A.54)

for a compatible three-faced junction. In this direction, we have that:

Proposition A.3.2 t̃12, t̃13 and t̃23 ∈ S
1 satisfy (A.54) if and only if t̃12 ∈ G12,

t̃13 ∈ G13 and t̃23 ∈ G23, where

G12 :=
{ ẽ1 + ñ02
|ẽ1 + ñ02 |

,
ẽ1 − ñ02
|ẽ1 − ñ02 |

,
ñ02 − ẽ1
|ẽ1 − ñ02 |

,
−(ẽ1 + ñ02
|ẽ1 + ñ02 |

}
,

G13 :=
{ ẽ1 + ñ03
|ẽ1 + ñ03 |

,
ẽ1 − ñ03
|ẽ1 − ñ03 |

,
ñ03 − ẽ1
|ẽ1 − ñ03 |

,
−(ẽ1 + ñ03)
|ẽ1 + ñ03 |

}
,

G23 :=
{ ñ02 + ñ03
|ñ02 + ñ03 |

,
ñ02 − ñ03
|ñ02 − ñ03 |

,
ñ03 − ñ02
|ñ02 − ñ03 |

,
−(ñ02 + ñ03)
|ñ02 + ñ03 |

}
.

(A.55)
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Proof. Since {ẽ1, ñ02} are linearly independent by assumption, any t̃12 ∈ R
2 can be

written as t̃12 = κ1e1 + κ2n02. Observe then that (t̃12 · ẽ1)2 = κ2
1 + 2κ1κ2(ñ02 · ẽ1) +

κ2
2(ñ02 · ẽ1)2 and (t̃12 · ñ02)2 = κ2

1(ñ02 · ẽ1)2 + 2κ1κ2(ñ02 · ẽ1) + κ2
2 since ẽ1 and ñ02

are unit vectors. Thus,

(t̃12 · ẽ1)2 − (t̃12 · ñ02)2 = (κ2
1 − κ

2
2)(1 − (ñ02 · ẽ1)2). (A.56)

Further, (ñ02 · e1)2 = cos(θ12)2 < 1 by definition. Hence, |ñ02 · t̃12 | = |ẽ1 · t̃12 | if
and only if κ2

1 = κ
2
2 from (A.56). Restricting t̃12 to be a unit vector, we deduce that

|ñ02 · t̃12 | = |ẽ1 · t̃12 | if and only if t̃12 ∈ G12. We repeat this argument for the other
relations. �

Remark A.3.3 (i) (A generic redundancy.) This proposition provides that there
are at most 64 possible compatible interfaces for the given collection (A.52).
However, at least 32 are redundant in the following sense: Consider any set
{t̃12, t̃13, t̃23} ⊂ G12 × G13 × G23. Observe that,

R̃π ẽ1 = −ẽ1, R̃π ñ02 = −ñ02, R̃π ñ03 = −ñ03, (A.57)

where R̃π ∈ SO(2) denotes a rotation by π. Thus,

R̃π t̃12 ∈ G12, R̃π t̃13 ∈ G13, R̃π t̃23 ∈ G23. (A.58)

Hence, by rigidly rotating our (possibly) compatible junction by π, we obtain
an identical junction using that the directors are invariant under a change of
sign. We can eliminate this redundancy by replacing G12 with

G∗12 :=
{ ẽ1 + ñ02
|ẽ1 + ñ02 |

,
ẽ1 − ñ02
|ẽ1 − ñ02 |

}
. (A.59)

(ii) (The case θ12 = θ13.) Of the 64 possible compatible junctions, in this case,
only 20 are not redundant due to additional reflection reflection symmetry.
Specifically, let Q̃re f = diag(1,−1) ∈ O(2), and notice that Q̃re f ñ02 = ñ03.
Hence, if {t̃12, t̃13, t̃23} ⊂ G12 × G13 × G23 in this case, then

Q̃re f t̃12 ∈ G13, Q̃re f t̃13 ∈ G12, Q̃re f t̃23 = G23. (A.60)

Thus, we can simply take any (possibly) compatible junction and reflect it about
e1 to obtain another (or maybe the same) compatible junction. This implies
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Figure A.1: For any fixed set of directors taken from the set (A.52), there are up to
32 non-trivial junctions which satisfy the necessary condition (A.54). Here is one
such example with 32 non-trivial junctions. Note that the three directors are the
same for each junction.
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additional redundancies. In particular, cataloguing the set G∗12 × G13 × G23,
we have: {

t̃++12 , t̃
++
13 , t̃

+−
23

} Q̃re f

7−−−−→
{
t̃++12 , t̃

++
13 , t̃

−+
23

}
,

{
t̃++12 , t̃

+−
13 , t̃

+−
23

} Q̃re f

7−−−−→
{
t̃+−12 , t̃

++
13 , t̃

−+
23

}
,

{
t̃++12 , t̃

−+
13 , t̃

+−
23

} R̃πQ̃re f

7−−−−−−→
{
t̃+−12 , t̃

−−
13 , t̃

+−
23

}
,

{
t̃++12 , t̃

−−
13 , t̃

+−
23

} R̃πQ̃re f

7−−−−−−→ itself;

(A.61)

further,
{
t̃+−12 , t̃

++
13 , t̃

+−
23

} Q̃re f

7−−−−→
{
t̃++12 , t̃

+−
13 , t̃

−+
23

}
,

{
t̃+−12 , t̃

+−
13 , t̃

+−
23

} Q̃re f

7−−−−→
{
t̃+−12 , t̃

+−
13 , t̃

−+
23

}
,

{
t̃+−12 , t̃

−+
13 , t̃

+−
23

} R̃πQ̃re f

7−−−−−−→ itself;

(A.62)

further,
{
t̃++12 , t̃

++
13 , t̃

++
23

} Q̃re f

7−−−−→ itself,
{
t̃++12 , t̃

+−
13 , t̃

++
23

} Q̃re f

7−−−−→
{
t̃+−12 , t̃

++
13 , t̃

++
23

}
,

{
t̃++12 , t̃

−+
13 , t̃

++
23

} R̃πQ̃re f

7−−−−−−→
{
t̃+−12 , t̃

−−
13 , t̃

−−
23

}
,

{
t̃++12 , t̃

−−
13 , t̃

++
23

} R̃πQ̃re f

7−−−−−−→
{
t̃++12 , t̃

−−
13 , t̃

−−
23

}
;

(A.63)

further,
{
t̃+−12 , t̃

+−
13 , t̃

++
23

} Q̃re f

7−−−−→ itself,
{
t̃+−12 , t̃

−+
13 , t̃

++
23

} R̃πQ̃re f

7−−−−−−→
{
t̃+−12 , t̃

−+
13 , t̃

−−
23

}
,

{
t̃+−12 , t̃

−−
13 , t̃

++
23

} R̃πQ̃re f

7−−−−−−→
{
t̃++12 , t̃

−+
13 , t̃

−−
23

}
;

(A.64)

further,
{
t̃++12 , t̃

−+
13 , t̃

−+
23

} R̃πQ̃re f

7−−−−−−→
{
t̃+−12 , t̃

−−
13 , t̃

−+
23

}
,

{
t̃++12 , t̃

+−
13 , t̃

−−
23

} Q̃re f

7−−−−→
{
t̃+−12 , t̃

++
13 , t̃

−−
23

}
;

(A.65)

further
{
t̃++12 , t̃

−−
13 , t̃

−+
23

} R̃πQ̃re f

7−−−−−−→ itself,
{
t̃+−12 , t̃

−+
13 , t̃

−+
23

} R̃πQ̃re f

7−−−−−−→ itself,
{
t̃+−12 , t̃

+−
13 , t̃

−−
23

} Q̃re f

7−−−−→ itself,
{
t̃++12 , t̃

++
13 , t̃

−−
23

} Q̃re f

7−−−−→ itself.

(A.66)
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Here, we have used the notation t̃+−αβ = (+n0α − n0β)/|(+n0α − n0β) |, . . . etc.
This exhausts all 32 cases and shows that 12 can be obtained from reflection
and then (possible/as needed) a rotation by π of one of the other cases. This
leaves 20 non-redundant possibly compatible junctions.

(iii) (The case θ12 = θ13 = π/3.) Of the 64 possible compatible junction, in this
case, only 10 are not redundant since there is an additional symmetry by
rigidly rotating the possibly compatible junction by π/3. Specifically, notice
that applying R̃π/3 ∈ SO(2) to the directors in this case yields,

R̃π/3ẽ1 = ñ02, R̃π/3ñ02 = −ñ03, R̃π/3ñ03 = ẽ1. (A.67)

As a consequence, for any {t̃12, t̃13, t̃23} ⊂ G12 × G13 × G23,

R̃π/3t̃12 ∈ G23, R̃π/3t̃13 ∈ G12, R̃π/3t̃23 ∈ G13. (A.68)

Hence, in cataloguing the 20 possibly compatible configurations from the
previous case that are not redundant, we find:

{
t̃++12 , t̃

++
13 , t̃

+−
23

} R̃π/3
7−−−→

{
t̃++12 , t̃

−−
13 , t̃

+−
23

}
,

Q̃re f R̃−π/3
7−−−−−−−−→ itself,

{
t̃++12 , t̃

+−
13 , t̃

+−
23

} Q̃re f R̃π R̃π/3
7−−−−−−−−−→ itself,

R̃−π/3
7−−−−→

{
t̃++12 , t̃

++
13 , t̃

++
23

}
,

{
t̃++12 , t̃

−+
13 , t̃

+−
23

} Q̃re f R̃π R̃π/3
7−−−−−−−−−→ itself,

R̃−π/3
7−−−−→

{
t̃++12 , t̃

++
13 , t̃

−−
23

}
;

(A.69)

further,

{
t̃+−12 , t̃

++
13 , t̃

+−
23

} R̃π/3
7−−−→

{
t̃++12 , t̃

−−
13 , t̃

++
23

}
,

R̃−π/3
7−−−−→

{
t̃++12 , t̃

−+
13 , t̃

−+
23

}
,

{
t̃+−12 , t̃

+−
13 , t̃

+−
23

} Q̃re f R̃π R̃π/3
7−−−−−−−−−→

{
t̃++12 , t̃

+−
13 , t̃

−−
23

}
,

R̃−π/3
7−−−−→

{
t̃++12 , t̃

−+
13 , t̃

++
23

}
,

{
t̃+−12 , t̃

−+
13 , t̃

+−
23

} R̃π/3
7−−−→

{
t̃+−12 , t̃

−−
13 , t̃

++
23

}
,

Q̃re f R̃π R̃−π/3
7−−−−−−−−−−→ excluded already;

(A.70)
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further,
{
t̃++12 , t̃

+−
13 , t̃

++
23

} R̃π R̃π/3
7−−−−−→

{
t̃+−12 , t̃

−+
13 , t̃

−+
23

}
,

R̃π R̃−π/3
7−−−−−−→ itself ,

{
t̃+−12 , t̃

+−
13 , t̃

++
23

} Q̃re f R̃π/3
7−−−−−−−→

{
t̃+−12 , t̃

−+
13 , t̃

++
23

}
,

R̃−π/3
7−−−−→ excluded already ,

{
t̃++12 , t̃

−−
13 , t̃

−+
23

} Q̃re f R̃π/3
7−−−−−−−→ itself,

Q̃re f R̃−π/3
7−−−−−−−−→ itself,

{
t̃+−12 , t̃

+−
13 , t̃

−−
23

} R̃π R̃π/3
7−−−−−→ itself,

R̃π R̃−π/3
7−−−−−−→ itself .

(A.71)

Here, we have used the notation as defined in (ii).

With this result, all possible compatible interfaces are defined now in terms of the
angles θ12 ∈ (0, π/2] and θ13 ∈ (0, π/2).

On three-faced junctions (Sufficiency)
Now, we take as given some collection of directors in the set (A.52). Further, we
assume t̃12 ≡ t̃12(θ12, θ13) is taken from the set G∗12, t̃13 ≡ t̃13(θ12, θ13) is taken from
the set G13 and t̃23 ≡ t̃23(θ12, θ13) is taken from the set G23. Hence, the necessary
condition (A.54) holds, and for a compatible junction, it remains to determine if
there exists an R2 and R3 ∈ SO(3) such that (A.53) holds.

To make progress, let us suppose we are just interested in satisfying both the latter
and former equations in (A.53) (we ignore the middle equation for now). For
simplicity in the notation, we define

f1 := (`1/2
e1 )3×2t̃12, f2 := (`1/2

n02 )3×2t̃12,

h1 := (`1/2
e1 )3×2t̃13, h3 := (`1/2

n03 )3×2t̃13
(A.72)

(these quantities only depend on θ12 and θ13). With this, we observe that to solve the
latter and former equations in (A.53), we need an R2 ∈ SO(3) and an R3 ∈ SO(3)
such that

f1 = R2 f2, h1 = R3h3. (A.73)
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Since f1, f2, h1, h3 · e3 = 0 and | f1 | = | f2 |,|h1 | = |h2 | by the satisfaction of (A.54),
we can solve this equation through the rotations R2 ≡ Re3 (φ2) and R3 ≡ Re3 (φ3)
given by

Re3 (φ2) := cos(φ2)(e1 ⊗ e1 + e2 ⊗ e2)+

σ( f1, f2) sin(φ2)(e1 ⊗ e2 − e2 ⊗ e1) + e3 ⊗ e3

φ2 = arccos
( f1 · f2

| f1 |2

)
,

Re3 (φ3) := cos(φ3)(e1 ⊗ e1 + e2 ⊗ e2)+

σ(h1, h3) sin(φ2)(e1 ⊗ e2 − e2 ⊗ e1) + e3 ⊗ e3,

φ3 = arccos
( h1 · h3

|h1 |2

)
.

(A.74)

Here, σ : R3 × R3 → {1, 0,−1} is given by

σ(a, b) := sign
(
e3 · (a × b)

)
(A.75)

where sign(0) = 0.

Note that Re3 (φ2) ≡ Q(θ12, θ13) ∈ SO(3) and similarly for Re3 (φ3) (that is, they
are both completely determined for given θ12 and θ13). However, notice that for
R f1 (η2) ∈ SO(3) such that R f1 (η2) f1 = f1 and for Rh1 (η3) ∈ SO(3) such that
Rh1 (η3)h1 = h1, we have

f1 = R f1 (η2)Re3 (φ2) f2, h1 = Rh1 (η3)Re3 (φ3)h3 (A.76)

for any choice of η2, η3. That is, we satisfy two of our three compatibility equations
with two free parameters to play with. For definiteness with these equations, we set

f ⊥1 := −( f1 · e2)e1 + ( f1 · e1)e2, h⊥1 := −(h1 · e2)e1 + (h1 · e1)e2 (A.77)

(since f1, h1 · e3 = 0), and define the rotation R f1 and Rh1 as

R f1 (η2) := cos(η2)( | f1 |
−2 f ⊥1 ⊗ f ⊥1 + e3 ⊗ e3)+

sin(η2) | f1 |
−1(e3 ⊗ f ⊥1 − f ⊥1 ⊗ e3−) + | f1 |

−2 f1 ⊗ f1,

Rh1 (η3) := cos(η3)( |h1 |
−2h⊥1 ⊗ h⊥1 + e3 ⊗ e3)+

sin(η3) |h1 |
−1(e3 ⊗ h⊥1 − h⊥1 ⊗ e3) + |h1 |

−2h1 ⊗ h1

(A.78)

for η2, η3 ∈ [−π, π] (these are, in fact, the desired rotations since | f1 | = | f ⊥1 | and
|h1 | = |h⊥1 |).

So, do we have a compatible junction for the given θ12 and θ13? In light of (A.76),
it remains only to satisfy the middle equation in (A.53) for a compatible junction.
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Specifically, this boils down to the question: does there exist (η∗2, η
∗
3) ∈ [−π, π]2

such that

R f1 (η∗2)Re3 (φ2)(`1/2
n02 )3×2t̃23 = Rh1 (η∗3)Re3 (φ3)(`1/2

n03 )3×2t̃23? (A.79)

This is actual not a good way of posing the question because the solutions have a
transparent geometrical structure that is disguised in the above formulation. In fact,
we only need to consider the problem associated with how these equations project
onto the plane with normal e3. To formulate this precisely and algebraically, we
define

g2 := Re3 (φ2)(`1/2
n02 )3×2t̃23, g3 := Re3 (φ3)(`1/2

n03 )3×2t̃23. (A.80)

We have the following:

Proposition A.3.4 Fix θ12 ∈ (0, π/2] and θ13 ∈ (0, π/2) and let all quantities be
appropriately defined (as above) in terms of these quantities. Suppose there exist
η∗2, η

∗
3 ∈ [−π, π] such that

(I3×3 − e3 ⊗ e3)R f1 (η∗2)g2 = (I3×3 − e3 ⊗ e3)Rh1 (η∗3)g3. (A.81)

Then either

R f1 (η∗2)g2 = Rh1 (η∗3)g3 or R f1 (η∗2)g2 = Rh1 (−η∗3)g3. (A.82)

Proof. Observe that

|(I3×3 − e3 ⊗ e3)R f1 (η∗2)g2 |
2 + (R f1 (η∗2)g2 · e3)2 = |g2 |

2

= |g3 |
2 = |(I3×3 − e3 ⊗ e3)Rh1 (η∗3)g3 |

2 + (Rh1 (η∗3)g3 · e3)2.
(A.83)

Here, we have used the fact that R f1, Rh1 ∈ SO(3) and that |g2 | = |g3 | since (A.54)
holds. Consequently, if (A.81) holds, then it must be that

R f1 (η∗2)g2 · e3 = (+ or −)Rh1 (η∗3)g3 · e3. (A.84)

If the sign is+, then the result is provedwith (η∗2, η
∗
3). Alternatively, since g2, g3 ·e3 =

0, we see from (A.78) that (A.81) will hold if we replace η∗3 with −η∗3. Moreover,
this replacement flips the sign in (A.84). Thus, in the case the sign is −, the result
is proved with (η∗2,−η

∗
3). �
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Given this proposition, most of the work to solve for η2 and η3 is done. Indeed, we
define

y2(η2) := R f1 (η2)g2, y3(η3) := Rh1 (η3)g3 (A.85)

and we notice that g2 and g3 can be rewritten as

g2 =
(g2 · f1

| f1 |2

)
f1 +

(g2 · f ⊥1
| f1 |2

)
f ⊥1 ,

g3 =
(g2 · h1

|h1 |2

)
h1 +

(g2 · h⊥1
|h1 |2

)
h⊥1

(A.86)

since g2, g3 · e3 = 0. Hence, we see that the question posed in (A.79) is now (due
to this proposition) equivalent to the question: does there exist (η∗2, η

∗
3) ∈ [−π, π]2

such that
ỹ2(η∗2) ≡ (I3×3 − e3 ⊗ e3)y2(η∗2)

= (I3×3 − e3 ⊗ e3)y3(η∗3) ≡ ỹ3(η∗3),
(A.87)

(that is, such that ỹ2(η∗2) = ỹ3(η∗3)). In this direction, we use the identities in (A.86)
to observe that

ỹ2(η2) =
( g̃2 · f̃1

| f̃1 |2

)
f̃1 + cos(η2)

( g̃2 · f̃ ⊥1
| f̃1 |2

)
f̃ ⊥1 ,

ỹ3(η3) =
( g̃3 · h̃1

| h̃1 |2

)
h̃1 + cos(η3)

( g̃3 · h̃⊥1
| h̃1 |2

)
h̃⊥1 .

(A.88)

This observation motivates the following proposition:

Proposition A.3.5 Fix θ12 ∈ (0, π/2] and θ13 ∈ (0, π/2) and let all quantities be
appropriately defined (as above) in terms of these quantities. Let

ã(α) =
( g̃2 · f̃1

| f̃1 |2

)
f̃1 + α

( g̃2 · f̃ ⊥1
| f̃1 |2

)
f̃ ⊥1 , α ∈ R,

b̃(β) =
( g̃3 · h̃1

| h̃1 |2

)
h̃1 + β

( g̃3 · h̃⊥1
| h̃1 |2

)
h̃⊥1 , β ∈ R.

(A.89)

Then,
ã(α) = b̃(β) ⇔

*
,

α

β
+
-
=

*..
,

(g̃3·h̃1) | f̃1 |
2−(h̃1· f̃1)(g̃2· f̃1)

(h̃1· f̃ ⊥1 )·(g̃2· f̃ ⊥1 )
(g̃2· f̃1) | h̃1 |

2−(h̃1· f̃1)(g̃3·h̃1)
( f̃1·h̃⊥1 )(g̃3·h̃⊥1 )

+//
-
.

(A.90)
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Proof. Observe that

ã(α) = b̃(β) ⇔

*
,

( g̃2 · f̃ ⊥1
| f̃1 |2

)
f̃ ⊥1

�����
−

( g̃3 · h̃⊥1
| h̃1 |2

)
h̃⊥1 +

-
*
,

α

β
+
-
=

( g̃3 · h̃1

| h̃1 |2

)
h̃1 −

( g̃2 · f̃1

| f̃1 |2

)
f̃1,

(A.91)

and further that

*
,

( g̃2 · f̃ ⊥1
| f̃1 |2

)
f̃ ⊥1

�����
−

( g̃3 · h̃⊥1
| h̃1 |2

)
h̃⊥1 +

-

−1

= *
,

| f̃1 |
2 h̃1

(g̃2 · f̃ ⊥1 )(h̃1 · f̃ ⊥1 )

�����
−| h̃1 |

2 f̃1

(g̃3 · h̃⊥1 )(h̃⊥1 · f̃1)
+
-

T

.

(A.92)

(Note, (g̃3 · h̃⊥1 ), (h̃⊥1 · f̃1) = −( f̃ ⊥1 · h̃1), (g̃2 · f̃ ⊥1 ) , 0 since each of these quantities
depends on θ12 and θ13 as defined above. That is, the inverse exists as asserted.)
Applying (A.92) to (A.91), we arrive at (A.90) after some manipulation. �

With this result, we can completely characterize all compatible three-faced interior
junctions.

Main result (A complete characterization)

Theorem A.3.6 Consider the case of three fixed planar directors:

{e1, n02, n03} where

n02 = cos(θ12)e1 + sin(θ12)e2 for some θ12 ∈ (0, π/2],

n03 = cos(θ13)e1 − sin(θ13)e2 for some θ13 ∈ (0, π/2).

(A.93)

(i) (Necessary.) There exist g̃12, g̃23, g̃13 ∈ S
1 and R2, R3 ∈ SO(3) such that

(`1/2
e1 )3×2g̃12 = R2(`1/2

n02 )3×2g̃12,

R2(`1/2
n02 )3×2g̃23 = R3(`1/2

n03 )3×2g̃23,

(`1/2
e1 )3×2g̃13 = R3(`1/2

n03 )3×2g̃23

(A.94)

(i.e., there exists a compatible junction) only if {g̃12, g̃13, g̃23} ⊂ G12×G13×G23,
where:

G12 :=
{ ẽ1 + ñ02
|ẽ1 + ñ02 |

,
ẽ1 − ñ02
|ẽ1 − ñ02 |

,
ñ02 − ẽ1
|ẽ1 − ñ02 |

,
−(ẽ1 + ñ02
|ẽ1 + ñ02 |

}
,

G13 :=
{ ẽ1 + ñ03
|ẽ1 + ñ03 |

,
ẽ1 − ñ03
|ẽ1 − ñ03 |

,
ñ03 − ẽ1
|ẽ1 − ñ03 |

,
−(ẽ1 + ñ03)
|ẽ1 + ñ03 |

}
,

G23 :=
{ ñ02 + ñ03
|ñ02 + ñ03 |

,
ñ02 − ñ03
|ñ02 − ñ03 |

,
ñ03 − ñ02
|ñ02 − ñ03 |

,
−(ñ02 + ñ03)
|ñ02 + ñ03 |

}
.

(A.95)
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(ii) (Necessary and sufficient.) Let g̃12 ≡ g̃12(θ12, θ23) as inG12; g̃13 ≡ g̃13(θ12, θ23)
as in G13; g̃23 ≡ g̃23(θ12, θ23) as in G23. Define:

f1 ≡ f1(θ12, θ13) := (`1/2
e1 )3×2g̃12,

f ⊥1 ≡ f ⊥1 (θ12, θ13) := −( f1 · e2)e1 + ( f1 · e1)e2,

f2 ≡ f2(θ12, θ13) := (`1/2
n02 )3×2g̃12,

h1 ≡ h1(θ12, θ13) := (`1/2
e1 )3×2g̃13,

h⊥1 ≡ h1(θ12, θ13) := −(h1 · e2)e1 + (h1 · e1)e2,

h3 ≡ h3(θ12, θ13) := (`1/2
n03 )3×2g̃13,

Re3 (φ2) ≡ Re3 (φ3, θ12, θ13) := cos(φ2)(e1 ⊗ e1 + e2 ⊗ e2)+

sign
(
e3 · ( f1 × f2)

)
sin(φ2)(e1 ⊗ e2 − e2 ⊗ e1) + e3 ⊗ e3,

φ2 ≡ φ2(θ12, θ13) = arccos
( f1 · f2

| f1 |2

)
,

Re3 (φ3) ≡ Re3 (φ3, θ12, θ13) := cos(φ3)(e1 ⊗ e1 + e2 ⊗ e2)+

sign
(
e3 · (h1 × h3)

)
sin(φ2)(e1 ⊗ e2 − e2 ⊗ e1) + e3 ⊗ e3,

φ3 ≡ φ3(θ12, θ13) = arccos
( h1 · h3

|h1 |2

)
,

g2 ≡ g2(θ12, θ13) := Re3 (φ2)(`1/2
n02 )3×2g̃23,

g3 ≡ g3(θ12, θ13) := Re3 (φ3)(`1/2
n03 )3×2g̃23,

*
,

α

β
+
-
≡ *

,

α(θ12, θ13)
β(θ12, θ13)

+
-

:=
*..
,

(g̃3·h̃1) | f̃1 |
2−(h̃1· f̃1)(g̃2· f̃1)

(h̃1· f̃ ⊥1 )(g̃2· f̃ ⊥1 )
(g̃2· f̃1) | h̃1 |

2−(h̃1· f̃1)(g̃3·h̃1)
( f̃1·h̃⊥1 )(g̃3·h̃⊥1 )

+//
-
.

(A.96)

There exist R2, R3 ∈ SO(3) such that (A.94) holds if and only if α ∈ [−1, 1]
and β ∈ [−1, 1].

(iii) (Explicit construction.) If α ≡ α(θ12, θ13) ∈ [−1, 1] and β ≡ β(θ12, θ13) ∈
[−1, 1], then R2 and R3 ∈ SO(3) from (ii) satisfy

R2 ≡ R2(η2, θ12, θ13) = R f1 (η2)Re3 (φ2),

R3 ≡ R3(η3, θ12, θ13) = Rh1 (η3)Re3 (φ3),
(A.97)

where

R f1 (η2) ≡ R f1 (η2, θ12, θ13) := cos(η2)( | f1 |
−2 f ⊥1 ⊗ f ⊥1 + e3 ⊗ e3)+

sin(η2) | f1 |
−1(e3 ⊗ f ⊥1 − f ⊥1 ⊗ e3−) + | f1 |

−2 f1 ⊗ f1,

Rh1 (η3) ≡ Rh1 (η3, θ12, θ13) := cos(η3)( |h1 |
−2h⊥1 ⊗ h⊥1 + e3 ⊗ e3)+

sin(η3) |h1 |
−1(e3 ⊗ h⊥1 − h⊥1 ⊗ e3) + |h1 |

−2h1 ⊗ h1,

(A.98)
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and (η2, η3) ∈ [π, π]2 satisfy

cos(η2) = α, cos(η3) = β,

sign
(
(g̃2 · f̃ ⊥1 ) sin(η2)

)
= sign

(
(g̃3 · h̃⊥1 ) sin(η3)

)
.

(A.99)

Remark A.3.7 (i) For each possibly compatible junction, there are are either
two solutions (if α, β ∈ [−1, 1]) for actuation or no solutions (if at least one is
not). These are given by

η+2 = arccos(α), η+3 = sign
(
(g̃2 · f̃ ⊥1 )(g̃2 · h̃⊥1 )

)
arccos(β)

η−2 = − arccos(α), η−3 = −sign
(
(g̃2 · f̃ ⊥1 )(g̃2 · h̃⊥1 )

)
arccos(β).

(A.100)

The solutions are reflections of each other about the {e1, e2} plane.

(ii) When the anisotropy parameter r̄ is equal to 1, the junction is compatible and
flat. By explicit examination of various examples, it does appear that exactly
half of all junctions which satisfy the necessary condition in (i) are compatible
for heating and only heating (i.e, r̄ ∈ (0, 1]) with the other half compatible for
cooling and only cooling (i.e., r̄ ≥ 1). We see this, for instance, in comparing
the junction Figure 4.11, as the junction here is only compatible for cooling or
heating (depending on the director program).


