
Scattering in N = 4 super Yang–Mills and N = 8 supergravity

Thesis by

Enrico Herrmann

In Partial Fulfillment of the Requirements for the

degree of

Doctor of Philosophy

CALIFORNIA INSTITUTE OF TECHNOLOGY

Pasadena, California

2017

Defended May 15, 2017



ii

c© 2017

Enrico Herrmann

ORCID: 0000-0002-3983-2993

All rights reserved



iii

Acknowledgments

During my time as a graduate student at Caltech I had the pleasure to interact with a

number of remarkable scientists.

First and foremost I would like to thank my advisor, Mark Wise, for taking me on as

a graduate student during my first year at Caltech. Even more so, I am thankful that

he gave me the opportunity to follow my own research interests and for all his support

along the way. Mark always had an open ear and good advice concerning practical

matters like organizing travel funding or navigating the academic life in general. I am

grateful that he also nominated me for a Dominic Orr Fellowship, which allowed me a

one year break from all teaching duties.

Along with Mark, I would like to thank my co-advisor, Jaroslav Trnka, from whom

I learned an enormous amount about scattering amplitudes and physics in general. I

very much appreciate all his invaluable support and encouragement throughout my

graduate studies. Without him and his generous help, many of my conference visits

and trips would not have been possible. In all the workshops he co-organized, Jaroslav

enabled young scientists to present their research. In many respects, Jaroslav is my

scientific role model.

In addition to the mentorship I have received by Mark and Jaroslav, I have benefited

significantly from the interaction with my collaborators Zvi Bern, Jacob Bourjaily,

Sean Litsey, James Stankowicz, and Jaroslav Trnka. Without them, much of this

thesis research would not have been possible. Especially Zvi has been an important

academic mentor and like a third advisor to me. I enjoyed the hospitality and many

great discussions during my numerous trips to UCLA, and I would like to take this

opportunity to congratulate Zvi on the establishment of the Bhaumik Institute for

Theoretical Physics at UCLA.

Special thanks also go to Nima Arkani-Hamed, Livia Ferro, Johannes Henn, Yu-tin

Huang, Henrik Johansson, Marcus Spradlin, Mathias Staudacher, and Anastasia Volovich

for inviting me to various workshops and extended research visits. I have greatly ben-

efited from many interesting conversations.

I would also like to thank the remaining members of my thesis committee, Clifford

Cheung, Ryan Patterson and Maria Spiropulu, for their time and input.



iv

Furthermore, I would like to thank Anders Andreassen, John Joseph Carrasco, Wei-

Ming Chen, Scott Davies, Lance Dixon, Alexander Edison, Michael Enciso, David

Kosower, Lionel Mason, Andrew McLeod, David Meidinger, Josh Nohle, Julio Parra-

Martinez, Jan Plefka, Gregor Richter, Oliver Schlotterer, John Schwarz, Congkao Wen,

Ellis Ye Yuan, and Mao Zeng for stimulating discussions around physics in general and

scattering amplitudes in particular.

I would also say thank you to all the people who, through their friendship, made my five

years at Caltech an overwhelmingly positive experience: David Aasen, Michael Bev-

erland, Thom Bohdanovicz, Aidan Chatwin-Davies, Chia-Hsien Shen, Murat Kologlu,

Noah Olsman, Paul Plucinsky, Jason Pollack, Ingmar Saberi, and Christoph Uhlemann.

Of course, my family deserves special credit for all their support throughout my entire

life. Without them, I would not be the person who I am now. My girlfriend, Ellen

Dooley, also deserves extra thanks for putting up with all my little quirks as well as

my persistent lack of punctuality when coming home from work.

My work was supported in part by the Walter Burke Institute for Theoretical Physics,

by a Dominic Orr Fellowship and by the United States Department of Energy under

Grant DE-SC0011632.



v

Abstract

The scattering amplitudes of planar N = 4 super-Yang-Mills theory (sYM) exhibit a

number of remarkable analytic structures, including dual conformal symmetry, loga-

rithmic singularities of integrands, and the absence of poles at infinite loop momentum.

None of these properties are apparent from our usual formulation of quantum field the-

ory in terms of Lagrangians and Feynman rules. In the past years, the hidden features

inspired a dual formulation for scattering amplitudes that is not built on the two pillars

of locality and unitarity. Instead, a new geometric formulation in terms of Grassman-

nians and the amplituhedron emerged, which is based on the key analytic properties of

scattering amplitudes in the planar sector of N = 4 super-Yang-Mills theory. Starting

from geometric concepts, the amplituhedron geometry derives all properties of scatter-

ing amplitudes in said theory, including locality and factorization. From a practical

perspective, expanding the amplitude in terms of a local diagrams, the amplituhedron

construction implies that scattering amplitudes in planar N = 4 super-Yang-Mills are

fully specified by a surprisingly simple subset of all unitarity cuts. Concretely, inte-

grands are uniquely (up to an overall constant) fixed by demanding their vanishing on

all spurious singularities.

Extending an initial proposal by Arkani-Hamed, Bourjaily, Cachazo, and Trnka, we

conjecture that the same analytic structures extend beyond the planar limit of N = 4

super-Yang-Mills. Furthermore we show that the dlog and no pole at infinity constraints

give the key integrand level analytic information contained in dual conformal symmetry

in the planar sector. While it is presently unclear how to extend either dual conformal

symmetry or the amplituhedron picture beyond the planar sector, our results suggest

that related concepts might exist and await discovery.

In order to support our conjectures, we have analyzed several nontrivial multi-loop

multi-leg amplitudes. For the nonplanar three-loop four-point and two-loop five point

N = 4 super-Yang-Mills amplitudes, we explicitly construct a complete basis of diagram

integrands that has only logarithmic singularities and no poles at infinity. We also give

examples at three loops showing how to make the logarithmic singularity properties

manifest by writing explicit dlog forms. We give additional evidence at four and five

loops supporting the nonplanar logarithmic singularity conjecture. Our investigations

show that the singularity structures of planar and nonplanar integrands in N = 4

super-Yang-Mills are strikingly similar. Finally, we express the complete amplitude in
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terms of our special basis diagrams, with the coefficients determined by the vanishing

conditions on the amplitude. By successfully carrying out this procedure, we provide

nontrivial evidence that the zero conditions also carry over into the nonplanar sector.

Our analysis suggests that the concept of the amplituhedron can be extended to the

nonplanar sector of N = 4 super-Yang-Mills theory and one might hope to ultimately

reformulate more general quantum field theories in a geometric language.

Using the marvelous squaring relation between Yang-Mills and gravity theories discov-

ered by Bern, Carrasco, and Johansson (BCJ), we relate our newly gained knowledge

on the Yang-Mills side to properties of gravity. We conjecture that to all loop orders,

while N = 8 supergravity has poles at infinity, at least at four points it has only

logarithmic singularities at finite locations. We provide nontrivial evidence for these

conjectures. We describe the singularity structure of N = 8 supergravity at three loops

and beyond.

In order to approach a geometric formulation for scattering in gravitational theories,

we retrace the initial steps taken in planar N = 4 super-Yang-Mills in the gravitational

setting. In particular, we study on-shell diagrams for gravity theories with any number

of supersymmetries and find a compact Grassmannian formula in terms of edge variables

of the graphs. Unlike in gauge theory where the analogous form involves only dlog-

factors, in gravity we find a non-trivial numerator as well as higher degree poles in

the edge variables. Based on the structure of the Grassmannian formula for N = 8

supergravity we conjecture that gravity loop amplitudes also possess similar properties.

In particular, we find that there are only logarithmic singularities on cuts with finite

loop momentum and that poles at infinity are present.
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Introduction

Unifying quantum mechanics and special relativity, quantum field theory (QFT) is

our central theoretical framework to describe the microscopic world. One of the most

prominent instances of a QFT is the Standard Model, which summarizes our current

understanding of the realm of elementary particles, successfully describing electromag-

netism, the weak and strong force. The relevance of QFT for our understanding of

nature makes studying its physical and mathematical properties one of the most excit-

ing research directions in the field of theoretical physics. Within QFT, primary objects

of interest are scattering amplitudes. These are required to compute cross sections

which describe the probabilities of elementary particles interacting with one another.

In this regard, experimentalists at particle accelerators like the Large Hadron Collider

(LHC) measure scattering amplitudes. Traditionally, scattering amplitudes have been

calculated using Feynman diagrams derived from an underlying Lagrangian written in

terms of quantum fields. Together with the path integral formulation, this framework

encodes two of the main pillars of twentieth century physics: locality and unitarity (for

a textbook introduction to QFT, see e.g. [4, 5]). However, in the past two decades we

have learned from multiple directions that this standard formulation of QFT should

not be the final answer.

On one hand, we now know of remarkable theories at strong coupling that defy a

Lagrangian description altogether; see e.g. [6–11]. On the other hand, even at weak

coupling, explicit computations revealed significant surprises in the past three decades

starting with the seminal work of Parke and Taylor, who computed the gluonic 2 7→ 4

scattering amplitude at tree-level in 1985 [12]. This was one of the first instances

where people noticed the tension between the apparent complexity of the intermediate

calculation using standard off-shell Feynman diagram techniques and the simplicity of

the final answer. Even for relatively simple interaction processes, the calculation can

involve thousands of Feynman diagrams, leading to hundreds of pages of algebra. In

contrast to this apparent complexity, Parke and Taylor’s final result, after summing all

diagrams, fits on a single line (for a specific, color-stripped helicity amplitude with two

negative helicity gluons MHV in terms of spinor-helicity variables),

Atree
MHV(1 2 3+4+5+6+) =

〈12〉4
〈12〉〈23〉〈34〉〈45〉〈56〉〈61〉 .
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For a detailed account of the notation and definitions commonly used in the ampli-

tudes community, such as color-organization and spinor-helicity variables, see e.g. the

excellent review articles [13–16]. Shortly thereafter, they were able to generalize their

formula to an arbitrary number of particles 2 7→ n [17],

Atree
MHV(1 2 3+4+ · · ·n+) =

〈12〉4
〈12〉〈23〉〈34〉 · · · 〈n− 1n〉〈n1〉 .

The absence of simplicity in the traditional computations points towards a more natural

formulation of QFT.

A third major motivation to look for a reformulation of QFT is rooted in the problem

of unifying gravity and quantum mechanics, which has puzzled theoretical physicists

for decades. Amongst others, it is required for a detailed understanding of the Big

Bang and various questions about black hole physics. Applying the standard quanti-

zation prescription to the variables describing spacetime geometry leads to immediate

problems. There are underlying reasons to believe that the correct route to a quan-

tum theory of gravity should not start from the fundamental principles of locality and

unitarity, the major players in the traditional formulation of QFT. In the context of

planar N = 4 super-Yang-Mills theory, a simplified theory which shares several features

of the Standard Model, such a reformulation has been achieved, leading to the ampli-

tuhedron [18]. In this construction, scattering amplitudes are calculated geometrically

as volume forms in an auxiliary space. In the planar limit, N = 4 sYM is believed to

be completely solvable, which makes it an interesting laboratory to test new ideas in

QFT and –via the AdS/CFT correspondence [19]– in gravity.

In this thesis, we are primarily interested in exploring new mathematical structures in

perturbative QFT by exploiting and extending modern on-shell techniques for scatter-

ing amplitudes. In any such endeavor, it is essential to have a good toy model which

is simple enough to calculate sufficiently many interesting quantities and still shares

several features of more general quantum field theories. In the context of this work, our

drosophilae are going to be the maximally supersymmetric gauge- and gravity- theo-

ries in four spacetime dimensions, N = 4 super-Yang-Mills and N = 8 supergravity

respectively [20–22]. As parenthetical side note, we would like to mention that a num-

ber of advances originally developed in these toy models eventually found their way

into practical computational tools employed for real world collider calculations. One of

these tools, which also plays a prominent role in this thesis, is the generalized unitarity

method developed by Bern, Dixon, Dunbar, and Kosower [23]. Their key insight is to

factorize scattering amplitudes into simpler tree objects in order to determine the loop

amplitudes. In the context of Standard Model processes, this has been incorporated in

computational tools like BlackHat [24].
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Arguably, the most amount of progress in our understanding of the structure of scat-

tering amplitudes has been achieved in planar N = 4 super-Yang-Mills theory [20, 21].

(See reviews, e.g. Refs. [13, 14, 25–28].) Discoveries of new structures and symmetries

have led to the development of deep theoretical frameworks which greatly aid new

computations while also connecting to new areas of mathematics. Along with the con-

ceptual progress have come significant computational advances, including new explicit

results for amplitudes after integration up to high loop orders (see e.g. Refs. [29–34]), as

well as some all-loop order predictions [35]. Among the theoretical advances are connec-

tions to twistor string theory [36, 37], on-shell recursion relations [38–40], unveiling of

hidden dual conformal symmetry [41–43], Yangian symmetry [44], integrability [45, 46],

momentum twistors [47], a dual interpretation of scattering amplitudes as supersym-

metric Wilson loops [48–53], a duality to correlation functions [54, 55], amplitudes at

finite coupling in special kinematic regimes using OPE [56–58], the hexagon function

bootstrap [29, 31, 59–62] and its extension to higher points [30, 63], and the use of

symbols and cluster polylogarithmics [63–66], as well as a variety of other structures.

More recently, four-dimensional planar integrands in N = 4 sYM were reformulated

using on-shell diagrams and the positive Grassmannian [40, 67–72] (see related work

in Ref. [73–77]). This reformulation fits nicely into the concept of the amplituhe-

dron [18, 78–84], and makes an extremely interesting connection to active areas of

research in algebraic geometry and combinatorics (see e.g. [85–90]). This picture also

makes certain properties of amplitudes completely manifest, including properties like

Yangian invariance [44] that are obscure in standard field-theory descriptions.

A special feature of N = 4 sYM scattering amplitudes that appears after integration is

uniform transcendentality [46, 91, 92], a property closely related to the dlog-structure

of the integrand in the dual formulation [67] (for recent discussion on integrating dlog

forms see Ref. [93]). For a mathematical account of Feynman integrals and an in-

troduction to the required function space related to the transcendentality properties,

see e.g. [94–96] and references therein. The dual formulation can perhaps also be ex-

tended to integrated results via special functions that are motivated by the positive

Grassmannian [64, 65, 97, 98]. For a recent connection between positivity inside the

amplituhedron at integrand level and certain positivity properties of integrated results,

see [99]. Ultimately, such an extension might naturally incorporate the integrability

of planar N = 4 sYM theory [45]. So far this has not played a major role in the

dual formulation, but is very useful in the flux tube S-matrix approach [56, 100–103],

leading to some predictions at finite coupling. Integrability should be present in the

dual formulation of the planar theory through Yangian symmetry. Therefore, it is

natural to attempt to search for either a Yangian-preserving regulator of infrared di-
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vergences of amplitudes [104–107], or directly for Yangian-preserving deformations of

the Grassmannian integral [108, 109]. For a recent attempt to extend Yangian symme-

try and integrability beyond S-Matrix elements and on-shell functions to the level of

the classical equations of motion, see [110].

The general structure of this thesis is as follows: Following this more general introduc-

tion to scattering amplitudes, we briefly outline each of the three main chapters here,

hoping that the reader gets a glimpse of the most important results. In addition, to set

this thesis in context with the existing literature and to give additional motivation for

the main questions addressed in the individual chapters, we have prepended a separate

introduction to each.

In this thesis, we are motivated to explore if any of the aforementioned analytic features

of scattering amplitudes (dlog-form of integrands and the absence of poles at infinity)

persist outside of planar N = 4 super-Yang-Mills theory. In collaboration with Zvi

Bern, Sean Litsey, James Stankowicz, and Jaroslav Trnka, we investigated the analytic

properties of multi-loop scattering amplitudes in N = 4 sYM without resorting to the

planar limit, which first appeared as a research article in [1]. This work constitutes

Chapter 1 of this thesis in a slightly adapted form. In this study we extended several

properties of planar amplitudes that were originally believed to be intimately tied

to the special symmetries and the integrable nature of the planar sector to the full

non-planar theory. We clarified the link between dual conformal invariance, a hidden

symmetry of planar N = 4 sYM not visible from Feynman diagrams, to the absence

of certain residues of the loop-integrand for infinite loop-momentum. Following the

planar example one step further, we analyzed the implications of the on-shell diagram

formulation of scattering amplitudes in planar N = 4 sYM. On-shell diagrams can

be viewed either as residues of loop amplitudes or as a product of on-shell three-point

amplitudes. In planarN = 4 sYM, on-shell diagrams possess special analytic properties

(d log singularities) derived from a dual formulation using a geometric object known as

the positive Grassmannian. In our work we were able to show that the same structure

is present in amplitudes of the full N = 4 sYM theory, suggesting the existence of a

dual formulation for the full theory.

In a subsequent work [2] with the same collaborators, which appears as Chapter 2, we

were able to give evidence that the amplituhedron construction of planar N = 4 sYM

theory extends to the full theory as well. The amplituhedron is the first instance of

the desired reformulation of QFT where locality and unitarity are derived from deeper

mathematical properties of scattering amplitudes in planar N = 4 sYM. In broad

terms, the amplituhedron posits that scattering amplitudes are calculated as differential

forms with logarithmic singularities on the boundary of the amplituhedron space. In
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this picture, the geometry of the space –generalizing the positive Grassmannian of

individual on-shell diagrams– dictates the properties of amplitudes. Building on this

work, it would be interesting to find the actual construction of an amplituhedron-like

object in the future. Currently we are limited by the fact that global variables defining

a unique integrand are not known.

In recent years, Bern, Carrasco, and Johansson (BCJ) elucidated the squaring relation

between gauge theories and gravity via the celebrated color-kinematics duality in con-

junction with the double-copy property of gravity amplitudes. This novel construction

implies a tight link between the properties of scattering amplitudes in both theories

which led us to the study of the analytic properties of scattering amplitudes in N = 8

supergravity (sugra). It has been a long-standing question, whether N = 8 sugra is

perturbatively finite. In our work (c.f. Sec. 1.8 here), we found that unlike in gauge the-

ory, poles at infinity are present in gravity amplitudes. However, the direct connection

between such poles and a potential UV-divergence is not presently clear. It is an open

question left to future work to understand this relation in more detail, which requires a

combination of integrand as well as integration techniques to identify naively divergent

terms that ultimately integrate to zero. These cancellations cause the UV-finiteness of

certain supersymmetric gravity theories where no known symmetry explanation exists;

see e.g. [111]. Understanding the underlying reason behind the cancellations should

ultimately shed light on the structure of quantum gravity itself.

In order to extend our understanding of gravity theories, in collaboration with Jaroslav

Trnka, we found a new formula to express gravity on-shell diagrams in terms of an

auxilliary Grassmannian space, which was published in [3] and appears as Chapter

3 here. Guided by the work on planar N = 4 sYM, where on-shell diagrams serve

directly as building blocks for scattering amplitudes via the BCFW-recursion relation,

we were motivated to investigate the properties of the on-shell functions in gravity.

In planar N = 4 sYM it was the reformulation of on-shell diagrams in terms of the

geometric structure of the Grassmannian, which finally led to a complete reformulation

of perturbation theory and culminated in the amplituhedron construction. Taking this

analogy seriously, our Grassmannian formula can be seen as a first step to a similar

reformulation in gravity. This has not been worked out so far, and it is one of my

future research projects. Similarly to nonplanar Yang–Mills theory, it is the lack of

good variables that currently hampers direct progress in this direction. Starting from

gravity on-shell diagrams, it is tempting to write scattering amplitudes in terms of

these objects. Partial progress has been achieved by Heslop and Lipstein, who wrote

the one-loop four-point integrand for gravity in terms of on-shell functions. It is an

open problem how to extend this construction to more general integrands.
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Logarithmic singularities and maxi-

mally supersymmetric amplitudes

The dual formulation of planar N = 4 super-Yang-Mills scattering amplitudes makes

manifest that the integrand has only logarithmic singularities and no poles at infinity.

Recently, Arkani-Hamed, Bourjaily, Cachazo, and Trnka conjectured that the same

singularity properties hold to all loop orders in the nonplanar sector as well. Here

we conjecture that to all loop orders these constraints give us the key integrand level

analytic information contained in dual conformal symmetry. We also conjecture that

to all loop orders, while N = 8 supergravity has poles at infinity, and at least at four

points it has only logarithmic singularities at finite locations. We provide nontrivial

evidence for these conjectures. For the three-loop four-point N = 4 super-Yang-Mills

amplitude, we explicitly construct a complete basis of diagram integrands that has

only logarithmic singularities and no poles at infinity. We then express the complete

amplitude in terms of the basis diagrams, with the coefficients determined by unitarity.

We also give examples at three loops showing how to make the logarithmic singularity

properties manifest via dlog forms. We give additional evidence at four and five loops,

supporting the nonplanar logarithmic singularity conjecture. Furthermore, we present

a variety of examples illustrating that these constraints are more restrictive than dual

conformal symmetry. Our investigations show that the singularity structures of planar

and nonplanar integrands in N = 4 super-Yang-Mills are strikingly similar. While it

is not clear how to extend either dual conformal symmetry or a dual formulation to

the nonplanar sector, these results suggest that related concepts might exist and await

discovery. Finally, we describe the singularity structure of N = 8 supergravity at three

loops and beyond.
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1.1 Introduction

In this paper we are interested in understanding how to carry these many advances and

promising directions over to the nonplanar sector of N = 4 sYM theory. Unfortunately

much less is known about nonplanar N = 4, in part because of the difficulty of carrying

out loop integrations. In addition, lore suggests that we lose integrability and thereby

many nice features of planar amplitudes believed to be associated with it. (We do not

use a 1/N expansion.) Even at the integrand level, the absence of a unique integrand

makes it difficult to study nonplanar amplitudes globally, rather than in some particular

expansion. One approach to extending planar properties to the nonplanar sector is to

search for the dual formulation of the theory using on-shell diagrams. Despite the

fact that these are well-defined objects beyond the planar limit with many interesting

properties [112], yet it is still not known how to expand scattering amplitudes in terms

of these objects.

Nevertheless, there are strong hints that at least some of the properties of the planar

theory survive the extension to the nonplanar sector. In particular, the Bern–Carrasco–

Johansson (BCJ) duality between color and kinematics [113, 114] shows that the non-

planar sector of N = 4 sYM theory is intimately linked to the planar one, so we should

expect that some of the properties carry over. BCJ duality can be used to derive N = 8

supergravity integrands starting from N = 4 sYM ones, suggesting that some proper-

ties of the gauge theory should extend to N = 8 supergravity as well. An encouraging

observation is that the two-loop four-point amplitude of both N = 4 sYM theory and

N = 8 supergravity has a uniform transcendental weight [91, 115–119]. Related to the

leading transcendentality properties is the recent conjecture by Arkani-Hamed, Bour-

jaily, Cachazo, and Trnka [119] that, to all loop orders, the full N = 4 sYM amplitudes,

including the nonplanar sector, have only logarithmic singularities and no poles at in-

finity. This is motivated by the possibility of dual formulation that would make these

properties manifest [67]. As evidence for their conjecture, they rewrote the two-loop

four-point amplitude [120] in a format that makes these properties hold term by term.

In this paper we follow this line of reasoning, showing that key features of planar N = 4

sYM amplitudes carry over to the nonplanar sector. In particular, we demonstrate

that the three-loop four-point amplitude of N = 4 sYM theory has only logarithmic

singularities and no poles at infinity. We find a diagrammatic representation of the

amplitude, using standard Feynman propagators, where these properties hold diagram

by diagram. While we do not expect that these properties can be made manifest in each

diagram to all loop orders, for the amplitudes studied in this paper this strategy works

well. We proceed here by analyzing all singularities of the integrand; this includes

singularities both from propagators and from Jacobians of cuts. We then construct
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numerators to cancel unwanted singularities, where we take “unwanted singularities”

to mean double or higher poles and poles at infinity. In the planar case, subsets of

these types of constraints have been used in Refs. [48, 121]. As a shorthand, we call

numerators with the desired properties “dlog numerators” (and analogously for “dlog

integrands” and “dlog forms”). Once we have found all such objects, we use unitarity

constraints to determine the coefficients in front of each contribution. To verify that the

amplitude so deduced is complete and correct we evaluate a complete set of unitarity

cuts. The representation of the three-loop four-point amplitude that we find in this

way differs from the previously found ones [114, 122] by contact terms that have been

nontrivially rearranged via the color Jacobi identity. While all forms of this amplitude

have only logarithmic singularities, it is not at all obvious in earlier representations

that this is true, because of nontrivial cancellations between different diagrams.

After constructing the three-loop basis of dlog integrands, we address some interesting

questions. One is whether there is a simple pattern dictating the coefficients with

which the basis integrands appear in the amplitude. Indeed, we show that many of

the coefficients follow the rung rule [120], suggesting that a new structure remains

to be uncovered. Another question is whether it is possible to explicitly write the

integrands we construct as dlog forms. In general, this requires a nontrivial change of

variables, but we have succeeded in writing all but one type of basis integrand form

as dlog forms. We present three explicit examples at three loops showing how this is

done. These dlog forms make manifest that the integrand basis elements have only

logarithmic singularities, although the singularity structure at infinity is not manifest.

The requirement of only logarithmic singularities and no poles at infinity strongly

restricts the integrands. In fact, we conjecture that in the planar sector logarithmic

singularities and absence of poles at infinity imply dual conformal invariance in the

integrand. We check this for all contributions at four loops and give a five-loop example

illustrating that these singularity conditions impose even stronger constraints on the

integrand than dual conformal symmetry.

Related to the dlog forms, the results presented in this paper offer a useful bridge

between integrands and integrated results. The objects we construct here are a subset of

the uniform transcendental integrals needed in the Henn and Smirnov procedure [123–

126] to find a relatively simple set of differential equations for them. The importance

of uniform transcendental weight was first realized in Ref. [115]. It was noted that

through three loops the N = 4 sYM anomalous dimensions of Wilson twist 2 operator

match the terms in the corresponding QCD anomalous dimension that have maximal

transcendental weight. The ideas of uniform transcendental weight were expanded on in

a variety of subsequent papers and include examples with nonplanar contributions [91,

116–119]. In this paper we focus mainly on integrands relevant to N = 4 sYM theory,
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which correspond to the subset of integrands with no poles at infinity. In any case,

a side benefit of the methods described here is that it should offer an efficient means

for identifying integrals of uniform transcendental weight. Ref. [119] noted a simple

relation between the singularity structure of the two-loop four-point amplitude of N =

8 supergravity and the one of N = 4 sYM. How much of this continues at higher

loops? Starting at three loops, the situation is more complicated because the integrals

appearing in the two theories are different. Nevertheless, by making use of the BCJ

construction [113, 114], we can obtain the corresponding N = 8 amplitude in a way

that makes its analytic properties relatively transparent. In particular, it allows us

to immediately demonstrate that away from infinity, N = 8 supergravity has only

logarithmic singularities. We also find that starting at three loops, N = 8 supergravity

amplitudes have poles at infinity whose degree grow with the number of loops.

This paper is organized as follows: In Sect. 1.2 we will briefly discuss logarithmic sin-

gularities and poles at infinity in loop integrands. In Sect. 1.3 we outline our strategy

for studying nonplanar amplitudes and illustrate it using the two-loop four-point am-

plitude. In Sect. 1.4 we construct a basis of three-loop four-point integrands that have

only logarithmic singularities and no poles at infinity. We then express the three-loop

four-point amplitude in this basis and show that the rung rule determines a large sub-

set of the coefficients. Then in Sect. 1.5 we discuss dlog forms in some detail. In

Sect. 1.6, we give a variety of multiloop examples corroborating that only logarithmic

singularities are present in N = 4 sYM theory. In Sect. 1.7, we present evidence that

the constraints of only logarithmic singularities and no poles at infinity incorporate the

constraints from dual conformal symmetry. In Sect. 1.8, we comment on the singularity

structure of the N = 8 supergravity four-point amplitude. In Sect. 1.9, we present our

conclusions and future directions.

1.2 Singularities of the integrand

Integrands offer enormous insight into the structure of scattering amplitudes. This in-

cludes the discovery of dual conformal symmetry [41], the Grassmannian structure [67–

70], the geometric structures [18], and ultraviolet properties [127–129]. The singularity

structure of integrands, along with the integration contours, determine the properties

of integrated expressions. In particular, the uniform transcendentality property is de-

termined by the singularity structure of the integrand. The nonplanar sector of N = 4

sYM theory is much less developed than the planar one. Studying integrands offers a

means of making progress in this direction, especially at high loop orders where it is

difficult to obtain integrated expressions.
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It would be ideal to study the amplitude as a single object and not to rely on an ex-

pansion using diagrams as building blocks which carry their own labels. In the planar

sector, we can avoid such an expansion by using globally defined dual variables to ob-

tain a unique rational function called the integrand of the amplitude. Unfortunately,

it is unclear how to define such a unique object in the nonplanar case. In this paper

we sidestep the lack of global variables by focusing on smaller pieces of the amplitude,

organized through covariant, local diagrams with only three-point vertices and Feyn-

man propagators. Such diagrams have also proved useful in the generalized unitarity

method. Diagrams with only cubic vertices are sufficient in gauge and gravity theories,

because it is possible to express diagrams containing higher point vertices in terms

of ones with only cubic vertices by multiplying and dividing by appropriate Feynman

propagators. For future reference, when not stated otherwise, this is what we mean by

a “diagrammatic representation” or an “expansion in terms of diagrams”.

For a given diagram, there is no difficulty in having a well-defined notion of an integrand,

at least for a given set of momentum labels. For this to be useful, we need to be able

to expose the desired singularity properties one diagram at a time, or at worst for a

collection of a small subset of diagrams at a time. In general, there is no guarantee

that this can be done, but in cases where it can be, it offers a useful guiding principle

for making progress in the nonplanar sector. A similar strategy proved successful for

BCJ duality. In that case, at most three diagrams at a time need to share common

labels in order to define the duality, bypassing the need for global labels.

At three loops we will explicitly construct a basis of integrands that have only logarith-

mic singularities and no poles at infinity. We also discuss some higher-loop examples.

Before doing so, we summarize the dual formulation of planar amplitudes, in order to

point out the properties that we wish to carry over to the nonplanar case.

1.2.1 Dual formulation of planar theory

Here we summarize the dual formulation of planar N = 4 sYM theory, with a focus on

our approach to extending this formulation to the nonplanar sector. For details beyond

what appear here, we refer the reader to Refs. [67–69].

As mentioned in the previous subsection, for planar amplitudes we can define an inte-

grand based on a global set of variables valid for all terms in the amplitude [40]. Up to

terms that vanish under integration, the integrand of a planar amplitude is a unique

rational function constrained by the requirement that all unitarity cuts of the function

are correct. Methods based on unitary and factorization construct the integrand using

only on-shell input information. On-shell diagrams capitalize on this efficiency by rep-

resenting integrands as graphs where all internal lines are implicitly on shell, and all

vertices are three-point amplitudes.
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An important further step is to promote on-shell diagrams from being only reference

data to being actual building blocks for the amplitude. This idea was exploited in

Ref. [68], where loop-level [40] recursion relations for integrands were interpreted di-

rectly in terms of higher-loop on-shell diagrams. A preliminary version of this notion

is already visible in the early version of the BCFW recursion relations [38], where the

tree-level amplitudes are expressed in terms of leading singularities of one-loop ampli-

tudes.

More recently, the construction of amplitudes from on-shell diagrams has been con-

nected [67] to modern developments in algebraic geometry and combinatorics [85–90]

where the same type of diagrams appeared in a very different context. Each on-shell

diagram can be labeled using variables associated with edges ei or faces fj, from which

one can build a k × n matrix C, where n is the number of external particles, and k is

related to the number of negative helicity particles. This matrix has a GL(k) symmetry

and therefore belongs to a Grassmannian C ∈ G(k, n). If the edge and face variables

are taken to be real and to have fixed sign based on certain rules, all the maximal

minors of the matrix C are positive and produce cells in the positive Grassmannian

G+(k, n). This is more than just a mathematical curiosity, as this viewpoint can be

used to evaluate on-shell diagrams independently of the notion of the notion of gluing

together three-point on-shell amplitudes.

After parametrizing the on-shell diagram as described, the diagram takes the value [68]

Ω =
df1

f1

∧ df2

f2

∧ · · · ∧ dfm
fm

δ(C(fj) · W) , (1.2.1)

where we collectively encode all external data, both bosonic and fermionic, in W . The

delta function implies a set of equations that can be solved for the fj in terms of external

data. Any on-shell diagrams that have an interpretation as building blocks for tree-level

amplitudes exactly determine all variables fj so that Ω becomes a function of external

data only, and Ω gives exactly the tree amplitude. Likewise, any on-shell diagrams that

have an interpretation as building blocks of an L-loop integrand leave 4L variables fj
unfixed, and Ω is the 4L-form giving exactly the unique L-loop integrand. Even on-

shell diagrams that do not directly correspond to tree amplitudes or loop integrands

have some meaning as cuts or factorizations of the amplitude. This construction is

often referred to as the dual formulation of planar amplitudes. One of our motivations

is to look for possible extensions of this formulation to the nonplanar sector.

A crucial feature of Ω is that it has only logarithmic singularities in fj, inherited

from the structure of Eq. (1.2.1). As written there, these singularities are in the ab-

stract Grassmannian space, or equivalently in the extended bosonic variables within

the amplituhedron construction of the integrand. When translated back to momen-
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tum (or twistor or momentum twistor) space, the logarithmic property is lost due

to the supersymmetric-part of the delta function in Eq. (1.2.1). However, for both

MHV (k = 2) and NMHV (k = 3) on-shell diagrams, the supersymmetric-part of delta

functions can be separated from the bosonic parts, resulting in a logarithmic form

in momentum space [18, 78]. The other property that is completely manifest when

forms are written in momentum twistor space is the absence of poles at infinity. Both

these properties are preserved for all on-shell diagrams and so are true for all tree-level

amplitudes and integrands for planar loop amplitudes.

We can also compute nonplanar on-shell diagrams, either by gluing together three-

point on-shell amplitudes or by using the relation to the Grassmannian. The relation

to the positive part of the Grassmannian is naively lost, but reappears under more

careful scrutiny [112]. We can still associate a logarithmic form to diagrams as in

Eq. (1.2.1). Using the same arguments as in the planar sector, all MHV and NMHV

on-shell diagrams have logarithmic singularities in momentum space. However, it is

not known at present how to construct complete N = 4 sYM amplitudes, including the

nonplanar parts, using recursion relations of these nonplanar on-shell diagrams. Unlike

in the planar sector, a major obstacle in the nonplanar sector is the absence of a unique

integrand. If this problem can be solved so that the amplitude is expressible in terms

of on-shell diagrams, then the same arguments as used in the planar sector would prove

that the full nonplanar N = 4 sYM amplitudes have logarithmic singularities. In any

case, even if the existence of a dual formulation for the nonplanar sector cannot be

straightforwardly established, we can still test the key consequences: only logarithmic

singularities and no poles at infinity. This is what we turn to now.

1.2.2 Logarithmic singularities

Before discussing the basis of integrands for N = 4 sYM amplitudes, we consider some

simple toy cases that display the properties relevant for subsequent sections. It is

natural to define an integrand form Ω(x1, . . . , xm) of the integral F by stripping off the

integration symbol

F =

∫
Ω(x1, . . . , xm) , (1.2.2)

and to study its singularity structure. There is a special class of forms that we are

interested in here: those that have only logarithmic singularities. A form has only

logarithmic singularities if near any pole xi → a it behaves as

Ω(x1, . . . , xm)→ dxi
xi − a

∧ Ω̂(x1, . . . , x̂i, . . . , xm) , (1.2.3)
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where Ω̂(x1, . . . , x̂i, . . . xm) is an (m−1)-form1 in all variables except x̂i. An equivalent

terminology is that there are only simple poles. That is, we are interested in integrands

where we can change variables xi → gi(xj) such that the form becomes

Ω = dlog g1 ∧ dlog g2 ∧ · · · ∧ dlog gm , (1.2.4)

where we denote

dlog x ≡ dx

x
. (1.2.5)

We refer to this representation as a “dlog form”.

A simple example of such a form is Ω(x) = dx/x ≡ dlog x, while Ω(x) = dx or

Ω(x) = dx/x2 are examples of forms which do not have this property. A trivial two-

form with logarithmic singularities is Ω(x, y) = dx ∧ dy/(xy) = dlog x ∧ dlog y. A less

trivial example of a dlog form is

Ω(x, y) =
dx ∧ dy

xy(x+ y + 1)
= dlog

x

x+ y + 1
∧ dlog

y

x+ y + 1
. (1.2.6)

In this case, the property of only logarithmic singularities is not obvious from the first

expression, but a change of variables resulting in the second expression makes the fact

that Ω is a dlog form manifest. This may be contrasted with the form

Ω(x, y) =
dx ∧ dy
xy(x+ y)

, (1.2.7)

which is not logarithmic because near the pole x = 0 it behaves as dy/y2; this form

cannot be written as a dlog form. In general, the nontrivial changes of variables required

can make it difficult to find the explicit dlog forms even where they exist.

In a bit more detail, consider the behavior of a form near x = 0. If the integrand scales

as dx/xm for integer m, we consider two different regimes where integrands can fail

to have logarithmic singularities. The first is when m ≥ 2, which results in double or

higher poles at x = 0. The second is when m ≤ 0, which results in a pole at infinity.

Avoiding unwanted singularities, either at finite or infinite values of x, leads to tight

constraints on the integrand of each diagram. Since we take the denominators to be

the standard Feynman propagators associated to a given diagram, in our expansion of

the amplitude the only available freedom is to adjust the kinematic numerators. As a

simple toy example, consider the form

Ω(x, y) =
dx ∧ dy N(x, y)

xy(x+ y)
. (1.2.8)

1The signs from the wedge products will not play a role because at the end we will construct basis

elements whose normalization in the amplitude is fixed from unitarity cuts.
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Figure 1.1. The (a) bubble, (b) triangle, and (c) box one-loop diagrams.

As noted above, for a constant numerator N(x, y) = 1 the form develops a double pole

at x = 0. Similarly, for N(x, y) = x2 + y2 the form behaves like dy for x = 0 and

again it is not logarithmic. There is only one class of numerators that make the form

logarithmic near x = 0 and y = 0 : N(x, y) = a1x+ a2y for arbitrary a1 and a2.

Our discussion of loop integrands will be similar: constant numerators (i.e. those in-

dependent of loop momenta) are dangerous, for they may allow double or higher poles

located at finite values of loop momenta, while a numerator with too many powers of

loop momentum can develop higher poles at infinity. It turns out that the first case

is generally the problem in gauge theory, whereas the second case usually arises for

gravity amplitudes, because the power counting of numerators is boosted relative to

the gauge-theory case. For sYM integrands, we will carefully tune numerators so that

only logarithmic singularities are present. The desired numerators live exactly on the

boundary between too many and too few powers of loop momenta.

1.2.3 Loop integrands and poles at infinity

Now consider the special class of four-forms that correspond to one-loop integrands.

Standard integral reduction methods [130, 131] reduce any massless one-loop amplitude

to a linear combination of box, triangle, and bubble integrals. In nonsupersymmetric

theories there are additional rational terms arising from loop momenta outside ofD = 4;

these are not relevant for our discussion of N = 4 sYM theory. While it will eventually

be necessary to include the (−2ε) dimensional components of loop momenta, since these

are in general required by dimensional regularization, for the purposes of studying the

singularities of the integrand we simply put this matter aside. In any case, direct checks

reveal that these (−2ε) dimensional pieces do not lead to extra contributions through

at least six loops in N = 4 sYM four-point amplitudes [132]. That is, the naive

continuation of the four-dimensional integrand into D dimensions yields the correct

results. As usual, infrared singularities are regularized using dimensional regularization.

(See for example, Refs. [122, 129, 133].) We focus here on the four-point case, but a



15

similar analysis can be performed for larger numbers of external legs as well, although in

this case we expect nontrivial corrections from (−2ε) components of the loop momenta.

Consider the bubble, triangle, and box integrals in Fig. 1.1. In these and all following

diagrams, we take all external legs as outgoing. The explicit forms in D = 4 are

dI2 = d4`5
1

`2
5(`5 − k1 − k2)2

,

dI3 = d4`5
s

`2
5(`5 − k1)2(`5 − k1 − k2)2

, (1.2.9)

dI4 = d4`5
st

`2
5(`5 − k1)2(`5 − k1 − k2)2(`5 + k4)2

,

where we have chosen a convenient normalization. The variables s = (k1 + k2)2 and

t = (k2 + k3)2 are the usual Mandelstam invariants, depending only on external mo-

menta. Under integration, these forms are infrared or ultraviolet divergent and need

to be regularized, but as mentioned before we set this aside and work directly in four

dimensions.

In D = 4, we can parametrize the loop momentum in terms of four independent vectors

constructed from the spinor-helicity variables associated with the external momenta

k1 = λ1λ̃1 and k2 = λ2λ̃2. A clean choice for the four degrees of freedom of the loop

momentum is

`5 = α1λ1λ̃1 + α2λ2λ̃2 + α3λ1λ̃2 + α4λ2λ̃1 , (1.2.10)

where the αi are now the independent variables. Writing dI2 in this parametrization

we obtain

dI2 =
dα1 ∧ dα2 ∧ dα3 ∧ dα4

(α1α2 − α3α4)(α1α2 − α3α4 − α1 − α2 + 1)
. (1.2.11)

In general, since we are not integrating the expressions, we ignore Feynman’s iε pre-

scription and any factors of i from Wick rotation.

To study the singularity structure, we can focus on subregions of the integrand by

imposing on-shell or cut conditions. As an example, the cut condition `2
5 = 0 can be

computed in these variables by setting

0 = `2
5 = (α1α2 − α3α4)s . (1.2.12)

We can then eliminate one of the αi, say α4, by computing the residue on the pole

located at α4 = α1α2/α3. This results in a residue,

Res
`25=0

dI2 =
dα3

α3

∧ dα2

(α2 + α1 − 1)
∧ dα1 . (1.2.13)
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Changing variables to α± = α1 ± α2, this becomes

Res
`25=0

dI2 =
dα3

α3

∧ dα+

(α+ − 1)
∧ dα− . (1.2.14)

We can immediately see that the form dI2 is non-logarithmic in α−, and thus the

bubble integrand has a nonlogarithmic singularity in this region.

Carrying out a similar exercise for the triangle dI3 using the parametrization in Eq. (1.2.10),

we obtain

dI3 =
dα1 ∧ dα2 ∧ dα3 ∧ dα4

(α1α2 − α3α4)(α1α2 − α3α4 − α2)(α1α2 − α3α4 − α1 − α2 + 1)
. (1.2.15)

We can make a change of variables and rewrite it in the manifest dlog form,

dI3 = dlog (α1α2−α3α4)∧dlog (α1α2−α3α4−α2)∧ dlog(α1α2−α3α4−α1−α2+1)∧ dlogα3 .

(1.2.16)

Translating this back into momentum space:

dI3 = dlog`2
5 ∧ dlog(`5 − k1)2 ∧ dlog(`5 − k1 − k2)2 ∧ dlog(`5 − k1) · (`∗5 − k1) , (1.2.17)

where `∗5 ≡ βλ2λ̃1 +λ1λ̃1 is one of the two solutions to the triple cut. The parameter β

is arbitrary in the triple cut solution, and the dlog form is independent of it. For the

box integral, a similar process followed in Ref. [67] results in

dI4 = dlog
`2

5

(`5 − `∗5)2
∧ dlog

(`5 − k1)2

(`5 − `∗5)2
∧ dlog

(`5 − k1 − k2)2

(`5 − `∗5)2
∧ dlog

(`5 + k4)2

(`5 − `∗5)2
, (1.2.18)

where `∗5 ≡ − 〈14〉
〈24〉λ2λ̃1 + λ1λ̃1; see also our discussion in subsection 1.5.1.

While both triangle and box integrands can be written in dlog form, there is an im-

portant distinction between the triangle form dI3 and the box form dI4. On the cut

α4 = α1α2/α3, only one dlog-factor in dI3 depends on α3 and develops a singularity

in the limit α3 → ∞ (which implies `5 → ∞), while dI4 does not. We refer to any

singularity that develops as a loop momentum approaches infinity (in our example,

`5 →∞) at any step in the cut structure as a pole at infinity. To be more specific, even

if a dlog form has no pole at infinity before imposing any cut conditions, it is possible

to generate such poles upon taking residues, as we saw in the example of the triangle

integrand above. In this sense, the pole at infinity property is more refined than simple

power counting, which only considers the overall scaling of an integrand before taking

any cuts.

The issue of poles at infinity will be important for our discussion of N = 4 sYM theory

as well as N = 8 supergravity amplitudes. While a lack of poles at infinity implies
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`
K1

K2 K3

K4

→ 1

J`
×

K1

K2 K3

K4

Figure 1.2. The left diagram is a generic L-loop contribution to the four-point N = 4 sYM

amplitude. The thick (red) highlighting indicates propagators replaced by on-shell conditions.

After this replacement, the highlighted propagators leave behind the simplified diagram on

the right multiplied by an inverse Jacobian, Eq. (1.2.21). The four momenta K1, . . . ,K4 can

correspond either to external legs or propagators of the higher-loop diagram.

ultraviolet finiteness, having poles at infinity does not necessarily mean that there are

divergences. For example, the triangle integral contains such a pole in the cut structure

but is ultraviolet finite. In principle, there can also be nontrivial cancellations between

different contributions.

To find numerators that do not allow these poles at infinity and also ensure only

logarithmic singularities, it is not necessary to compute every residue of the integrand.

This is because cutting box subdiagrams from a higher loop diagram, as on the left in

Fig. 1.2, can only increase the order of remaining poles in the integrand. To see this,

consider computing the four residues that correspond to cutting the four highlighted

propagators in Fig. 1.2,

`2 = (`−K1)2 = (`−K1 −K2)2 = (`+K4)2 = 0 . (1.2.19)

This residue is equivalent to computing the Jacobian obtained by replacing the box

propagator with on-shell delta functions. This Jacobian is then

J` = |∂Pi/∂`µ| , (1.2.20)

where the Pi correspond to the four inverse propagators placed on shell in Eq. (1.2.19).

See, for example, Ref. [134] for more details. Another way to obtain this Jacobian is by

reading off the rational factors appearing in front of the box integrals—see appendix I

of Ref. [131].

For the generic case J` contains square roots, making it difficult to work with. In special

cases it simplifies. For example, for K1 = k1 massless, the three-mass normalization is

J` = (k1 +K2)2(K4 + k1)2 −K2
2K

2
4 . (1.2.21)

If in addition K3 = k3 is massless (the so called “two-mass-easy” case) then the nu-

merator factorizes into a product of two factors, a feature that is important in many
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calculations. This gives,

J` = (K2 + k1)2(K4 + k1)2 −K2
2K

2
4 = (K2 · q)(K2 · q) , (1.2.22)

where q = λ1λ̃3 and q = λ3λ̃1. If instead both K1 = k1 and K2 = k2 are massless, we

get so called two-mass-hard normalization:

J` = (k1 + k2)2(K3 + k2)2 . (1.2.23)

These formula are useful at higher loops, where the Kj depend on other loop momenta.

These Jacobians go into the denominator of the integrand after a box-cut is applied.

It therefore can only raise the order of the remaining poles in the integrand. Our

basic approach utilizes this fact: we cut embedded box subdiagrams from diagrams of

interest and update the integrand by dividing by the obtained Jacobian (1.2.20). Then

we identify all kinematic regions that can result in a double pole in the integrand.

It would be cumbersome to write out all cut equations for every such sequence of cuts,

so we introduce a compact notation:

cut = {. . . , (`−Ki)
2 , . . . , B(`) , . . . , B(`′, (`′ −Q)) , . . .} . (1.2.24)

Here:

• Cuts are applied in the order listed.

• A propagator listed by itself, as (`−Ki)
2 is, means “Cut just this propagator.”

• B(`) means “Cut the four propagators that depend on `.” This exactly corre-

sponds to cutting the box propagators as in Eq. (1.2.19) and Fig. 1.2.

• B(`′, (`′ − Q)) means “Cut the three standard propagators depending on `′, as

well as a fourth 1/(`′ −Q)2 resulting from a previously obtained Jacobian.” The

momentum Q depends on other momenta besides `′. The four cut propagators

form a box.

We use this notation in subsequent sections.

1.2.4 Singularities and maximum transcendental weight

There is an important link between the singularity structure of the integrand and

the transcendental weight of an integral, as straightforwardly seen at one loop. If we

evaluate the bubble, triangle, and box integrals displayed in Fig. 1.1 in dimensional
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regularization [135], through O(ε0) in the dimensional regularization parameter ε, we

have [131, 136]

I2 =
1

ε
+ log(−s/µ2) + 2 ,

I3 =
1

ε2
− log(−s/µ2)

ε
+

log2(−s/µ2)− ζ2

2
, (1.2.25)

I4 =
4

ε2
− 2

log(−s/µ2) + log(−t/µ2)

ε
+ log2(−s/µ2) + log2(−t/µ2)− log2(s/t)− 8ζ2 .

Here µ is the dimensional regularization scale parameter, and the integrals are normal-

ized by an overall multiplicative factor of

− ie
γε(4π)2−ε

(2π)4−2ε
, (1.2.26)

where s, t < 0. In the bubble integral the 1/ε singularity originates from the ultraviolet,

while in the triangle and box integrals all 1/ε singularities originate from the infrared.

Following the usual rules for counting transcendental weight in the normalized expres-

sions of Eq. (1.2.25), we count logarithms and factors of 1/ε to have weight 1 and

ζ2 = π2/6 to have weight 2. Integers have weight 0. With this counting we see that

the bubble integral, which has nonlogarithmic singularities as explained in the previous

subsection 1.2.3, is not of uniform transcendental weight, and has maximum weight 1.

On the other hand the triangle and box, which both have only logarithmic singularities,

are of uniform weight 2.

Building on the one-loop examples, a natural conjecture is that the uniform tran-

scendentality property of integrated expressions noted by Kotikov and Lipatov [91] is

directly linked to the appearance of only logarithmic singularities. In fact, experience

shows that after integration the L-loop planar N = 4 sYM amplitudes have transcen-

dental weight 2L. Various examples are found in Refs. [32, 33, 35, 137]. One of our

motivations is to make the connection between logarithmic forms and transcendental

functions more precise. It is clearly an important connection that deserves further

study.

Recently, Henn et al. observed [123–126] that integrals with uniform transcendental

weight lead to simple differential equations. An interesting connection is that the

integrands we construct do appear to correspond to integrals of uniform transcendental

weight.2 Here we mainly focus on the particular subset with no poles at infinity, since

they are the ones relevant for N = 4 sYM theory.

2We thank Johannes Henn for comparisons with his available results showing that after integration

our integrands are of uniform transcendental weight.
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1.3 Strategy for nonplanar amplitudes

As introduced in Sect. 1.2, instead of trying to define a nonplanar global integrand, we

subdivide the amplitude into diagrams with their own momentum labels and analyze

them one by one. In Ref. [119], the N = 4 sYM four-point two-loop amplitude was

rewritten in a form with no logarithmic singularities and no poles at infinity. In this

section, we develop a strategy for doing the same at higher loop orders. We emphasize

that we are working at the level of the amplitude integrand prior to integration. In

particular we do not allow for any manipulations that involve the integration symbol

(e.g. integration-by-parts identities) to shuffle singularities between contributions.

Our general procedure has four steps:

1. Define a set of parent diagrams whose propagators are the standard Feynman

ones. The parent diagrams are defined to have only cubic vertices and loop

momentum flowing through all propagators.

2. Construct dlog numerators. These are a basis set of numerators constructed so

that each diagram has only logarithmic singularities and no poles at infinity.

These numerators also respect diagram symmetries, including color signs. Each

dlog numerator, together with the diagram propagators, forms a basis diagram.

3. Use simple unitarity cuts to determine the linear combination of basis diagrams

that gives the amplitude.

4. Confirm that the amplitude so constructed is correct and complete. We use the

method of maximal cuts [138] for this task.

There is no a priori guarantee that this will succeed. In principle, requiring dlog nu-

merators could make it impossible to expand the amplitude in terms of independent

diagrams with Feynman propagators. Indeed, at a sufficiently high loop order we

expect that even in the planar sector it may not be possible to find a covariant dia-

grammatic representation manifesting the desired properties; in such circumstances we

would expect that unwanted singularities cancel between diagrams. This may happen

even earlier in the nonplanar sector. As in many amplitude calculations, we simply

assume that we can construct a basis with the desired properties, and then, once we

have an ansatz, we check that it is correct by computing a complete set of cuts.

In this section, we illustrate the process of finding diagram integrands with the desired

properties and explain the steps in some detail. For simplicity, we focus on the four-

point amplitude, but we expect that a similar strategy is applicable for higher-point

amplitudes in the MHV and NMHV sectors as well.
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Figure 1.3. Two-loop four-point parent diagrams for N = 4 sYM theory.

We use the one- and two-loop contributions to the four-point amplitudes to illustrate

the procedure, before turning to three loops in Sect. 1.4. We find that the canonical

one-loop numerator is already a dlog numerator, while the two-loop result illustrates

the issues that we face at higher loops. The two-loop amplitude was first obtained in

[120], but in a form that does not make clear the singularity structure. In Ref. [119], the

two-loop amplitude was rewritten in a form that makes these properties manifest by

rearranging contact terms in the amplitude by using the color-Jacobi identity. In this

section we replicate this result by following our strategy of systematically constructing

a basis of integrands with the desired properties. In subsequent sections we apply our

strategy to higher loops.

1.3.1 Constructing a basis

The construction of a basis of integrands starts from a set of parent diagrams. As

mentioned in the introduction to Sect. 1.2, we focus on graphs with only cubic vertices.

Furthermore we restrict to diagrams that do not have triangle or bubble subdiagrams,

since these are not necessary for N = 4 amplitudes that we study. We also exclude

any diagrams in which a propagator does not carry loop momentum, because such

contributions can be absorbed into diagrams in which all propagators contain loop

momenta. At the end, we confirm this basis of diagrams is sufficient by verifying a set

of unitarity cuts that fully determine the amplitude.

At one loop the parent diagrams are the three independent box integrals, one of which

is displayed in Fig. 1.1(c), and the other two of which are cyclic permutations of the

external legs k2, k3 and k4 of this one. At two loops the four-point amplitude of N = 4

sYM theory has twelve parent diagrams, two of which are displayed in Fig. 1.3; the

others are again just given by relabelings of external legs.

Unlike the planar case, there is no global, canonical way to label loop momenta in all di-

agrams. In each parent diagram, we label L independent loop momenta as `5, . . . , `4+L.
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By conserving momentum at each vertex, all other propagators have sums of the loop

and external momenta flowing in them. We define the L-loop integrand, I(x), of a

diagram labeled by (x) by combining the kinematic part of the numerator with the

Feynman propagators of the diagram as

I(x) ≡ N (x)

∏
α(x)

p2
α(x)

. (1.3.1)

The product in the denominator in Eq. (1.3.1) runs over all propagators p2
α(x)

of diagram

(x), and the kinematic numerator N (x) generally depends on loop momenta. From this

we define an integrand form

dI(x) ≡
4+L∏

l=5

d4`l I(x) . (1.3.2)

This integrand form is a 4L form in the L independent loop momenta `5, . . . , `4+L. We

have passed factors of i, 2π, and coupling constants into the definition of the amplitude,

Eq. (1.3.21). As mentioned previously, we focus on D = 4.

We define an expansion of the numerator

N (x) =
∑

i

a
(x)
i N

(x)
i , (1.3.3)

where theN
(x)
i are the dlog numerators we aim to construct, and the a

(x)
i are coefficients.

We put off a detailed discussion of how to fix these coefficients until subsection 1.3.2,

and here just mention that the coefficients can be obtained by matching an expansion

of the amplitude in dlog numerators to unitarity cuts or other physical constraints,

such as leading singularities.

Starting from a generic numerator N
(x)
i , we impose the following constraints:

• Overall dimensionality. N
(x)
i must be a local polynomial of momentum invariants

(i.e. ka·kb, ka·`b, or `a·`b) with dimensionalityN
(x)
i ∼ (p2)K , whereK = P−2L−2,

and P is the number of propagators in the integrand. We forbid numerators with

K < 0.

• Asymptotic scaling. For each loop momentum `l, the integrand I(x) must not

scale less than 1/(`2
l )

4 for `l →∞ in all possible labellings.

• No double/higher poles. The integrand I(x) must be free of poles of order two or

more in all kinematic regions.

• No poles at infinity. The integrand I(x) must be free of poles of any order at

infinity in all kinematic regions.
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The overall dimensionality and asymptotic scaling give us power counting constraints

on the subdiagrams. In practice, these two constraints dictate the initial form of an

ansatz for the numerator, while the last two conditions of no higher degree poles and

no poles at infinity constrain that ansatz to select “dlog numerators”. The constraint

on overall dimensionality is the requirement that the overall mass dimension of the

integrand is −4L − 4;3 in D = 4 this matches the dimensionality of gauge-theory

integrands. The asymptotic scaling constraint includes a generalization of the absence

of bubble and triangle integrals at one-loop order in N = 4 sYM theory and N = 8

supergravity [139, 140]. This constraint is a necessary, but not a sufficient, condition

for having only logarithmic singularities and no poles at infinity.

At one loop, the asymptotic scaling constraint implies that only the box diagram,

Fig. 1.1(c), appears; coupling that with the overall dimensionality constraint implies

that the numerator is independent of loop momentum. The box numerator must then

be a single basis element which we can normalize to be unity:

N
(B)
1 = 1 . (1.3.4)

In the one-loop integrand, neither higher degree poles nor poles at infinity arise. Thus

everything at one loop is consistent and manifestly exhibits only logarithmic singular-

ities. A more thorough treatment of the one-loop box, including the sense in which

logarithmic singularities are manifest in a box, is found in the context of dlog forms in

subsection 1.5.1

Next consider two loops. Here the asymptotic scaling constraint implies that only the

planar and nonplanar double box diagrams in Fig. 1.3 appear, since the constraint

forbids triangle or bubble subdiagrams. We now wish to construct the numerators

N (P) and N (NP) for the planar (Fig. 1.3(a)) and nonplanar (Fig. 1.3(b)) diagrams,

respectively. There are different ways of labeling the two graphs. As already mentioned,

we prefer labels in Fig. 1.3, where the individual loop momenta appear in the fewest

possible number of propagators. This leads to the tightest power counting constraints in

the sense of our general strategy outlined above. We consider the planar and nonplanar

diagrams separately.

For the planar diagram in Fig. 1.3, only four propagators contain either loop momentum

`5 or `6. By the asymptotic scaling constraint, the numerator must be independent of

both loop momenta: N (P) ∼ O((`5)0, (`6)0). Since overall dimensionality restricts N (P)

to be quadratic in momentum, we can write down two independent numerator basis

elements:

N
(P)
1 = s , N

(P)
2 = t . (1.3.5)

3 The −4 in the mass dimension originates from factoring out a dimensionful quantity from the

final amplitude in Eq. (1.3.21).
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The resulting numerator is then a linear combination of these two basis elements:

N (P) = a
(P)
1 s+ a

(P)
2 t , (1.3.6)

where the a
(P)
j are constants, labeled as discussed after Eq. (1.3.3). Again, as in the

one-loop case, there are no hidden double poles or poles at infinity from which nontrivial

constraints could arise.

The nonplanar two-loop integrand I(NP) is the first instance where nontrivial constraints

result from requiring logarithmic singularities and the absence of poles at infinity, so

we discuss this example in more detail. The choice of labels in Fig. 1.3(b) results in five

propagators with momentum `5 but only four with momentum `6, so N (NP) is at most

quadratic in `5 and independent of `6: N (NP) ∼ O((`5)2, (`6)0). Overall dimensionality

again restricts N (NP) to be quadratic in momentum. This dictates the form of the

numerator to be

N (NP) = c1`
2
5 + c2(`5 ·Q) + c3s+ c4t , (1.3.7)

where Q is some vector and the ci are coefficients independent of loop momenta.

Now we search the integrand

I(NP) =
c1`

2
5 + c2(`5 ·Q) + c3s+ c4t

`2
5(`5 + k1)2(`5 − k3 − k4)2`2

6(`5 + `6)2(`5 + `6 − k4)2(`6 + k3)2
(1.3.8)

for double poles as well as poles at infinity, and impose conditions on the ci and Q such

that any such poles vanish. For the nonplanar double box, we apply this cut on the

four propagators carrying momentum `6,

`2
6 = (`5 + `6)2 = (`5 + `6 − k4)2 = (`6 + k3)2 = 0 . (1.3.9)

The Jacobian for this cut is

J6 = (`5 − k3)2(`5 − k4)2 − (`5 − k3 − k4)2`2
5 = (`5 · q)(`5 · q) , (1.3.10)

where q = λ3λ̃4, q = λ4λ̃3.

After imposing the quadruple cut conditions in Eq. (1.3.9) the remaining integrand,

including the Jacobian (1.3.10), is

Res
`6-cut

[
I(NP)

]
≡ Ĩ(NP) =

c1`
2
5 + c2(`5 ·Q) + c3s+ c4t

`2
5(`5 + k1)2(`5 − k3 − k4)2(`5 · q)(`5 · q)

, (1.3.11)

where the integrand evaluated on the cut is denoted by a new symbol Ĩ(NP ) for brevity.

To make the potentially problematic singularities visible, we parametrize the four-

dimensional part of the remaining loop momentum as

`5 = αλ3λ̃3 + βλ4λ̃4 + γλ3λ̃4 + δλ4λ̃3 . (1.3.12)
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This gives us

Ĩ(NP) =
(
c1(αβ − γδ)s+ c2 [α(Q · k3) + β(Q · k4) + γ〈3|Q|4] + δ〈4|Q|3]] + c3s+ c4t

)

×
[
s2(αβ − γδ)(αβ − γδ − α− β + 1)

×
(

(αβ − γδ)s+ αu+ βt− γ〈13〉[14]− δ〈14〉[13]
)
γδ
]−1

, (1.3.13)

where we use the convention 2ki · kj = 〈ij〉[ij] and 〈i|km|j] ≡ 〈im〉[mj]. Our goal is to

identify double- or higher-order poles. To expose these, we take residues in a certain

order. For example, taking consecutive residues at γ = 0 and δ = 0 followed by β = 0

gives

Res
γ=δ=0
β=0

[
Ĩ(NP)

]
=
c2α(Q · k3) + c3s+ c4t

s2uα2(1− α)
. (1.3.14)

Similarly taking consecutive residues first at γ = δ = 0 followed by β = 1, we get

Res
γ=δ=0
β=1

[
Ĩ(NP)

]
= −c1αs+ c2 [α(Q · k3) + (Q · k4)] + c3s+ c4t

s2tα(1− α)2
. (1.3.15)

In both cases we see that there are unwanted double poles in α. The absence of double

poles forces us to choose the ci in the numerator such that the integrand reduces to at

most a single pole in α. Canceling the double pole at α = 0 in Eq. (1.3.14) requires c3 =

c4 = 0. Similarly, the second residue in Eq. (1.3.15) enforces c1s+ c2(Q · (k3 + k4)) = 0

to cancel the double pole at α = 1. The solution that ensures N (NP) is a dlog numerator

is

N (NP) =
c1

s
[`2

5(Q · (k3 + k4))− (k3 + k4)2(`5 ·Q)] . (1.3.16)

The integrand is now free of the uncovered double poles, but requiring the absence of

poles at infinity imposes further constraints on the numerator. If any of the parameters

α, β, γ, or δ grow large, the loop momentum `5 Eq. (1.3.12) also becomes large. Indeed,

such a pole can be accessed by first taking the residue at δ = 0, followed by taking the

residues at α = 0 and β = 0:

Res
δ=0

α=β=0

[
Ĩ(NP)

]
=

〈3|Q|4]

γs2〈13〉[14]
. (1.3.17)

The resulting form dγ/γ has a pole for γ → ∞. Similarly, taking a residue at γ = 0,

followed by residues at α = 0 and β = 0, results in a single pole for δ → ∞. To

prevent such poles at infinity from appearing requires 〈3|Q|4] = 〈4|Q|3] = 0, which in

turn requires that Q = σ1k3 + σ2k4 with the σi arbitrary constants. This is enough to

determine the numerator up to two arbitrary coefficients.
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As an exercise in the notation outlined in the beginning of the section, as well as to

illustrate a second approach, we could also consider the cut sequence {B(`6) }, following

the notation defined at the end of Sect. 1.2.3. The resulting Jacobian is

J6 = (`5 − k4)2(`5 − k3)2 − (`5 + k1 + k2)2`2
5 . (1.3.18)

The two terms on the right already appear as propagators in the integrand, and so to

avoid double poles, the dlog numerator must scale as N (NP) ∼ (`5 + k1 + k2)2`2
5 in the

kinematic regions where (`5− k4)2(`5− k3)2 = 0. This constraint is sufficient to fix the

ansatz Eq. (1.3.7) for N (NP).

In both approaches, the constraints of having only logarithmic singularities and no

poles at infinity results in a numerator for the nonplanar double box of the form,

N (NP) = a
(NP)
1 (`5 − k3)2 + a

(NP)
2 (`5 − k4)2 , (1.3.19)

where a
(NP)
1 and a

(NP)
2 are numerical coefficients. Finally, we impose that the numerator

should respect the symmetries of the diagram. Because the nonplanar double box is

symmetric under k3 ↔ k4 this forces a
(NP)
2 = a

(NP)
1 , resulting in a unique numerator up

to an overall constant

N
(NP)
1 = (`5 − k3)2 + (`5 − k4)2 . (1.3.20)

1.3.2 Expansion of the amplitude

In the previous subsection we outlined a procedure to construct a basis of integrands

where each element has only logarithmic singularities and no pole at infinity. The next

step is to actually expand the amplitude in terms of this basis. As mentioned before,

we primarily focus on the L-loop contribution to the N = 4 sYM theory, four-point

amplitudes. Following the normalization conventions of Ref. [129]. these can be written

in a diagrammatic representation

AL−loop
4 = g2+2L iLK

(2π)DL

∑

S4

∑

x

1

S(x)
c(x)

∫
dI(x)(`5, . . . , `4+L) , (1.3.21)

where dI(x) is the integrand form defined in Eq. (1.3.2), and we have implicitly ana-

lytically continued the expression to D dimensions to be consistent with dimensional

regularization. In Eq. (1.3.21) the sum labeled by x runs over the set of distinct,

non-isomorphic diagrams with only cubic vertices, and the sum over S4 is over all 4!

permutations of external legs. The symmetry factor S(x) then removes overcounting

that arises from automorphisms of the diagrams. The color factor c(x) of diagram

(x) is given by dressing every three-vertex with a group-theory structure constant,
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f̃abc = i
√

2fabc. In the sum over permutations in Eq. (1.3.21), any given dI(x′) is a

momentum relabeling of dI(x) in Eq. (1.3.2).

For the cases we consider, the prefactor is proportional to the color-ordered tree am-

plitude,

K = stAtree
4 (1, 2, 3, 4) . (1.3.22)

Furthermore, K has a crossing symmetry so it can also be expressed in terms of the

tree amplitude with different color orderings,

K = suAtree
4 (1, 2, 4, 3) = tuAtree

4 (1, 3, 2, 4) . (1.3.23)

The explicit values of the tree amplitudes are

Atree
4 (1, 2, 3, 4) = i

δ8(Q)

〈12〉〈23〉〈34〉〈41〉 , (1.3.24)

where the other two orderings are just relabelings of the first. The factor δ8(Q) is the

supermomentum conservation δ function, as described in e.g. Ref. [13]. The details

of this factor are not important for our discussion. For external gluons with helicities

1−, 2−, 3+, 4+ it is just 〈12〉4, up to Grassmann parameters.

A simple method for expanding the amplitude in terms of dlog numerators is to use

previously constructed representations of the amplitude as reference data, rather than

sew together lower-loop amplitudes directly. Especially at higher loops, this drastically

simplifies the process of determining the coefficients a
(x)
i . To ensure that the constructed

amplitude is complete and correct, we also check a complete set of unitarity cuts via

the method of maximal cuts [141].

As an illustration of the procedure for determining the coefficients, consider the two-

loop amplitude. A representation of the two-loop four-point amplitude is [120] Eqs. (1.3.21)

and (1.3.3) with numerators

N
(P)
old = s , N

(NP)
old = s , (1.3.25)

where we follow the normalization conventions of Ref. [129]. Following our strategy, we

demand that the numerators are linear combinations of the basis elements constructed

in Eqs. (1.3.6) and (1.3.19):

N (P) = a
(P)
1 s+ a

(P)
2 t , N (NP) = a(NP)((`5 − k3)2 + (`5 − k4)2) , (1.3.26)

where, for comparison to N
(NP)
old , it is useful to rewrite the nonplanar numerator as

N (NP) = a(NP)(−s+ (`5 − k3 − k4)2 + `2
5) . (1.3.27)
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We can determine the coefficients by comparing the new and old expressions on the

maximal cuts. By maximal cuts we mean replacing all propagators with on-shell condi-

tions, p2
α(x)

= 0, defined in Eq. (1.3.1). The planar double-box numerator is unchanged

on the maximal cut, since it is independent of all loop momenta. Comparing the two

expressions in Eqs. (1.3.25) and (1.3.26) gives

a
(P)
1 = 1 , a

(P)
2 = 0 . (1.3.28)

For the nonplanar numerator we note that under the maximal cut conditions `2
5 =

(`5−k3−k4)2 = 0. Comparing the two forms of the nonplanar numerator in Eqs. (1.3.25)

and (1.3.27) after imposing these conditions means

a
(NP)
1 = −1 , (1.3.29)

so that the final numerators are

N (P) = s , N (NP) = −((`5 − k3)2 + (`5 − k4)2) . (1.3.30)

Although this fixes all coefficients in our basis, it does not prove that our construction

gives the correct sYM amplitude. At two loops this was already proven in Ref. [119],

where the difference between amplitudes in the old and the new representation was

shown to vanish via the color Jacobi identity. More generally, we can appeal to the

method of maximal cuts since it offers a systematic and complete means of ensuring

that our constructed nonplanar amplitudes are correct.

1.3.3 Amplitudes and sums of dlog forms

At any loop order, assuming the four-point N = 4 sYM amplitudes have only loga-

rithmic singularities then we can write integrand forms as a sum of dlog forms. At the

relatively low loop orders that we are working, we can do this diagram by diagram,

using the expansion of the diagrams given in Eq. (1.3.21). We then take each diagram

form in Eq. (1.3.21) and expand it as a linear combination of dlog forms,

dI(x) =
3∑

j=1

Cj dI(x),dlog
j , (1.3.31)

where the dI(x),dlog
j are (potentially sums of) dlog 4L forms. As discussed in Ref. [112],

for MHV amplitudes the coefficients Cj are Park-Taylor factors with different orderings.

This follows from super-conformal symmetry of N = 4 sYM theory, which fixes the

coefficients Cj to be holomorphic functions of spinor variables λ and normalizes dI(x)
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to be a dlog form. In the four-point nonplanar case this means that there are only

three different coefficients we can get,

C1 = Atree
4 (1, 2, 3, 4) , C2 = Atree

4 (1, 2, 4, 3) , C3 = Atree
4 (1, 3, 2, 4) , (1.3.32)

where the explicit form of the tree amplitudes are given in Eq. (1.3.24). The three

coefficient are not independent, as they satisfy C1 +C2 +C3 = 0. Suppose that the basis

elements in Eq. (1.3.21) are chosen such that they have only logarithmic singularities.

We will show, in Sect. 1.5, that we can indeed write the diagram as dlog forms with

coefficients given by the Cj.

1.4 Three-loop amplitude

In this section we follow the recipe of the previous section to find a basis of three-loop

diagram integrands that have only logarithmic singularities and no poles at infinity.

The three-loop four-point parent diagrams are shown in Fig. 1.4. These have been

classified in Ref. [122, 128], where an unintegrated representation of the three-loop

four-point amplitude of N = 4 sYM theory including nonplanar contributions was

first obtained. As mentioned in Sect. 1.3.1, we restrict to parent diagrams where no

bubble or triangle diagrams appear as subdiagrams; otherwise we would find a pole

at infinity that cannot be removed. Diagrams with contact terms can be incorporated

into a parent diagram by including inverse propagators in the numerator that cancel

propagators.

Next we assign power counting of the numerator for each parent diagram. Applying

the power-counting rules in Sect. 1.3.1, we find that the maximum powers of allowed

loop momenta for each parent diagram are

N (a) = O(1) , N (b) = O(`2
6) , N (c) = O(`2

5 , (`5 · `7), `2
7) ,

N (d) = O(`4
6) , N (e) = O(`2

5) , N (f) = O(`4
5) , N (g) = O(`2

5`
2
6) ,

N (h) = O(`2
5`

2
6, `

2
5`

2
7, `

2
5(`6 · `7)) , N (i) = O(`2

5`
2
6) , (1.4.1)

where we use the labels in Fig. 1.4, since these give the most stringent power counts.

For diagram (h) we need to combine restrictions from a variety of labellings to arrive at

this stringent power count. Ignoring the overall prefactor of K, the overall dimension

of each numerator is O(p4), including external momenta.

1.4.1 Diagram numerators

The next step is to write down the most general diagram numerators that are consistent

with the power count in Eq. (1.4.1), respect diagram symmetry, are built only from
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Figure 1.4. The distinct parent diagrams for three-loop four-point amplitudes. The

remaining parent diagrams are obtained by relabeling external legs.

Lorentz dot products of the loop and external momenta, have only logarithmic singu-

larities, and have no poles at infinity. Although the construction is straightforward,

the complete list of conditions is lengthy, so here we only present a few examples and

then write down a table of numerators satisfying the constraints.

We start with diagram (a) in Fig. 1.4. The required numerators are simple to write

down if we follow the same logic as in the two-loop example in Sect. 1.3.1. Since the

numerator of diagram (a) is independent of all loop momenta as noted in Eq. (1.4.1), we

can only write numerators that depend on the Mandelstam invariants s and t. There

are three numerators that are consistent with the overall dimension:

N
(a)
1 = s2 , N

(a)
2 = st , N

(a)
3 = t2 . (1.4.2)
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Following similar logic as at two loops, it is straightforward to check that there are no

double poles or poles at infinity.

The numerator for diagram (b) is also easy to obtain, this time by following the logic

of the two-loop nonplanar diagram. From Eq. (1.4.1), we see that the only momentum

dependence of the numerator must be on `6. The two-loop subdiagram on the right

side of diagram (b) in Fig. 1.4 containing `6 is just the two-loop nonplanar double box

we already analyzed in Sect. 1.3.1. Repeating the earlier nonplanar box procedure for

this subdiagram gives us the most general possible numerator for diagram (b):

N
(b)
1 = s

(
(`6 − k3)2 + (`6 − k4)2

)
. (1.4.3)

This is just the two-loop nonplanar numerator with an extra factor of s. A factor of t

instead of s is disallowed because it violates the k3 ↔ k4 symmetry of diagram (b).

As a somewhat more complicated example, consider diagram (e) in Fig. 1.4. Because

this diagram is planar we could use dual conformal invariance to find the desired nu-

merator. Instead, for illustrative purposes we choose to obtain it only from the require-

ments of having logarithmic singularities and no pole at infinity, without invoking dual

conformal invariance. We discuss the relation to dual conformal symmetry further in

Sect. 1.7.

From Eq. (1.4.1) we see that the numerator depends on the loop momentum `5 at most

quadratically. Therefore we may start with the ansatz

N (e) = (c1s+ c2t)
(
`2

5 + d1(`5 ·Q) + d2s+ d3t
)
, (1.4.4)

where Q is a vector independent of all loop momenta and the ci and di are numerical

constants. We have included an overall factor depending on s and t so that the numer-

ator has the correct overall dimensions, but this factor does not play a role in canceling

unwanted singularities of the integrand.

In order to extract conditions on the numerator ansatz Eq. (1.4.4), we need to find any

hidden double poles or poles at infinity in the integrand. The starting integrand is

I(e) =
N (e)

`2
6(`6 + `5)2(`6 + `7)2(`6 + k4)2(`7 − `5)2(`7 − k1 − k2)2(`7 + k4)2

× 1

`2
5(`5 − k1)2(`5 − k1 − k2)2

. (1.4.5)

Since our numerator ansatz (1.4.4) is a function of `5, we seek double poles only in the

regions of momentum space that we can reach by choosing convenient on-shell values

for `6 and `7. This leaves the numerator ansatz unaltered, making it straightforward

to determine all coefficients.
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To locate a double pole, consider the cut sequence

cut = {B(`6), B(`7, `7)} , (1.4.6)

where we follow the notation defined at the end of Sect. 1.2.3. Here B(`7, `7) indicates

that we cut the 1/`2
7 propagator produced by the B(`6) cut. This produces an overall

Jacobian

J6,7 = s
[
(`5 + k4)2

]2
. (1.4.7)

After this sequence of cuts, the integrand of Eq. (1.4.5) becomes:

Res
`6–cut
`7–cut

[
I(e)
]

=
N (e)

`2
5(`5 − k1)2(`5 − k1 − k2)2 [(`5 + k4)2]2 s

, (1.4.8)

exposing a double pole at (`5 + k4)2 = 0.

To impose our desired constraints on the integrand, we need to cancel the double pole

in the denominator with an appropriate numerator. We see that choosing the ansatz

in Eq. (1.4.4) to have Q = k4, d1 = 2, d2 = 0, and d3 = 0 gives us the final form of the

allowed numerator,

N (e) = (c1s+ c2t)(`5 + k4)2 , (1.4.9)

so we have two basis numerators,

N
(e)
1 = s(`5 + k4)2 , N

(e)
2 = t(`5 + k4)2 . (1.4.10)

We have also checked that this numerator passes all other double-pole constraints

coming from different regions of momentum space. In addition, we have checked that

it has no poles at infinity. It is interesting that, up to a factor depending only on

external momenta, these are precisely the numerators consistent with dual conformal

symmetry. As we discuss in Sect. 1.7, this is no accident.

Next consider diagram (d) in Fig. 1.4. From the power counting arguments summarized

in Eq. (1.4.1), we see that the numerator for this diagram is a quartic function of

momentum `6, but that it depends on neither `5 nor `7. When constructing numerators

algorithmically we begin with a general ansatz, but to more easily illustrate the role

of contact terms we start from the natural guess that diagram (d) is closely related

to a product of two two-loop nonplanar double boxes. Thus our initial guess is that

the desired numerator is the product of numerators corresponding to the two-loop

nonplanar subdiagrams:

Ñ (d) =
[
(`6 + k1)2 + (`6 + k2)2

] [
(`6 − k3)2 + (`6 − k4)2

]
. (1.4.11)
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We label this numerator Ñ (d) because, as we see below, it is not quite the numerator

N (d) that satisfies our pole constraints. As always, note that we have required the

numerator to satisfy the symmetries of the diagram.

Although we do not do so here, one can show that this ansatz satisfies nearly all

constraints on double poles and poles at infinity. The double pole not removed by the

numerator is in the kinematic region:

cut = {`2
5, (`5 + k2)2, `2

7, (`7 − k3)2, B(`6)} . (1.4.12)

Before imposing the final box cut, we solve the first four cut conditions in terms of two

parameters α and β:

`5 = αk2 , `7 = −βk3 . (1.4.13)

The final B(`6) represents a box-cut of four of the six remaining propagators that

depend on α and β:

(`6 − αk2)2 = (`6 − αk2 + k1)2 = (`6 + βk3)2 = (`6 + βk3 − k4)2 = 0 . (1.4.14)

Before cutting the B(`6) propagators, the integrand is

Res
`5–cut
`7–cut

Ĩ(d) =
Ñ (d)

`2
6(`6 + k1 + k2)2(`6 − αk2)2(`6 − αk2 + k1)2(`6 + βk3)2(`6 + βk3 − k4)2

.

(1.4.15)

Localizing further to the B(`6) cuts produces a Jacobian

J6 = su(α− β)2 , (1.4.16)

while a solution to the box-cut conditions of Eq. (1.4.14),

`∗6 = αλ4λ̃2
〈12〉
〈14〉 − βλ1λ̃3

〈34〉
〈14〉 , (1.4.17)

turns the remaining uncut propagators of Eq. (1.4.15) into

`2
6 = sαβ , (`6 + k1 + k2)2 = s(1 + α)(1 + β) . (1.4.18)

The result of completely localizing all momenta in this way is

Res
cuts
Ĩ(d) = − s2(α(1 + β) + β(1 + α))2

s3uαβ(1 + α)(1 + β)(α− β)2
. (1.4.19)

We see that there is a double pole located at α − β = 0. To cancel this double pole,

we are forced to add an extra term to the numerator. A natural choice is a term
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that collapses both propagators connecting the two two-loop nonplanar subdiagrams:

`2
6(`6 + k1 + k2)2. On the support of the cut solutions Eq. (1.4.17), this becomes

s2αβ(α + 1)(β + 1). We can cancel the double pole at α − β = 0 in Eq. (1.4.19) by

choosing the linear combination

N
(d)
1 =

[
(`6 + k1)2 + (`6 + k2)2

] [
(`6 − k3)2 + (`6 − k4)2

]
−4`2

6(`6 +k1 +k2)2 . (1.4.20)

Indeed, with this numerator the diagram lacks even a single pole at α− β = 0.

It is interesting to note that if we relax the condition that the numerator respects the

diagram symmetry k1 ↔ k2 and k3 ↔ k4, there are four independent numerators with

no double pole. For example,

Ñ (d) = (`6 + k1)2(`6 − k3)2 − `2
6(`6 + k1 + k2)2 , (1.4.21)

is a dlog numerator. When we require that N (d) respect diagram symmetry, we need the

first four terms in Eq. (1.4.20), each with its own “correction” term −`2
6(`6 + k1 + k2)2.

This accounts for the factor of four on the last term in Eq. (1.4.20).

We have carried out detailed checks of all potentially dangerous regions of the integrand

of diagram (d) showing that the numerator of Eq. (1.4.20) results in a diagram with

only logarithmic singularities and no poles at infinity. In fact, the numerator (1.4.20)

is the only one respecting the symmetries of diagram (d) with these properties. We

showed this by starting with a general ansatz subject to the power counting constraint in

Eq. (1.4.1) and showing that no other solution exists other than the one in Eq. (1.4.20).

We have gone through the diagrams in Fig. 1.4 in great detail, finding the numerators

that respect diagram symmetry (including color signs), and that have only logarithmic

singularities and no poles at infinity. This gives us a set of basis dlog numerators as-

sociated with each diagram. For the diagrams where numerator factors do not cancel

any propagators, the set of numerators is collected in Table 1.1. In addition, there are

also diagrams where numerators do cancel propagators. For the purpose of construct-

ing amplitudes, it is convenient to absorb these contact contributions into the parent

diagrams of Fig. 1.4 to make color assignments manifest. This allows us to treat all

contributions on an equal footing, such that we can read off the color factors directly

from the associated parent diagram by dressing each three vertex with an f̃abc. This

distributes the contact term diagrams in Table 1.3 among the parent diagrams, listed

in Table 1.2. When distributing the contact terms to the parent diagrams, we change

the momentum labels to those of each parent diagram and then multiply and divide

by the missing propagator(s). The reason the numerators in Table 1.2 appear more

complicated than those in Table 1.3 is that a single term from Table 1.3 can appear

with multiple momentum relabellings in order to enforce the symmetries of the parent

diagrams on the numerators.
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As an example of the correspondence between the numerators in Table 1.2 and Ta-

ble 1.3, consider diagram (j) and the associated numerators, N
(j)
1 and N

(j)
2 , in Table 1.3.

To convert this into a contribution to diagram (i) in Table 1.2, we multiply and divide

by the missing propagator 1/(`5 + `6 + k4)2. Then we need to take the appropriate lin-

ear combination so that the diagram (i) antisymmetry (including the color sign) under

{k1 ↔ k3, `5 ↔ `6, `7 ↔ −`7} is satisfied. This gives

N
(i)
2 =

1

3
(`5 + `6 + k4)2 [t− s] . (1.4.22)

In fact, there are three alternative propagators that can be inserted instead of 1/(`5 +

`6 + k4)2, which are all equivalent to the three relabelings of external lines for diagram

(i). We have absorbed a combinatorial factor of 1
3

into the definition of the numerator

because of the differing symmetries between diagram (i) in Table 1.2 and diagram (j)

in Table 1.3.

As a second example, consider diagram (k) in Table 1.3, corresponding to the basis

element N
(k)
1 . If we put back the two missing propagators by multiplying and dividing

by the appropriate inverse propagators, the contribution from diagram (k) in Table 1.3

corresponds to numerators N
(c)
2 , N

(f)
2 , N

(g)
5 , N

(g)
6 , N

(h)
2 , and N

(i)
3 in Table 1.2.

In summary, the diagrams along with the numerators in Table 1.1 and 1.2 are a complete

set with the desired power counting, have only logarithmic singularities and no poles

at infinity. They are also constructed to satisfy diagram symmetries, including color

signs.

1.4.2 Determining the coefficients

We now express the three-loop four-point N = 4 sYM amplitude in terms of our

constructed basis. We express the numerator in Eq. (1.3.21) directly in terms of our

basis via Eq. (1.3.3). Because we have required each basis numerator to reflect diagram

symmetry, we need only specify one numerator of each diagram topology and can obtain

the remaining ones simple by relabeling of external legs.

The coefficients in front of all basis elements are straightforward to determine using

simple unitarity cuts, together with previously determined representations of the three-

loop amplitude. We start from the N = 4 sYM numerators as originally determined

in Ref. [122], since they happen to be in a particularly compact form. Rewriting these

numerators using our choice of momentum labels gives

N
(a)
old = N

(b)
old = N

(c)
old = N

(d)
old = s2 ,

N
(e)
old = N

(f)
old = N

(g)
old = s(`5 + k4)2 ,

N
(h)
old = −st+ 2s(k2 + k3) · `5 + 2t(`6 + `7) · (k1 + k2) ,
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Diagram Numerators

(a) 1

2 3

4 N
(a)
1 = s2 , N

(a)
2 = st , N

(a)
3 = t2 ,

(b)

6

1

2 3 4

N
(b)
1 = s [(`6 − k3)2 + (`6 − k4)2] ,

(c)

5

71

2 3 4

N
(c)
1 = s [(`5 − `7)2 + (`5 + `7 + k1 + k2)2] ,

(d)

6

1 2
3 4 N

(d)
1 = [(`6 + k1)2 + (`6 + k2)2]

2 − 4`2
6(`6 + k1 + k2)2 ,

(e)
5

1

2

3

4

N
(e)
1 = s(`5 + k4)2 , N

(e)
2 = t(`5 + k4)2 ,

(f)
5

1

2
3

4

N
(f)
1 = (`5 + k4)2 [(`5 + k3)2 + (`5 + k4)2] ,

(g)
5

6

1

2

4

3

N
(g)
1 = s(`5 + `6 + k3)2 , N

(g)
2 = t(`5 + `6 + k3)2 ,

N
(g)
3 = (`5 + k3)2(`6 + k1 + k2)2 , N

(g)
4 = (`5 + k4)2(`6 + k1 + k2)2 ,

(h) 5

6

7

1

2

3

4

N
(h)
1 =

[
(`6 + `7)2(`5 + k2 + k3)2 − `2

5(`6 + `7 − k1 − k2)2

−(`5 + `6)2(`7 + k2 + k3)2 − (`5 + `6 + k2 + k3)2`2
7

−(`6 + k1 + k4)2(`5 − `7)2 − (`5 − `7 + k2 + k3)2`2
6

]

−
[
[(`5 − k1)2 + (`5 − k4)2][(`6 + `7 − k1)2 + (`6 + `7 − k2)2]

−4× `2
5(`6 + `7 − k1 − k2)2

−(`7 + k4)2(`5 + `6 − k1)2 − (`7 + k3)2(`5 + `6 − k2)2

−(`6 + k4)2(`5 − `7 + k1)2 − (`6 + k3)2(`5 − `7 + k2)2
]
,

(i)
5

6

1
2

3

4

N
(i)
1 = (`6 + k4)2 [(`5 − k1 − k2)2 + (`5 − k1 − k3)2]

− (`5 + k4)2 [(`6 + k1 + k4)2 + (`6 + k2 + k4)2]

− `2
5(`6 − k2)2 + `2

6(`5 − k2)2 .

Table 1.1. The parent numerator basis elements corresponding to the labels of the diagrams

in Fig. 1.4. The basis elements respect the symmetries of the diagrams.
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Diagram Numerator

(c)

5

71

2 3 4 N
(c)
2 = (`5)2 (`7)2 + (`5 + k1 + k2)2 (`7)2 + (`5)2 (`7 + k1 + k2)2

+ (`5 + k1 + k2)2(`7 + k1 + k2)2 ,

(f)
5

1

2
3

4

N
(f)
2 = `2

5(`5 − k1 − k2)2 ,

(g)
5

6

1

2

4

3

N
(g)
5 = (`5 − k1 − k2)2(`6 − k4)2 ,

N
(g)
6 = `2

5(`6 − k4)2 ,

(h) 5

6

7

1

2

3

4

N
(h)
2 = `2

6(`5 − `7)2 + `2
7(`5 + `6)2 + (`6 + k4)2(`5 − `7 + k2)2

+ (`5 + `6 − k1)2(`7 + k3)2 ,

(i)
5

6

1
2

3

4

N
(i)
2 = 1

3
(`5 + `6 + k4)2 [t− s] ,

N
(i)
3 = (`6)2 (`5 − k1)2 − (`5)2 (`6 − k3)2 .

Table 1.2. The parent diagram numerator basis elements where a numerator factor cancels

a propagator. Each term in brackets does not cancel a propagator, while the remaining factors

each cancel a propagator. Each basis numerator maintains the symmetries of the associated

diagram, including color signs. The associated color factor can be read off from each diagram.

Diagram Numerator

(j)
1 2

3

4

N
(j)
1 = s , N

(j)
2 = t ,

(k)
1

2

4

3 N
(k)
1 = 1 .

Table 1.3. The numerator basis elements corresponding to the contact term diagrams. Black

dots indicate contact terms. Written this way, the numerators are simple, but the color factors

cannot be read off from the diagrams.
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N
(i)
old = s(k4 + `5)2 − t(k4 + `6)2 − 1

3
(s− t)(k4 + `5 + `6)2 . (1.4.23)

To match to our basis we start by considering the maximal cuts, where all propagators

of each diagram are placed on shell. The complete set of maximal cut solutions are

unique to each diagram, so we can match coefficients by considering only a single

diagram at a time. We start with diagram (a) in Table 1.1. Here the numerator is a

linear combination of three basis elements

N (a) = a
(a)
1 N

(a)
1 + a

(a)
2 N

(a)
2 + a

(a)
3 N

(a)
3 , (1.4.24)

corresponding to N
(a)
j in Table 1.1. The a

(a)
j are numerical parameters to be determined.

This is to be compared to the old form of the numerator in Eq. (1.4.23). Here the

maximal cuts have no effect because both the new and old numerators are independent

of loop momentum. Matching the two numerators, the coefficients in front of the

numerator basis are a
(a)
1 = 1, a

(a)
2 = 0, and a

(a)
3 = 0.

Now consider diagram (b) in Fig. 1.4. Here the basis element is of a different form

compared to the old version of the numerator in Eq. (1.4.23). The new form of the

numerator is

N (b) = a
(b)
1 N

(b)
1 = a

(b)
1 s

[
(`6 − k3)2 + (`6 − k4)2

]
. (1.4.25)

In order to make the comparison to the old version we impose the maximal cut condi-

tions involving only `6:

`2
6 = 0 , (`6 − k2 − k3)2 = 0 . (1.4.26)

Applying these conditions:
[
(`6 − k3)2 + (`6 − k4)2

]
→ −s . (1.4.27)

Comparing to N
(b)
old in Eq. (1.4.23) gives us the coefficient a

(b)
1 = −1.

As a more complicated example, consider diagram (i). In this case the numerators

depend only on `5 and `6. The relevant cut conditions read off from Fig. 1.4(i) are

`2
5 = `2

6 = (`5 − k1)2 = (`6 − k3)2 = (`5 + `6 − k3 − k1)2 = (`5 + `6 + k4)2 = 0 .

(1.4.28)

With these cut conditions, the old numerator in Eq. (1.4.23) becomes

N
(i)
old

∣∣
cut

= 2s (k4 · `5)− 2t (k4 · `6) . (1.4.29)

The full numerator for diagram (i) is a linear combination of the three basis elements

for diagram (i) in Table 1.1 and 1.2,

N (i) = a
(i)
1 N

(i)
1 + a

(i)
2 N

(i)
2 + a

(i)
3 N

(i)
3 . (1.4.30)
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The maximal cut conditions immediately set to zero the last two of these numerators

because they contain inverse propagators. Applying the cut conditions Eq. (1.4.28) to

the nonvanishing term results in

N (i)
∣∣
cut

=a
(i)
1 [−2(`6 · k4)t+ 2(`5 · k4)s] . (1.4.31)

Comparing Eq. (1.4.29) to Eq. (1.4.31) fixes a
(i)
1 = 1. The two other coefficients for

diagram (i), a
(i)
2 and a

(i)
3 cannot be fixed from the maximal cuts.

In order to determine all coefficients and to prove that the answer is complete and

correct, we need to evaluate next-to-maximal and next-to-next-to-maximal cuts. We

need only evaluate the cuts through this level because of the especially good power

counting of N = 4 sYM. We do not describe this procedure in detail here. Details of

how this is done may be found in Ref. [138]. Using these cuts we have the solution of

the numerators in terms of the basis elements as

N (a) = N
(a)
1 ,

N (b) = −N (b)
1 ,

N (c) = −N (c)
1 + 2d1N

(c)
2 ,

N (d) = N
(d)
1 ,

N (e) = N
(e)
1 , (1.4.32)

N (f) = −N (f)
1 + 2d2N

(f)
2 ,

N (g) = −N (g)
1 +N

(g)
3 +N

(g)
4 + (d1 + d3 − 1)N

(g)
5 + (d1 − d2)N

(g)
6 ,

N (h) = N
(h)
1 + 2d3N

(h)
2 ,

N (i) = N
(i)
1 +N

(i)
2 + (d3 − d2)N

(i)
3 ,

where the three di are free parameters not fixed by any physical constraint.

The ambiguity represented by the three free parameters, di in Eq. (1.4.32), derives from

color factors not being independent but instead related via the color Jacobi identity.

This allows us to move contact terms between different diagrams without altering the

amplitude. Different choices of d1, d2, d3 correspond to three degrees of freedom from

color Jacobi identities. These allow us to move contact contributions of diagram (k),

where two propagators are collapsed, between different parent diagrams. The contact

term in diagram (j) of Table 1.3 does not generate a fourth degree of freedom because the

three resulting parent diagrams are all the same topology, corresponding to relabelings

of the external legs of diagram (i). The potential freedom then cancels within a single

diagram. We have explicitly checked that the di parameters in Eq. (1.4.32) drop out
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of the full amplitude after using appropriate color Jacobi identities. One choice of free

parameters is to take them to all vanish

d1 = 0 , d2 = 0 , d3 = 0 . (1.4.33)

In this case every remaining nonvanishing numerical coefficient in front of a basis ele-

ments is ±1. (Recall that N
(i)
2 absorbed the 1/3 combinatorial factor mismatch between

diagram (i) and diagram (j).) Of course this is not some “best” choice of the di, given

that the amplitude is unchanged for any other choice of di.

Once the coefficients in front of each basis numerator are determined, we are left with

the question of whether the basis numerators properly capture all terms that are present

in the amplitude. To answer this we turn to the method of maximal cuts [138]. This

is a variation on the standard generalized unitarity method, but organized by starting

with maximal cuts and systematically checking cuts with fewer and fewer propagators

set on shell. This method has been described in considerable detail in Ref. [138], so we

only mention a few points.

The overall power counting of the three-loop N = 4 sYM amplitude is such that it

can be written with at most two powers of loop momenta in the numerator [114, 122].

This means that in principle we can fully determine the amplitude using only next-to-

maximal cuts. However, here we use a higher-power counting representation with up

to four powers of loop momenta in the numerator corresponding to as many as two

canceled propagators. This implies that to completely determine the amplitude using

our representation we need to check cuts down to the next-to-next-to-maximal level. We

have explicitly checked all next-to-next-to-maximal cuts, proving that the amplitudes

obtained by inserting the numerators in Eq. (1.4.32) into Eqs. (1.3.21) and (1.3.3) gives

the complete amplitude, and that it is entirely equivalent to earlier representations of

the amplitude [114, 122, 128]. Because each numerator basis element is constructed

such that each integrand has only logarithmic singularities and no poles at infinity, this

proves that the full nonplanar three-loop four-point N = 4 sYM amplitude has these

properties, as conjectured in Ref. [119].

1.4.3 Relation to rung rule

Is it possible to determine the coefficients of the basis integrands as they appear in

the N = 4 sYM amplitude from simple heuristic rules? Such rules can be useful both

because they offer a simple way to cross-check derived results, and because they can

often point to deeper structures. Here we show that the rung rule of Ref. [120] gives at

least some of the coefficients4.
4We thank Lance Dixon for pointing out to us that the rung rule is helpful for identifying nonplanar

integrals with uniform transcendentality, and suggesting a match to our construction as well.
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(`a + `b)
2 ×

`a

`b

−→
`a

`b

(`a + `b)
2 ×

`a

`b

−→ (−1)×
`a

`b

Figure 1.5. The rung rule gives the relative coefficient between an L-loop diagram and an

(L−1)-loop diagram. The dotted shaded (red) line represents the propagator at L loops that

is removed to obtain the (L− 1)-loop diagram. As indicated on the second row, if one of the

lines is twisted around, as can occur in nonplanar diagrams, there is an additional sign from

the color antisymmetry.

(`5 − k3)
2 ×

6

5
1

2

3 4 −→ (−1)×

5
1

2 3

4

Figure 1.6. The rung rule determines the relative sign between the two-loop nonplanar

contribution and the one-loop box to be negative.

The rung rule was first introduced as a heuristic rule for generating contributions with

correct iterated-two-particle cuts in N = 4 sYM amplitudes [120]. It is also related to

certain soft collinear cuts. Today the rung rule is understood as a means for generating

contributions with simple properties under dual conformal invariance. In the planar

case the rule applies even when the contributions cannot be obtained from iterated two-

particle cuts [142]. However, the rung rule does not capture all contributions. It can

also yield contributions that do not have the desired properties, but differ by contact

terms from desired ones. For this reason, the rule is most useful once we have a basis

of integrands and are interested in understanding the coefficients as they appear in

amplitudes.

The rung rule was originally applied as a means for generating new L-loop contributions
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from (L− 1)-loop ones. Here we use the rule in the opposite direction, going from an

L-loop basis integrand to an (L−1)-loop contribution so as to determine the coefficient

of the L-loop contribution to the amplitude. As illustrated in Fig. 1.5, if we have a

basis integrand containing a factor of (`a + `b)
2 and a propagator indicated by a dotted

line, we can remove these to obtain a diagram with one fewer loop. According to the

rung rule, the overall coefficient of the diagram obtained by removing a rung matches

that of the lower-loop diagram in the amplitude. In the nonplanar case the diagrams

can be twisted around, as displayed on the second line in Fig. 1.5, leading to relative

signs. These relative signs can be thought of as coming from color factors.

Because we have already determined the three-loop dlog numerators, we only need the

rung rule to determine the sign of the numerator in the amplitude. This allows us

to slightly generalize the rung rule beyond its original form. In the original version

of the rung rule, the rung carries an independent loop momentum that becomes a

new loop momentum in the diagram when the rung is added. The reverse of this

means removing a rung from the diagram requires also removing an independent loop

momentum. We will encounter cases where removing a rung and its loop momentum

prevents the original version of the rung rule from matching the desired dlog numerators.

We therefore slightly modify the rung rule by allowing the factors to be matched in

any order of removing a given set of rungs or propagators. If we can match each factor

in a numerator in at least one order of rung removal, then we just read off the overall

sign as for other cases.

To illustrate how the rung rule determines a coefficient, consider the two-loop four-point

amplitude. As discussed in Sect. 1.2, after removing the overall K from the amplitude,

the only allowed numerator for the nonplanar double box in Fig. 1.3(b) with the desired

properties is given in Eq. (1.3.30). The first step is to determine if a given numerator can

be obtained from the rung rule. The first term, (`5− k3)2, in the nonplanar numerator

N (NP) (Eq. (1.3.30)) can be so determined. The rung corresponding to the (`5 − k3)2

term is displayed as the dotted (red) line on the left side of Fig. 1.6. Removing this

rung gives the one-loop box diagram on the right side of Fig. 1.6, which has coefficient

K. However, we need to flip over leg 3 to obtain the standard box from the diagram

with the rung removed, resulting in a relative minus sign between color factors. This

fixes (`5− k3)2 to enter the amplitude with a negative sign, because the box enters the

amplitude with a positive sign. This precisely matches the sign in Eq. (1.3.29) obtained

from the maximal cut.

At three loops the idea is the same. Consider, for example diagram (c). Examining

the numerator basis element N
(c)
1 from Table 1.1, we can identify the term s(`5 − `7)2

as a rung-rule factor. In Fig. 1.7, the dotted (red) line in the top part of the diagram

corresponds to the factor (`5 − `7)2. After removing the top rung, the bottom rung is
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Figure 1.7. The rung rule determines that the basis element N (c) enters the amplitude with

a relative minus sign.
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Figure 1.8. The rung rule determines that basis element N
(h)
1 enters the amplitude with a

relative plus sign.

just a factor of s = (k1 + k2)2. An overall sign comes from the fact that the first rung

was twisted as in Fig. 1.5. This determines the coefficient to be −1, and symmetry

then fixes the second rung rule numerator to have the same sign. This matches the

sign of the numerator in Eq. (1.4.32) found via unitarity cuts.

Now consider the more complicated case of diagram (h). In Table 1.1, the first term in

N
(h)
1 = (`6 + `7)2(`5 +k2 +k3)2 + · · · is a more interesting example, because the original

rung rule does not apply. Nevertheless, using the slightly modified rung rule described

above, we can still extract the desired coefficient in front of this term. Examining

Fig. 1.8, notice that if we first remove the left rung, the rung rule gives one factor of

N
(h)
1 : (`6 + `7)2, while if we first remove the right rung, the rung rule gives the other

factor (`5 +k2 +k3)2. In both cases the rung rule sign is positive. Furthermore, flipping

legs 1 and 2 to get the one-loop diagram on the right side of Fig. 1.8 does not change

the sign. Thus the sign is positive, in agreement with Eq. (1.4.32).

The rung rule does not fix all coefficients of dlog numerators in the amplitude. In

particular, since the rule involves adding two propagators per rung, it can never generate

terms proportional to propagators, such as those in Table 1.2 and 1.3. Nor is there any
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guarantee that basis integrands without canceled propagators can be identified as rung

rule contributions. One might be able to find various extensions of the rung rule that

handle more of these cases. Such an extension was discussed in Ref. [143], but for now

we do not pursue these ideas further.

1.5 Finding dlog forms

In the previous section we performed detailed checks showing that the three-loop four-

point N = 4 sYM amplitude has only logarithmic singularities and no poles at infinity.

The first of these conditions is equivalent to being able to find dlog forms, so if we

can find such forms directly then we can bypass detailed analyses of the singularity

structure of integrands. There is no general procedure for how to do this, so we have

to rely on a case-by-case analysis. We build up technology at one and two loops, then

apply that technology to a few examples at three loops, relegating a detailed discussion

to the future. As expected, exactly the same Jacobians that lead to double or higher

poles in our analysis of the singularity structure block us from finding dlog forms, unless

the Jacobians are appropriately canceled by numerator factors.

In this section, we use the terminology that an L-loop integrand form is a dlog form if

it can be written as a linear combination,

dI = d4`5 . . . d
4`4+L

N (x)(`r, ks)

D(x)(`r, ks)
=
∑

j

cj dlog f
(j)
1 ∧ dlog f

(j)
2 ∧ · · · ∧ dlogf

(j)
4L , (1.5.1)

where N (x)(`r, ks) is a diagram numerator, the denominator D(x)(`r, ks) is the usual

product of propagators, f
(j)
i = f

(j)
i (`r, ks) is a function of loop and external momenta.

The coefficients cj are the leading singularities of dI on a 4L cut, where we take

f
(j)
1 = f

(j)
2 = · · · = f

(j)
4L = 0. It is still an open question whether the smallest irreducible

dlog forms may be expressed as a single form with unit leading singularity,

dI ?
= dlog f1 ∧ dlog f2 ∧ · · · ∧ dlog f4L . (1.5.2)

We can determine on a case by case basis if the change of variables (1.5.2) exists by

checking if the integrand form has (i) only logarithmic singularities and (ii) only unit

leading singularities. An integrand form has unit leading singularities if the 4L-cut of

the integrand form is

Res
`r=`∗r

dI = ±1, 0 , (1.5.3)

where `∗r are positions for quadruple cuts for all loop variables. In the dlog form it is a

simple matter to extract the residues via

Res
f1=0

dI = dlog f2 ∧ · · · ∧ dlog f4L , (1.5.4)



45

and the residues at the other fj = 0 may be obtained analogously. In doing so there

are signs from the wedge products which we do not track. Clearly, it is better to find

single-term dlog forms as in Eq. (1.5.2), which we do in many examples. However the

multiterm dlog form (1.5.1) is sufficient for our purposes because it makes manifest

that the integrand form has only logarithmic singularities.

In the previous sections, we normalized the forms such that a factor K, defined in

Eq. (1.3.22), was factored out. In this section, we restore this factor as

K = stC1 , (1.5.5)

using the definitions from Eqs. (1.3.22) and (1.3.32). In some cases it is best to use the

symmetry (1.3.23) to instead write

K = suC2 , K = tuC3 . (1.5.6)

As noted in Sect. 1.3.3, in general, we write the integrand forms as linear combinations

of dlog forms using the Ci as prefactors, as we find below.

1.5.1 One loop

At higher loops, a good starting point for finding dlog forms is to express one-loop

subdiagrams in dlog forms. Following standard integral decomposition methods, any

one loop integrand form with no poles at infinity can be decomposed in terms of box

and pentagon forms:

dI =
∑

j

a
(5)
j dI(j)

5 +
∑

k

b
(4)
k dI(k)

4 . (1.5.7)

Triangle or bubble integrand forms do not appear in this decomposition because they

would introduce poles at infinity.

The decomposition in Eq. (1.5.7) is valid beyond the usual one-loop integrals. We

can consider any integrand form with m generalized propagators which are at most

quadratic in the momenta:

dI =
d4` Nm

F1F2 . . . Fm
, where Fj = αj`

2 + (` ·Qj) + Pj . (1.5.8)

We can then use the same expansion (1.5.7) for these objects and express it in terms

of generalized boxes and generalized pentagons which are integrals with four or five

generalized propagators, Fj. Unlike in the case of regular one-loop integrals, there is

no simple power-counting constraint on the numerator such that dI is guaranteed not

to have any poles at infinity. Instead one needs to check for poles at infinity case by

case.
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Figure 1.9. One-loop box and pentagon diagrams.

At one loop, Eq. (1.5.7) tells us that we need only consider boxes and pentagons, since

the higher-point cases can be reduced to these. First consider the standard box form

with (off-shell) external momenta K1, K2, K3, K4 shown in Fig. 1.9(a):

dI4

[
`2 (`−K1 −K2)2

(`−K1)2 (`+K4)2

]
≡ d4`

N4

`2(`−K1)2(`−K1 −K2)2(`+K4)2
. (1.5.9)

Here on the left hand side we introduce a compact notation for the dlog form that

will be useful at higher loops. The actual positions of the arguments do not matter,

since swapping the locations of arguments will only alter the overall sign of the form

due to the wedge products; in amplitudes such signs are fixed using unitarity. The

numerator N4 is just the Jacobian J` given in Eq. (1.2.20), using the labels of the box

in Fig. 1.9(a). With this numerator dI4 has unit leading singularities, and we can write

it as a single-term dlog form,

dI4

[
`2 (`−K1 −K2)2

(`−K1)2 (`+K4)2

]
(1.5.10)

= dlog
`2

(`− `∗)2
∧ dlog

(`−K1)2

(`− `∗)2
∧ dlog

(`−K1 −K2)2

(`− `∗)2
∧ dlog

(`+K4)2

(`− `∗)2
,

as already noted in Sect. 1.2.3. Here the dlog form depends on `∗, which is a solution

for ` on the quadruple cut

`2 = (`−K1)2 = (`−K1 −K2)2 = (`+K4)2 = 0 . (1.5.11)

There are two independent `∗ that satisfy these equations, and we are free to choose

either of them. Both give the same results when substituted into the dlog form.

An important nontrivial property of a dlog form is that the residue located at (`−`∗)2 =

0 cancels. If it were to not cancel, then there would be an unphysical singularity
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which could feed into our higher-loop discussion. We illustrate the cancellation for the

massless box where Ki = ki with k2
i = 0 for all i = 1, . . . , 4. In this case `∗ = − [12]

[24]
λ1λ̃4

and the residue of dI4 in (1.5.10) on (`− `∗)2 = 0 is

Res dI4 = dlog(`2) ∧ dlog(`− k1)2 ∧ dlog(`− k1 − k2)2

− dlog(`2) ∧ dlog(`− k1)2 ∧ dlog(`+ k4)2

+ dlog(`2) ∧ dlog(`− k1 − k2)2 ∧ dlog(`+ k4)2

− dlog(`− k1)2 ∧ dlog(`− k1 − k2)2 ∧ dlog(`+ k4)2 . (1.5.12)

The simplest way to see the cancellation is that on the solution of (` − `∗)2 = 0, the

following identity is satisfied

`2(`− k1 − k2)2 = (`− k1)2(`+ k4)2 . (1.5.13)

Using this we can express, say, `2 in terms of other inverse propagators and substitute

into Eq. (1.5.12). All terms in Eq. (1.5.12) then cancel pairwise because of the anti-

symmetry property of the wedge product. A similar derivation can be carried out for

the generic four-mass case, but we refrain from doing so here.

The generalized box, in terms of which Eq. (1.5.8) can be expanded, is

dI4

[
F1 F2

F3 F4

]
=

d4` N

F1F2F3F4

= dlog
F1

F ∗
∧ dlog

F2

F ∗
∧ dlog

F3

F ∗
∧ dlog

F4

F ∗
, (1.5.14)

where the numerator N is again a Jacobian (1.2.20) of the solution to the system of

equations Pi = 0 for P = {F1, F2, F3, F4} and F ∗ = (`− `∗)2. Here `∗ is the solution for

` at Fi = 0 for i = 1, 2, 3, 4. It is not automatic that dI4 can be put into a dlog form for

any set of Fi’s. This depends on whether dI4 has only logarithmic singularities. If it has

other types of singularities, then no change of variables will give a dlog representation

for dI4. As a simple example of a form that cannot be rewritten in dlog form consider

the generalized box

d4`
N4

`2(`+ k1)2(`+ k2)2(`+ k4)2
, (1.5.15)

where the numerator is independent of loop momentum `. Using a parametrization of

the type of Eq. (1.2.10), we find that on the collinear cut `2 = (` + k1)2 = 0 where

` = α1k1, there is a double pole dα1/α
2
1. Therefore no dlog form exists. In any case,

at higher loops we will find the notion of a generalized box very useful for finding dlog

forms.

Next we consider a generic one-loop pentagon form,

dI5 =
d4`N5

`2(`−K1)2(`−K1 −K2)2(`−K1 −K2 −K3)2(`+K5)2
, (1.5.16)
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with off-shell momenta Kj. The numerator N5 is not fixed by the normalization whereas

it was in the case of the box. Also unlike in the case of the box, there are multiple

numerators N5 that give unit leading singularities. The constraint of no poles at infinity

constrains N5 to be quadratic: N5 = g1`
2+g2(`·Q)+g3, where the gk are some constants

and Q is a constant vector. The simplest way to decompose the pentagon form (1.5.16)

is to start with a reference pentagon form,

dĨ5 ≡ dlog
(`−K1)2

`2
∧ dlog

(`−K1 −K2)2

`2
∧ dlog

(`+K4 +K5)2

`2
∧ dlog

(`+K5)2

`2
,

(1.5.17)

in terms of which we express all other pentagons. This reference dlog form corresponds

to a parity-odd integrand form and gives zero when integrating over Minkowski space.

In Eq. (1.5.17) we single out `2, but one can show that all five choices of singling out

one of the inverse propagators are equivalent. We then can decompose the generic

pentagon form (1.5.16) into the reference pentagon form (1.5.17) dĨ5 plus box forms,

dI5 = c0dĨ5 +
5∑

j=1

cjdI(j)
4 , (1.5.18)

where cj are coefficients most easily determined by imposing cut conditions on both

sides of Eq. (1.5.18) and matching. While we can express Eq. (1.5.17) as a loop-

integrand, its numerator Ñ5 is complicated, and it is better to use directly the dlog

form (1.5.17) for obtaining cuts.

The expansion (1.5.18) is always valid for up to two powers of loop momentum in

the numerator N5, but in higher-loop calculations it is often more convenient to use

alternative decompositions. It is also possible to define generalized pentagons with

propagators other than the standard ones. These will be useful in subsequent discussion.

1.5.2 Two loops

At two loops there are only two distinct integrand forms to consider: the planar and

nonplanar double boxes displayed in Figs. 1.3 and 1.10. As shown in Ref. [119], we can

choose the numerators such that all integrals individually have only logarithmic singu-

larities and no poles at infinity. As already noted, in previous sections we suppressed

a factor of K (defined in Eq. (1.3.22)) that we now restore to make the connection to

dlog forms and the leading singularity coefficients more straightforward.

We start with the planar double box of Fig. 1.3. It appears in the amplitude as

dI(P) =
d4`5 d

4`6 s
2tC1

`2
5(`5 + k1)2(`5 − k2)2(`5 + `6 − k2 − k3)2`2

6(`6 − k3)2(`6 + k4)2
, (1.5.19)
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Figure 1.10. The (a) planar and (b) nonplanar two-loop four-point parent diagrams. In

each case one-loop box subdiagrams are shaded (red). In the planar diagram, the Jacobian

from the one-loop box subdiagram combines with the remaining three lightly shaded (light

red) propagators to form a second box.

where C1 is defined in Eq. (1.3.32). It is straightforward to put this integrand form into

a dlog form by iterating the one-loop single-box case in Eq. (1.3.32). We immediately

obtain a product of two one-loop box integrand forms,

dI(P) = C1

[
d4`5 s(`6 − k2 − k3)2

`2
5(`5 + k1)2(`5 − k2)2(`5 + `6 − k2 − k3)2

]

×
[

d4`6 st

`2
6(`6 − k3)2(`6 + k4)2(`6 − k2 − k3)2

]

= C1 dI4

[
`2

5 (`5 + k1)2

(`5 − k2)2 (`5 + `6 − k2 − k3)2

]
∧ dI4

[
`2

6 (`6 − k3)2

(`6 + k4)2 (`6 − k2 − k3)2

]
.

(1.5.20)

Thus, dI(P ) is a dlog eight-form given by the wedge product of two dI4 box four-forms,

multiplied by the coefficient C1. By symmetry, we can also reverse the order of iterating

the one-loop box forms to instead obtain

dI(P) = C1 dI4

[
`2

5 (`5 + k1)2

(`5 − k2)2 (`5 − k2 − k3)2

]
∧ dI4

[
`2

6 (`6 − k3)2

(`6 + k4)2 (`5 + `6 − k2 − k3)2

]
.

(1.5.21)

Despite the fact that the two dlog forms in Eqs. (1.5.20) and (1.5.21) look different,

they are equal. This is another illustration that dlog forms are not unique, and there

are many different ways to write them.

The nonplanar double box in Fig. 1.3 is more complicated, since it contains both box

and pentagon subdiagrams. It is given by

dI(NP) =
d4`5 d

4`6 C1st[(`5 − k4)2 + (`5 − k3)2]

`2
5(`5 + k1)2(`5 + k1 + k2)2`2

6(`6 + k3)2(`6 + `5)2(`6 + `5 − k4)2
. (1.5.22)
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We start by writing the `6 box subdiagram highlighted in Fig. 1.10 as a dlog form, so

that

dI(NP) = dI`6 ∧ dI`5 , (1.5.23)

where

dI`6 =
d4`6 (`5 · q)(`5 · q)

`2
6(`6 + k3)2(`6 + `5)2(`6 + `5 − k4)2

= dI4

[
`2

6 (`6 + `5)2

(`6 + k3)2 (`6 + `5 − k4)2

]
.

(1.5.24)

The dI`6 form is normalized with the Jacobian numerator (`5 ·q)(`5 ·q), where q = λ3λ̃4

and q = λ4λ̃3. This is just a relabeling of the two-mass-easy normalization given in

Eq. (1.2.22). The remaining integral can then be divided into two parts:

dI`5 = C1 dIχ1

5 + C2 dIχ2

5 , (1.5.25)

where we have used tC1 = uC2 and

dIχ1

5 ≡
d4`5 st(`5 − k4)2

`2
5(`5 + k1)2(`5 + k1 + k2)2(`5 · q)(`5 · q)

,

dIχ2

5 ≡ dIχ1

5

∣∣∣
k3↔k4

. (1.5.26)

These are exactly generalized pentagons, of the type we discussed in the previous

subsection. It is straightforward to check that there are only logarithmic singularities

and no poles at infinity. Because of the two propagators linear in `5, these two forms are

not canonical one-loop integrand forms. Nevertheless, we can find a change of variables

for dIχ1

5 and dIχ2

5 so that each is a single dlog form,

dIχ1

5 = dlog
`2

5

(`5 · q)
∧ dlog

(`5 + k1)2

(`5 · q)
∧ dlog

(`5 + k1 + k2)2

(`5 · q)
∧ dlog

(`5 − `∗5)2

(`5 · q)
, (1.5.27)

where `∗5 = 〈34〉
〈31〉λ1λ̃4 is the solution of cut conditions `2

5 = (`5 + k1)2 = (`5 + k1 + k2)2 =

(`5 · q) = 0. A similar result is obtained for dIχ2

`5
by swapping k3 and k4. The final

result for the dlog form of the nonplanar double box is

dI(NP) = C1 dI`6 ∧ dIχ1

`5
+ C2 dI`6 ∧ dIχ2

`5
. (1.5.28)

Since each term carries a different normalization, this expression cannot be uniformly

normalized to have unit leading singularities on all cuts. We choose a normalization

such that C1 or C2 are the leading singularities of the integrand form, depending on

which residue we take. This construction is useful at three loops, as we see below.
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Figure 1.11. The three-loop diagrams with highlighted one-loop box subdiagrams used in

the construction of dlog forms. In diagram (e) we start with the top (red) box whose Jacobian

generates the missing fourth propagator for the bottom (light red) box. In diagram (f) we

start with the bottom (red) box whose Jacobian generates the missing fourth propagator for

the top (light red) box. In diagram (i), there is only one box on the bottom (red).

1.5.3 Three loops

We now turn to the main subject: constructing the three-loop four-point nonplanar

dlog forms. Unfortunately, at present there is no general procedure to rewrite high-

loop order integrand forms into dlog forms. Nevertheless, we can proceed with our

general strategy: whenever there is a box subdiagram, we rewrite it in a dlog form

and then deal with the remaining forms by again looking at subdiagrams. This tactic

works well at three loops: we have worked out dlog forms for all diagrams that have

box subdiagrams. This consists of all diagrams except for diagram (h), which is the

most complicated case because it has only pentagon subdiagrams. Diagrams (a) and

(b) are simple because they are directly related to the one- and two-loop cases. In this

subsection we show explicit examples of diagrams (e), (f), and (i), which are less trivial.

Each example shows how to overcome some new obstacle to constructing a dlog form.

We start with diagram (e) in Figs. 1.4 and 1.11. The numerator is KN (e) = C1s
2t(`5 +

k4)2. This gives us the integrand form,

dI(e) =
d4`5 d

4`6 d
4`7 C1s

2t(`5 + k4)2

`2
5(`5 − k1)2(`5 − k1 − k2)2(`5 + `6)2`2

6(`6 − k4)2

× 1

(`7 − `5)2(`7 + `6)2(`7 + k4)2(`7 − k1 − k2)2
, (1.5.29)

where C1 is defined in Eq. (1.3.32). There are two box subdiagrams in this case, both

of which are highlighted in Fig. 1.11(e). We start with the top (red) box in Fig. 1.11,
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which carries loop momentum `7. The dlog form for this box subdiagram is

dI`7 = dI4

[
(`7 − `5)2 (`7 + k4)2

(`7 + `6)2 (`7 − k1 − k2)2

]
. (1.5.30)

Using Eq. (1.2.21) and relabeling, we find that this box carries a normalization factor

J7 = (`5 + k4)2(`6 − k3 − k4)2 − (`5 − k1 − k2)2(`6 − k4)2 , (1.5.31)

which then goes into the denominator of the remaining `5, `6 forms. The `6 integrand

form is a generalized box formed from the three bottom (light red) propagators in

Fig. 1.11 and a generalized propagator J7 . We can then rewrite the `6 integrand form

as a dlog form,

dI`6 = dI4

[
`2

6 (`6 + `5)2

(`6 − k4)2 [(`5 + k4)2(`6 − k3 − k4)2 − (`5 − k1 − k2)2(`6 − k4)2]

]
.

(1.5.32)

The normalization required by this generalized box can be computed from the generic

Jacobian formula (1.2.20) and gives

J6 = s[(`5 + k4)2]2 , (1.5.33)

exactly matching Eq. (1.4.7) which was obtained by searching for double poles. This

confirms that a factor (`5 + k4)2 is needed in the numerator of Eq. (1.5.29): it cancels

the double pole in the remaining `5 form. After canceling the double propagator against

the numerator factor, we then have the last box form:

dI`5 = dI4

[
`2

5 (`5 + k4)2

(`5 − k1)2 (`5 − k1 − k2)2

]
. (1.5.34)

The final result for the integrand form of Eq. (1.5.29) is thus

dI(e) = C1 dI`5 ∧ dI`6 ∧ dI`7 . (1.5.35)

The derivation of a dlog form for this case is relatively straightforward, because at each

step we encounter only generalized box forms.

As a less straightforward example, consider the nonplanar diagram (f) in Figs. 1.4

and 1.11, using the numerator KN (f)
1 in Table 1.1. This integrand form is

dI(f) =
d4`5 d

4`6 d
4`7 C1st(`5 + k4)2 [(`5 + k3)2 + (`5 + k4)2]

`2
5 (`5 − k1)2(`5 − k1 − k2)2`2

7(`7 − k3)2(`5 + `7 + k4)2

× 1

`2
6(`6 − `5)2(`6 − `5 − k4)2(`6 + `7)2

, (1.5.36)
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where we include numerator N
(f)
1 from Table 1.1. As indicated in Fig. 1.11 for diagram

(f), there are two box subdiagrams that can be put into dlog form. We write the `6

and `7 forms as box-forms straight away:

dI`6 = dI4

[
`2

6 (`6 − `5 − k4)2

(`6 + `7)2 (`6 − `5)2

]
,

dI`7 = dI4

[
`2

7 (`7 + `5 + k4)2

(`7 − k3)2 [(`5 + k4)2(`5 + `7)2 − `2
5(`5 + `7 + k4)2]

]
. (1.5.37)

The `6 box introduced a Jacobian which is then used in the `7 box as a new generalized

propagator. The remaining `5 form, including also the Jacobian from the `7 generalized

box, is then a generalized pentagon form,

dI`5 =
d4`5C1 st [(`5 + k3)2 + (`5 + k4)2]

`2
5(`5 − k1)2(`5 − k1 − k2)2(`5 · q)(`5 · q)

, (1.5.38)

where q = λ3λ̃4, q = λ4λ̃3. This generalized pentagon form is a relabeling of the one

we encountered for the two loop nonplanar double box so we can write,

dI`5 = C1 dIχ1

5 + C2 dIχ2

5 , (1.5.39)

where the forms dIχ1

5 and dIχ2

5 are defined in Eq. (1.5.26). The final result for dI(f) in

Eq. (1.5.36) is then

dI(f) = C1 dI`6 ∧ dI`7 ∧ dIχ1

5 + C2 dI`6 ∧ dI`7 ∧ dIχ2

5 . (1.5.40)

An even more complicated example is diagram (i) in Figs. 1.4 and 1.11. Consider

the first term in numerator N
(i)
1 in Table 1.1 given by (`6 + k4)2(`5 − k1 − k2)2. We

will explicitly write the dlog form for this part of the integrand but not the remaining

pieces for the sake of brevity. Putting back the overall normalization C1st, we have the

integrand form

dI(i)
1 =

d4`5 d
4`6 d

4`7 C1st(`6 + k4)2(`5 − k1 − k2)2

`2
5(`5 − k1)2`2

6(`6 − k3)2(`6 + `5 − k1 − k3)2(`6 + `5 + k4)2

× 1

`2
7(`7 + k4)2(`7 − `5)2(`7 + `6 + k4)2

. (1.5.41)

As in all other cases we start with a box subintegral. Here there is only a single choice,

as highlighted in Fig. 1.11(i):

dI`7 =
d4`7 [(`5 + k4)2(`6 + k4)2 − `2

5`
2
6]

`2
7(`7 + k4)2(`7 − `5)2(`7 + `6 + k4)2

= dI4

[
`2

7 (`7 − `5)2

(`7 + k4)2 (`7 + `6 + k4)2

]
.

(1.5.42)
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The `6 integrand form is then a generalized pentagon,

dI`6 =
d4`6 st(`6 + k4)2

`2
6(`6 − k3)2(`6 + `5 − k1 − k3)2(`6 + `5 + k4)2 [(`5 + k4)2(`6 + k4)2 − `2

5`
2
6]
.

(1.5.43)

In principle we could follow a general pentagon decomposition procedure, but there is

a simpler way to obtain the result. We can rewrite the numerator as

(`6 + k4)2 =
1

(`5 + k4)2

[
(`5 + k4)2(`6 + k4)2 − `2

5`
2
6

]
+

`2
5

(`5 + k4)2
`2

6 . (1.5.44)

After canceling factors in each term against denominator factors, we get two generalized

box integrand forms. The decomposition is

dI(i)
1 = C1 dI`7 ∧ dI(1)

`6
∧ dI(1)

`5
+ C3 dI`7 ∧ dI(2)

`6
∧ dI(2)

`5
, (1.5.45)

where the `6 integrand forms can be put directly into dlog forms:

dI(1)
`6

=
d4`6 [(`5 − k1 − k2)2(`5 − k1 − k3)2 − (`5 + k4)2(`5 − k1)2]

`2
6(`6 − k3)2(`6 + `5 − k1 − k3)2(`6 + `5 + k4)2

= dI4

[
`2

6 (`6 + `5 + k4)2

(`6 − k3)2 (`6 + `5 − k1 − k3)2

]
,

dI(2)
`6

=
d4`6 (`5 · q)(`5 · q)(`5 − k1 − k2)2

(`6 − k3)2(`6 + `5 − k1 − k3)2(`6 + `5 + k4)2 [(`5 + k4)2(`6 + k4)2 − `2
5`

2
6]

= dI4

[
(`6 − k3)2 (`6 + `5 − k1 − k3)2

(`6 + `5 + k4)2 (`5 + k4)2(`6 + k4)2 − `2
5`

2
6)

]
, (1.5.46)

with q = λ2λ̃4 and q̄ = λ4λ̃2. Here we have normalized both integrand forms properly to

have unit leading singularities so that they are dlog forms. As indicated in Eq. (1.5.45),

the remaining `5 integrand forms are different for dI(1)
`6

and dI(2)
`6

.

Writing the integrand form for `5 following from dI(1)
`6

,

dI(1)
`5

=
d4`5 st(`5 − k1 − k2)2

`2
5(`5 − k1)2(`5 + k4)2[(`5 − k1 − k2)2(`5 − k1 − k3)2 − (`5 + k4)2(`5 − k1)2]

=
d4`5 st(`5 − k1 − k2)2

`2
5(`5 − k1)2(`5 + k4)2((`5 − k1) · q)((`5 − k1) · q) , (1.5.47)

where q = λ2λ̃3 and q = λ3λ̃2. In the last expression we used the fact that the quartic

expression was a two-mass-easy Jacobian of the `6 integrand, which factorizes into a

product. Up to relabeling, this is the same integrand as the first nonplanar pentagon
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form in Eq. (1.5.26), and we can write it as the dlog form

dI(1)
`5

= dlog
(`5 − k1)2

((`5 − k1) · q) dlog
`2

5

((`5 − k1) · q) dlog
(`5 + k4)2

((`5 − k1) · q) dlog
(`5 − `∗5)2

((`5 − k1) · q) ,
(1.5.48)

where q = λ3λ̃2, q = λ2λ̃3 and `∗5 = 〈32〉
〈31〉λ1λ̃2. For the second integrand form in

Eq. (1.5.46), the remaining `5 integral is (for q = λ2λ̃4 and q = λ4λ̃2) just a generalized

box and can be directly written as the dlog form,

dI(2)
`5

=
d4`5 ut

(`5 − k1)2(`5 + k4)2(`5 · q)(`5 · q)
= dI4

[
(`5 − k1)2 (`5 · q)
(`5 + k4)2 (`5 · q)

]
. (1.5.49)

To obtain this, we used the relation sC1 = uC3 to write C3 as the overall factor of the

second term in the assembled result given in Eq. (1.5.45).

We have carried out similar procedures on all contributions to the three-loop four-

point amplitude, except for the relatively complicated case of diagram (h). In all

these cases we find explicit dlog forms. These checks directly confirm that there are

only logarithmic singularities in the integrand, as we found in Sect. 1.4. At relatively

low loop orders, detailed analysis of the cut structure, as carried out in Sect. 1.4,

provides a straightforward proof of this property. At higher loop orders, the space

of all possible singularities grows rapidly and finding dlog forms, as we did in the

present section, becomes a more practical way of showing that there are only logarithmic

singularities. Even so, one cannot completely avoid detailed checks of the singularity

structure because, in general, dlog forms do not necessarily make manifest that there

are no poles at infinity.

1.6 Logarithmic singularities at higher loops

Complete, unintegrated four-point N = 4 sYM amplitudes, including their nonplanar

parts, have been obtained at four and five loops in Refs. [129, 133, 141]. In principle,

we could repeat the same procedure we did for three loops at higher loops to construct

dlog numerators. However, the number of parent diagrams grows: at four loops there

are 85 diagrams and by five loops there are 410 diagrams. Many of the diagrams are

simple generalizations of the already analyzed three-loop diagrams, so their analysis is

straightforward. Some, however, are new topologies, for which an exhaustive search

for double or higher poles and poles at infinity would be nontrivial. Such an analysis

would require either a more powerful means of identifying numerators with the desired

properties, or computer automation to sweep through all dangerous kinematic regions of

the integrands while looking for unwanted singularities. This of course is an interesting

problem for the future.
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Figure 1.12. The left diagram contributes to the four-loop four-point N = 4 sYM am-

plitude [133]. The shaded (red) lines indicate propagators that are replaced by on-shell con-

ditions as given in Eq. (1.6.1). These propagators are removed from the diagram and leave

behind an inverse Jacobian, given in Eq. (1.6.2). The resulting simplified diagram is given on

the right. The vertical shaded (red) line crossing the propagator carrying momentum `6 + k3

indicates that it too is replaced with an on-shell condition at the start of this process.

Here we take initial steps at higher loops, investigating sample four- and five-loop cases

to provide supporting evidence that only logarithmic singularities are present in the

nonplanar sector. We do so by showing compatibility between dlog numerators and

known expressions for the amplitudes [133, 141] on maximal cuts.

As a first example, consider the nonplanar four-loop diagram on the left in Fig. 1.12. We

wish to show that the maximal cuts are compatible with a numerator that ensures only

logarithmic singularities and no poles at infinity. Since this diagram has a hexagon

subdiagram carrying loop momentum `6 and a pentagon subdiagram carrying loop

momentum `5, the overall dimensionality and asymptotic scaling constraints of Sect. 1.3

require N4-loop ∼ O((`6)4 , (`5)2).

In order to derive the desired numerator for this diagram, we use the cut sequence

cuts = {(`6 + k3)2, B(`8), B(`7, `7 − k3)} , (1.6.1)

where the notation is defined in Sect. 1.2.3. The first cut setting (`6 + k3)2 = 0

is indicated in Fig. 1.12 by the vertical shaded (red) line crossing the corresponding

propagator. The remaining cuts leave behind Jacobians; the propagators placed on-

shell by these cuts are indicated by the shaded (red) thick lines. The resulting Jacobian

is

J7,8 = (`5 − k3)2
[
`2

6

]2
. (1.6.2)

Since the Jacobian appears in the denominator, this gives us an unwanted double pole

in the integrand when `2
6 = 0. Thus, to remove it on the cuts (1.6.1) we require the

numerator be proportional to `2
6:

N4-loop(`5, `6)
∣∣
cut

= `2
6Ñ

4-loop(`5, `6)
∣∣
cut
. (1.6.3)
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After canceling one factor of `2
6 from the Jacobian in Eq. (1.6.2) against a factor in

the numerator, we can use the remaining `2
6 or (`5 − k3)2 from the Jacobian together

with the remaining uncut propagators on the right of Fig. 1.12 to give two distinct

relabelings of the two-loop nonplanar diagram in Fig. 1.3(b), if we also cancel the other

propagator factor coming from the Jacobian. We then relabel the dlog numerators for

the two-loop nonplanar diagram in Eq. (1.3.30) to match the labels of the simplified

four-loop diagram on the right in Fig. 1.12. Including factors to cancel the double pole

and unwanted Jacobian factor, we have two different dlog numerators for the four-loop

diagram of Fig. 1.12:

N4-loop
1 (`5, `6)

∣∣
cut

=`2
6(`5 − k3)2

[
(`6 − k4)2 + (`6 − k1)2

]∣∣
cut
,

N4-loop
2 (`5, `6)

∣∣
cut

=[`2
6]2
[
(`5 − k2 − k3)2 + (`5 − k1 − k3)2

]∣∣
cut
. (1.6.4)

The integrands with these numerators then have only logarithmic singularities and no

poles at infinity in the kinematic region of the cut, as inherited from the two-loop

nonplanar double box.

Are these dlog numerators compatible with the known four-loop amplitude? Relabeling

the numerator of the corresponding diagram 32 in Fig. 23 of Ref. [133] to match our

labels, we see that a valid numerator that matches the maximal cuts is

N4-loop
old = `2

6(s`2
6 − t(`5 − k3)2 − s(`6 + `5)2) . (1.6.5)

To check compatibility with our dlog numerators we take the maximal cut, replacing all

propagators with on-shell conditions. This selects out a piece unique to this diagram.5

On the maximal cut, Eq. (1.6.5) simplifies to

N4-loop
old

∣∣∣
max
cut

= `2
6(s`2

6 + t(2`5 · k3)) =
(
N4-loop

1 −N4-loop
2

)∣∣∣
max
cut

. (1.6.6)

This shows that the maximal cut of diagram 32 with the old numerator is a linear com-

bination of the maximal cut of diagram 32 with the two dlog numerators in Eq. (1.6.4).

We note that by following through the modified rung rule of Sect. 1.4.3, we obtain the

same coefficients as those determined from the maximal cuts.

Next consider a five-loop example: the nonplanar five-loop diagram on the left of

Fig. 1.13. As in the four-loop case, we identify potential double poles by choosing a

sequence of cuts that uncovers a lower-loop embedding for which a dlog numerator is

already known. Our order of taking cuts is

cuts = {B(`7), B(`9, `9 + k1)} , (1.6.7)

5Other diagrams do not mix with the one under consideration if we use all solutions to the maximal

cut.
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Figure 1.13. The left diagram contributes to the five-loop four-point N = 4 sYM ampli-

tude [141]. The shaded (red) lines indicate propagators that are replaced by on-shell con-

ditions as given in Eq. (1.6.1). These propagators are removed from the diagram and leave

behind an inverse Jacobian, given in Eq. (1.6.8). The resulting simplified diagram is given

on the right. The factor `26 in the Jacobian can be used to expand the shaded (red) region,

resulting in a graph isomorphic to the three-loop diagram Fig. 1.4(g).

resulting in the Jacobian

J7,9 = `2
6

[
`2

6(`5 + k1)2 − `2
5(`6 − k1)2

]
. (1.6.8)

Collecting the `2
6-factor of this Jacobian with the remaining uncut propagators repro-

duces a relabeling of three-loop diagram (g), with numerator given in Eq. (1.4.32). To

ensure this five-loop nonplanar integrand has a dlog numerator, we require the numer-

ator to cancel the Jacobian, as well as to contain a factor of the three-loop numerator,

N (g) = −s(`8 − `5)2 + (`5 + k1)2
[
(`8 − k1)2 + (`8 − k2)2

]
, (1.6.9)

obtained from Eq. (1.4.32) and relabeled to match Fig. 1.13. We have not included

the last three terms in the numerator given in Eq. (1.4.32), because they vanish on

maximal cuts, which we impose below in our compatibility test. Here we are not trying

to find all dlog numerators, but just those that we can use for testing compatibility

with the known results. Combining the Jacobian (1.6.8) with the relabeled numerator

N (g) gives a valid dlog numerator,

N5-loop
∣∣
cut

=
[
`2

6(`5 + k1)2 − `2
5(`6 − k1)2

]
N (g)

∣∣
cut
. (1.6.10)

A straightforward exercise then shows that on the maximal cut of the five-loop diagram

in Fig. 1.13, N5-loop matches the numerator from Ref. [141]:

N5-loop
∣∣
max
cut

= N5-loop
old

∣∣∣
max
cut

= −1

2
s(`8 · k1)(`6 · k1)(`5 · k1) . (1.6.11)

Here we have compared to diagram 70 of the ancillary file of Ref. [141] and shifted

momentum labels to match ours. Again the modified rung rule matches the `2
6(`5 +k1)2

term, which is the only non-vanishing contribution to N5-loop on the maximal cut.
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We have also checked a variety of other four- and five-loop examples. These provide

higher-loop evidence that we should find only logarithmic singularities and no poles at

infinity. We build on this theme in the next section by considering the consequences of

dlog numerators at high loop-order in the planar sector.

1.7 Back to the planar integrand

How powerful is the requirement that an expression has only logarithmic singularities

and no poles at infinity? To answer this we re-examine the planar sector of N = 4

sYM theory and argue that these requirements on the singularity structure are even

more restrictive than dual conformal invariance. Specifically we make the following

conjecture:

• Logarithmic singularities and absence of poles at infinity imply dual conformal

invariance of local integrand forms to all loop orders in the planar sector.

To give supporting evidence for this conjecture, as well as to show that the constraints

on the singularities are even stronger than implied by dual conformal symmetry, we

work out a variety of nontrivial examples. In particular, we show in detail that at

three- and four-loops the singularity conditions exactly select the dual conformal in-

variant integrand forms that appear in the amplitudes. We also look at a variety of

other examples through seven loops. This conjecture means that by focusing on the

singularity structure we can effectively carry over the key implications of dual confor-

mal symmetry to the nonplanar sector even if we do not know how to carry over the

symmetry itself. This suggests that there may be some kind of generalized version of

dual conformal symmetry for the complete four-point amplitudes inN = 4 sYM theory,

including the nonplanar sector. At the integrated level dual conformal symmetry leads

to powerful anomalous Ward identities that constrain planar amplitudes [50]. An inter-

esting question is whether anything analogous can be found for nonplanar amplitudes.

We put off further speculation on these points until future work.

We also show that the conditions of no double poles are even more constraining than

dual conformal symmetry. In fact, we demonstrate that the singularity constraints

explain why certain dual conformal numerators cannot appear in the N = 4 sYM

integrand. We describe simple rules for finding non-logarithmic poles in momentum

twistor space. These rules follow the spirit of Ref. [48] and allow us to restrict the set

of dual conformal numerators to a smaller subset of potential dlog numerators. While

these rules do not fully eliminate all dual conformal numerators that lead to unwanted

double poles, they offer a good starting point for finding a basis of dlog numerators.
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Figure 1.14. The planar three-loop diagram (e), including shaded (red) dots and labels to

indicate the face or dual variables.

Furthermore, we give explicit examples at five and six loops where the pole constraints

not only identify contributions with zero coefficient but also explain nonvanishing rel-

ative coefficients between various dual conformally invariant contributions. From this

perspective, requiring only logarithmic singularities is a stronger constraint than re-

quiring dual conformal symmetry.

In our study we use the four-loop results from Ref. [142] and results through seven-loops

from Ref. [121]. Equivalent results at five and six loops can be found in Refs. [138, 144,

145].

1.7.1 Brief review of dual conformal invariance

Dual conformal symmetry [41–43] has been extensively studied for planar N = 4 sYM

amplitudes. For a detailed review, see Ref. [13, 14]. Here we only require the part useful

for multiloop four point amplitudes, which we briefly review. Dual or region variables

are the natural variables to make dual conformal symmetry manifest. To indicate the

dual variables, we draw graphs in momentum space with the corresponding dual faces

marked with a shaded (red) dot and labeled with a shaded (red) number. This is

illustrated in Fig. 1.14.

We define the relation between external momenta ki and external dual variables (region

momenta) xi as

ki = xi+1 − xi , i = 1, 2, 3, 4 , x5 ≡ x1 . (1.7.1)

In term of dual variables, the Mandelstam invariants are

s = (k1 + k2)2 ≡ x2
13 , t = (k2 + k3)2 ≡ x2

24 . (1.7.2)

The internal faces are parametrized by additional xj, with j = 5, 6, . . . , 4 + L corre-

sponding to loop momenta. In terms of the dual coordinates, loop momenta are defined
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from the diagrams as:

` = xright − xleft , (1.7.3)

where xright is the dual coordinate to the right of ` when traveling in the direction of `,

and xleft is the dual coordinate to the left of ` when traveling in the direction of `.

The key symmetry property of the integrand forms is invariance under inversion, xµi →
xµi /x

2
i so that

x2
ij →

x2
ij

x2
ix

2
j

, d4xi →
d4xi
x2
i

. (1.7.4)

We say that a four-point planar integrand form is dual conformally invariant if dI → dI
under this transformation.

1.7.2 Dual conformal invariance at three and four loops

First consider three loops. There are two planar diagrams, diagrams (a) and (e) in

Fig. 1.4. Diagram (a) is a bit trivial because the numerator does not contain any loop

momenta, so we do not discuss it in any detail. Diagram (e), together with its face

variables, is shown in Fig. 1.14. The only allowed dlog numerator for this diagram is

given in Eq. (1.4.32) and Table 1.1. Written in dual coordinates, it is

N (e) = s(`5 + k4)2 = x2
13x

2
45 . (1.7.5)

This numerator exactly matches the known result [35, 120] for the three-loop planar

amplitude consistent with dual conformal symmetry [41], giving (somewhat trivial) evi-

dence for our conjecture. When counting the dual conformal weights via Eq. (1.7.4), we

need to account for the factor of st = x2
13x

2
24 in the prefactor K defined in Eq. (1.3.22).

We note that the conditions of logarithmic singularities do not fix the overall prefactor

of s, but such loop momentum independent factors are easily determined from maximal

cut or leading singularity constraints when expanding the amplitude.

A more interesting test of our conjecture starts at four loops. We construct a basis of

dlog-integrands for the planar amplitude following the same techniques we used at three

loops. We then compare these to known results for the amplitude that manifest dual

conformal invariance [142]. Following the algorithm of Sect. 1.3, we define trivalent

parent diagrams. These are given in Fig. 1.15.

We have constructed all dlog numerators for the four-loop four-point planar amplitude.

To illustrate this construction, consider first diagram (4c) of Fig. 1.15. This is a partic-

ularly simple case, because it follows from taking diagram (e) at three loops in Fig. 1.14

and forming an additional box by inserting an extra propagator between two external

lines. The extra box introduces only a factor of s to the three-loop numerator N (e).
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Figure 1.15. Parent diagrams contributing to the four-loop planar amplitude. The shaded

(red) dots indicate the face or dual labels of the planar graph.

This then gives us the four loop numerator

N (4c) = s N (e)
∣∣
`5→`6 = (x2

13)2x2
46 , (1.7.6)

where the relabeling `5 → `6 changes from the three-loop diagram (e) labels of Fig. 1.4

to the four-loop labels of diagram (4c).

As a more complicated example, consider diagram (4d) of Fig. 1.15. This contains

two pentagon subdiagrams parametrized by `5 and `7 and so has a numerator scaling

as N (4f) ∼ O(`2
5, `

2
7). We skip the details here, and just list the two6 independent

numerators that result from applying all dlog-conditions:

N
(4d)
1 = s2(`5 − `7)2 = (x2

13)2x2
57 , (1.7.7)

N
(4d)
2 = s`2

7(`5 + k1 + k2)2 = x2
13x

2
37x

2
15 −→ N (4d2) = x2

13 . (1.7.8)

In Eq. (1.7.8), we have indicated that the numerator N
(4d)
2 cancels two propagators to

produce exactly Fig. 1.16 (4d2), with numerator N (4d2). The numerator N
(4d)
1 is one of

6There is a third numerator s`27(`5 + k1 + k2)2 that is a relabeling of N
(4d)
2 under automorphisms

of diagram (4d). Here and below we omit such relabelings.
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Figure 1.16. Diagram (4d2) contributes to the planar amplitude at four-loops. Diagram

(4d′) does not. Shaded (red) dots represent dual coordinates. Black dots represent contact

terms.

the known dual conformal numerators, and the lower-propagator diagram Fig. 1.16(4d2)

is also a well-known dual conformal diagram.

Interestingly, dual conformal invariance allows two additional numerators:

N
(4d)
3 = x2

13x
2
27x

2
45 , (1.7.9)

N
(4d)
4 = x2

13x
2
25x

2
47 −→ N (4d′) = x2

13 , (1.7.10)

where again N
(4d)
4 reduces to diagram (4d′) in Fig. 1.16 upon canceling propagators.

These two numerators do not meet the no double poles and no poles at infinity con-

straints. This is not a coincidence and fits nicely with the fact that these two numerators

have zero coefficient in the amplitude [48, 142].

The other diagrams are similar, and we find that for all cases the dlog-requirement se-

lects out the dual conformal planar integrands that actually contribute to the amplitude

and rejects those that do not. Our analysis also proves that, at least for this amplitude,

each dual conformally invariant term in the amplitudes, as given in Ref. [142], is free

of non-logarithmic singularities and poles at infinity.

1.7.3 Simple rules for eliminating double poles

In the previous subsection, we highlighted the relationship between dual conformal

invariance and the singularity structure of integrands. Here we go further and demon-

strate that the requirement of having no other singularities than logarithmic ones puts

tighter constraints on the integrand than dual conformal symmetry.

We start from the observation of Drummond, Korchemsky, and Sokatchev (DKS) [48]

that certain integrands upon integration are not well defined in the infrared, even with

external off-shell legs. They found that if any set of four loop variables {xi1 , xi2 , xi3 , xi4}
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Figure 1.17. Cut configurations in momentum twistor geometry. Our type I conditions

correspond to (b), type II to (a) and type III to (c).

approach the same external point xj such that ρ2 = x2
i1j

+ x2
i2j

+ x2
i3j

+ x2
i4j
→ 0 and

the integrand scales as

dI =
d4xi1 · · · d4xi4 N(xi)

D(xi)
∼ dρ

ρ
. (1.7.11)

The singularity ρ→ 0 corresponds to an integrand double pole in our language, as we

shall see below. The singularity (1.7.11) occurs in the region of integration and results

in an infrared divergent integral even for off-shell external momenta. It is therefore not

a sensible dual conformal integral. Such ill-defined integrals should not contribute, as

DKS confirmed in various examples, leading to their all loop order conjecture [48]. A

trivial generalization is to group l loop variables at a time, ρ2 = x2
i1j

+x2
i2j

+· · ·+x2
ilj
→ 0.

Again the requirement is that the integral not be divergent with off-shell external

momenta. Of course, this rule was not meant to explain all vanishings of coefficients

nor to explain why terms appear in certain linear combinations.

Here we wish to extend this line of reasoning using our new insight into the singular-

ity structure of amplitudes. For this exercise it is convenient to switch to momentum

twistor coordinates, for which the problem of approaching certain dangerous on-shell

kinematic regions becomes purely geometric; see Ref. [47, 146] for a discussion of mo-

mentum twistor geometry. To facilitate comparisons to existing statements in the

literature, we translate the results back to dual coordinates (region momenta) at the

end.

First we rewrite the DKS observation in momentum twistor variables. To be concrete,

we can take xj = x3 to be the designated external point, but in fact there is nothing

special about that choice. Consider the case of l loop variables. The l loop variables

{xi1 , . . . , xil} correspond to l lines (AB)1, . . . , (AB)l in momentum twistor space. In our

notation, the point x3 in dual coordinates corresponds to the line Z2Z3 in momentum

twistor space. Geometrically, the condition ρ2 → 0 corresponds to a configuration in
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momentum twistor space for which all l lines intersect the line Z2Z3 at the same point,

as in Fig. 1.17(a).

If we parametrize

Ai = Z2 + ρiZ3 + σiZ4 , (1.7.12)

where ρi, σi are free parameters, then setting ρi = ρ∗ and σi = 0 results in the de-

sired configuration, where ρ∗ is arbitrary but the same for all i. We use a collective

coordinate:

ρ1 = ρ∗, ρj = ρ∗ + tρ̃j, σi = σ̃it , (1.7.13)

for j = 2, . . . , l and i = 1, . . . , l, which sets all parameters to the desired configuration

in the limit t→ 0. In this limit, the measure scales as

l∏

i=1,j=2

dρj dσi ∼ t2l−2dt , (1.7.14)

and all propagators of the form 〈(AB)i (AB)j〉 and 〈(AB)i Z2Z3〉 scale like t. The result

is that the integrand behaves as

dI =
l∏

i=1,j=2

dρj dσi
N(ρj, σi)

D(ρj, σi)
∼ dt t2l−2 · t

N

tP
=

dt

tP−N−2l+2
, (1.7.15)

where N(t) ∼ tN is the behavior of the numerator in this limit and D(t) ∼ tP is the

behavior of the denominator, meaning that P is the number of propagators that go to

zero as t→ 0. To avoid unwanted double or higher poles, we demand that P < N + 2l.

Note the shift by one in the counting rules with respect to Eq. (1.7.11). That equation

counts overall scaling in the integration, while we study singularities in the integrand

in an inherently on-shell manner. Either way we arrive at the same conclusion.

As an example consider diagram (4d). One of the numerators is N
(4d)
1 = (x13)2x2

57 and

so has N = 1, while there are l = 4 loops, and there are a total of P = 8 propagators

of the form 〈(AB)i (AB)j〉 and 〈(AB)i Z2Z3〉. In this case

P = 8 < 9 = 1 + 2 · 4 = N + 2l , (1.7.16)

and so the numerator is allowed by this double pole constraint. In fact, both numerators

N
(4d)
1 and N

(4d)
2 from Eqs. (1.7.7) and (1.7.8) have the same values of P , l, and N , and so

each passes this double pole test and has only single poles. In contrast, the numerators

N
(4d)
3 and N

(4d)
4 from Eqs. (1.7.9) and (1.7.10) have N = 0 and fail the inequality, so

they have double poles and do not contribute to the amplitude.

Now we can generalize this and consider two similar cases: all lines (AB)i intersect

at a generic point as in Fig. 1.17(b), or all lines intersect at a given external point as
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in Fig. 1.17(c). The crux of the argument is the same as the first: if the integrand

has a double pole we reject it. The resulting inequalities to avoid these singularities

follow analogously; the only difference with the first case is the geometric issue of how

many of the l lines are made to intersect. We summarize the results in terms of N , the

number of numerator factors that vanish, P , the number of vanishing propagators, and

the subset of l loop dual coordinates {x}L ≡ {xi1 , . . . , xil}. Corresponding to each of

the diagrams in Fig. 1.17, we obtain three types of conditions:

• Type I (Fig. 1.17(b)):

P < N + 2l − 2 , (1.7.17)

in the limit that loop dual coordinates are light-like separated from each other:

x2
ij = 0 for all xi, xj ∈ {x}L.

• Type II (Fig. 1.17(a)):

P < N + 2l , (1.7.18)

in the limit that loop dual coordinates are light-like separated from each other

and from one external point: x2
ij = x2

ki = 0 for all xi, xj ∈ {x}L, k = 1, 2, 3, 4

• Type III (Fig. 1.17(c)):

P < N + 2l + 1 , (1.7.19)

in the limit that loop dual coordinates are light-like separated from each other

and from two external points: x2
ij = x2

ki = x2
k′i = 0, for all xi, xj ∈ {x}L,

k, k′ = 1, 2, 3, 4.7

These rules prevent certain classes of non-logarithmic singularities from appearing. In

the four-loop case, these rules are sufficient to reconstruct all dual conformal numer-

ators, automatically precluding those that do not contribute to the amplitude. Up to

seven loops, we used a computer code to systematically check that all contributions to

the amplitude pass the above rules. Furthermore, we were able to explain all coefficient

zero diagrams up to five loops and many coefficient zero diagrams up to seven loops

using these rules and the available data provided in Ref. [121]. In the next subsection

we give examples illustrating the above three conditions in action, as well as exam-

ples of non-logarithmic singularities not detected by these tests. Not surprisingly, as

the number of loops increases there are additional types of nonlogarithmic singulari-

ties. Indeed, at sufficiently high loop order we expect that cancellations of unwanted

singularities can involve multiple diagrams.

7The equations x2ki = x2k′i = 0 have two solutions so we have to choose the same solution for all xi.
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Figure 1.18. A sample five-loop planar diagram. Shaded (red) dots and labels represent

dual coordinates.
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Figure 1.19. Descendants of the five-loop planar diagram of Fig. 1.18 with numerator

coefficients determined to be non-zero by testing for non-logarithmic singularities.

1.7.4 Applications of three types of rules

We now consider three examples to illustrate the rules. First we examine a five-loop

example where the rules forbid certain dual conformal numerators from contributing to

the amplitude. We will see in that example that double poles beyond the scope of the

above three rules determine relative coefficients between integrands consistent with the

reference data [121, 138]. We then consider two different six-loop diagrams that have

zero coefficient in the expansion of the amplitude. In the first example, the three rules

are sufficient to determine that the numerator has zero coefficient in the amplitude,

while the integrand in the second example has hidden double poles not accounted for

by the rules.

We first consider the diagram of Fig. 1.18. We take a slightly different approach here

than in previous subsections. First we list the set of all dual conformal numerators

allowed by power counting, and then eliminate numerators that do not pass the three
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Figure 1.20. Descendants of the five-loop planar diagram of Fig. 1.18 with numerator

coefficients determined to be zero by testing positive for non-logarithmic singularities.

rules of the previous subsection.

The dual conformal numerators that do not collapse any propagators in Fig. 1.18 are

N
(5a)
1 = x2

24x
2
35x

2
17x

2
68 , N

(5a)
2 = −x2

13x
2
24x

2
57x

2
68 ,

N
(5a)
3 = x2

18x
2
27x

2
36x

2
45 , (1.7.20)

where we omit any dual conformal numerators that are relabelings of these numerators

under automorphisms of the diagram. These three numerators correspond to diagrams

21, 22 and 35, respectively, of Ref. [138]. However, notice that in the notation used

here an overall factor of st = x2
13x

2
24 has been stripped off. For the three kinematic

conditions of the rules, this diagram has three different values of P :

PI = 8 , PII = 10 , and PIII = 12 , (1.7.21)

where the subscript denotes the kinematic case we consider. The type I kinematics

is most constraining in this example, and for l = 5 requires N > 0. Converting this

back to a statement about the numerator, we conclude that all dlog numerators for

this diagram must have at least one factor of the form xl1l2 , for xl1 , and xl2 in the set

of loop face variables. Only N
(5a)
1 and N

(5a)
2 have this correct loop dependence. So we

conclude that both N
(5a)
1 and N

(5a)
2 can appear in the amplitude, while N

(5a)
3 yields an

integrand with non-logarithmic poles, and so has coefficient zero in the amplitude.

In addition to the numerators in Eq. (1.7.20), there are other dual conformal numerators

that cancel propagators of the parent diagram, resulting in contact-term diagrams

depicted in Figs. 1.19 and 1.20. If we consider only the contact terms that can be

obtained from the diagram in Fig. 1.18, the numerators that pass the three types of

checks are

N (5b) = −x2
24x

2
17x

2
36 , N (5c) = x2

13x
2
24 ,
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N (5d) = −x2
13x

2
27 , N (5e) = x2

24 , (1.7.22)

where the four numerators respectively correspond to diagrams 31, 32, 33, and 34 in

Ref. [138]. Besides N
(5a)
3 , there are four more numerators that display dual conformal

invariance at the integrand level, but are invalid by applying the type II rules, which

is equivalent to the DKS observation that they are ill defined:

N (5f) = x2
18x

2
36 , N (5g) = 1 ,

N (5h) = x2
17x

2
36x

2
48 , N (5i) = x2

35 . (1.7.23)

These correspond to diagrams 36, 37, 38, and 39, respectively, of Ref. [138]. The

numerators listed in Eq. (1.7.22) are numerators for the lower-propagator topologies

in Fig. 1.19, and the numerators listed in Eq. (1.7.23) are numerators for the lower-

propagator topologies in Fig. 1.20. We again omit the other dual conformal numerators

that are relabelings of these numerators under automorphism of the diagram.

With this analysis, we have not proved that N
(5a)
1,2 through N (5e) ensure a dlog form;

we have only argued that the corresponding integrands do not contain the types of

non-logarithmic singularities detected by our three rules. It is still possible for those

integrands to have non-logarithmic poles buried in certain kinematic regimes deeper in

the cut structure. Indeed, under more careful scrutiny we find additional constraints

from the requirements of no double poles. In particular, we find that only the following

combinations of integrands corresponding to Figs. 1.18 and 1.19 are free of double poles:

I(A) = I(5a)
1 + I(5b) + I(5e) , I(B) = I(5a)

2 + I(5c) , I(D) = I(5d) . (1.7.24)

The notation is, for example, that the integrand I(5a)
1 has the propagators of diagram

(5a) and the numerator N
(5a)
1 in Eq. (1.7.20). Similarly, the corresponding numerators

for the integrands of diagrams (5b)–(5e) are given in Eq. (1.7.22). The integrand for

diagram (5a) with numerator N
(5a)
3 is not present, because no contact terms can remove

all double poles of I(5a)
3 . In this case, all cancellations of double poles are between the

parent and descendant diagrams. However, at higher loops the situation can very

well be more complicated: unwanted singularities can cancel between different parent

diagrams as well.

We now illustrate how pole constraints can explain why some six-loop diagrams enter

the planar amplitude with zero coefficient. We choose two examples that both fall

outside the type II classification of the effective rules of the previous subsection. This

means both numerators escape detection by the original DKS rule, and so far could

not be easily identified as coefficient-zero terms. The two examples are the six-loop

“bowtie” in Fig. 1.21(6a) and another six-loop diagram with two contact terms in
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Figure 1.21. Two six-loop diagrams that have coefficient zero in the amplitude because

they have non-logarithmic singularities. Diagram (6a) has non-logarithmic poles detected by

our rules. Diagram (6b) requires explicit checks to locate double poles.

Fig. 1.21(6b). The dual conformal numerators of these diagrams are [121]8

N (6a) = x3
13x24 , N (6b) = x2

24x
2
27x

2
45 . (1.7.25)

There are other dual conformal numerators for (6b), but they belong to lower-propagator

diagrams, so we ignore them in this discussion.

We first consider diagram (6a). This integrand suffers from poles of type III. We see

this by cutting

x2
25 = x2

26 = x2
36 = x2

37 = x2
56 = x2

57 = x2
67 = 0 . (1.7.26)

We are then looking at the l = 3, N = 0, P = 7 case and the corresponding inequal-

ity P < N + 2l + 1 is violated, indicating a non-logarithmic pole. This means the

non-logarithmic rules immediately offer a reason why this diagram contributes to the

amplitude with coefficient zero. This agrees with Ref. [121].

The six-loop example (6b) in Fig. 1.21 is more subtle, since it is not ruled out by the

three rules. However, it does have a double pole. We know from Ref. [121] that this

diagram with numerator N (6b) does not enter the expansion of the amplitude but has

coefficient zero. Presumably, the double pole cannot cancel against other diagrams.

We also conducted a variety of checks at seven loops using the integrand given in

Ref. [121]. We applied the three rules to all 2329 potential contributions and found

that all 456 contributions that failed the tests did not appear in the amplitude, as

expected. We also checked dozens of examples that have vanishing coefficients and we

were able to identify problematic singularities. More generally, as we saw at five loops,

8These diagrams and numerators can be found in the associated files of Ref. [121] in the list of six

loop integrands that do not contribute to the amplitude. In our notation, we have again stripped off

a factor of st = x213x
2
24.
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the double poles can cancel nontrivially between different contributions. We leave a

detailed study of the restrictions that logarithmic singularities and poles at infinity place

on higher-loop planar amplitudes to future work. In any case, the key implication is

that we should be able to carry over the key consequences of dual conformal symmetry

to the nonplanar sector, even though we do not know how to define the symmetry in

this sector.

1.8 From gauge theory to gravity

Ref. [119] noted that the two-loop four-point amplitude of N = 8 supergravity has

only logarithmic singularities and no poles at infinity. Does this remain true at higher

loops? In this section we use BCJ duality to analyze this question. Indeed, we make

the following conjecture:

• At finite locations, the four-point momentum-space integrand forms of N = 8

supergravity have only logarithmic singularities.

However, we will prove that in N = 8 supergravity there are poles at infinity whose

degree grows with the loop order, as one might have guessed from power counting.

This conjecture relies on two other conjectures: the duality between color and kine-

matics [114], and the conjecture that nonplanar N = 4 sYM amplitudes have only

logarithmic singularities and are free of poles at infinity [119]. Explicit local expres-

sions for numerators that satisfy the duality between color and kinematics are known

at four points through four loops [129]. At higher loops the duality is a conjecture and

it may require nonlocal numerators for it to hold, resulting in poles at finite points

in momentum space for supergravity amplitudes. Our conjecture proposes that if this

were to happen it would introduce no worse than logarithmic singularities. With mod-

ifications it should be possible to extend our conjecture beyond four points, but for

NkMHV amplitudes with k ≥ 3, the second sYM conjecture that we rely on holds only

in the Grassmannian space and not momentum space, as noted earlier. Given that all

our explicit studies are at four points, we leave our conjecture at this level for now.

We note that our conjecture effectively states that one of the key properties linked to

dual conformal symmetry not only transfers to the nonplanar sector of N = 4 sYM

theory, but transfers to N = 8 supergravity as well. Because there are poles at infinity,

dual conformal symmetry is not quite present in supergravity. However, a strong echo

remains in N = 8 supergravity.

To gather evidence for our conjecture, we construct the complete three-loop four-point

amplitude of N = 8 supergravity, and do so in a form that makes it obvious that the

conjecture is true for this case. To demonstrate that there are poles at infinity, we
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analyze a certain easy-to-construct cut of the four-point amplitude to all loop orders.

Using the duality between color and kinematics [113, 114], it is easy to obtain the

complete three-loop four-point amplitude of N = 8 supergravity in a format that

makes the singularity structure manifest. Here, we simply quote a main result of the

duality, and refer to Ref. [147] for a recent review. According to the duality conjecture,

N = 8 supergravity numerators may be constructed by replacing the color factors

of each diagram of an N = 4 sYM amplitude by kinematic numerators of a second

copy, constrained to the same algebraic relations as the color factors. Although the

general existence of numerators with the required property is unproven, here we only

need the three-loop case, for which such numerators are explicitly known. Whenever

duality satisfying numerators are available we immediately have the N = 8 diagram

numerators in terms of gauge-theory ones:

N
(x)
N=8 = N (x) N

(x)
BCJ , (1.8.1)

where (x) labels the diagram. The gauge-theory numerator N (x) is exactly one of the

numerators in Eq. (1.4.32), while N
(x)
BCJ is one of the N = 4 sYM BCJ numerators from

Ref. [114].

To be concrete, we construct the N = 8 supergravity numerator for diagram (f) in

Fig. 1.4. Multiplying the sYM dlog numerator N (f) in Eq. (1.4.32) by the corresponding

BCJ numerator gives the N = 8 supergravity numerator:

N
(f)
N=8 = −

[
(`5 + k4)2((`5 + k3)2 + (`5 + k4)2)

]

×
[
(s(−τ35 + τ45 + t)− t(τ25 + τ45) + u(τ25 − τ35)− s2)/3

]
,

(1.8.2)

where τij = 2ki ·`j. As for the gauge-theory case, we remove overall factors of K (defined

in Eq. (1.3.22)). The construction of the complete three-loop supergravity amplitude is

then trivial using Eq. (1.8.1), Eq. (1.4.32) and Table 1 of Ref. [114]. This construction

is designed to give correct N = 8 supergravity unitarity cuts.

Based on the BCJ construction, we immediately learn some nontrivial properties about

N = 8 supergravity. Since the supergravity and sYM diagrams have identical propa-

gators, and each numerator has a factor of N (x), all unwanted double poles located at

finite values are canceled. However, in general the factor N
(x)
BCJ in Eq. (1.8.1) carries

additional powers of loop momenta. These extra powers of loop momentum in the

numerator compared to the N = 4 sYM case generically lead to poles at infinity, as

we prove below. However, because the three-loop BCJ numerators are at most linear

in loop momentum, only single poles, or equivalently logarithmic singularities, can de-

velop at infinity. At higher loops, the BCJ numerators contribute ever larger powers of
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Figure 1.22. At L > 3 loops, diagram (a) contains a pole at infinity that cannot cancel

against other diagrams. By cutting all propagators in diagram (a) we obtain the corresponding

on-shell diagram (b), which gives a residue of the amplitude on one of the solutions of the

L-loop maximal cut. This is the only contribution.

loop momenta. These additional loop momenta generate non-logarithmic singularities

as the orders of the poles at infinity grow.

To analyze the poles at infinity, we turn to a particular set of cuts chosen so that we can

study poles at infinity at any loop order. While we do not yet know the four-pointN = 8

supergravity amplitude at five or higher loops, we do have partial information about

the structure of the amplitude to all loop orders. In particular, we know the value of the

maximal cut of the diagram in Fig. 1.22(a) that is displayed in Fig. 1.22(b). One could

evaluate the cut directly in terms of amplitudes, using superspace machinery [148, 149].

However, it is much simpler to use the rung rule [120], which is equivalent to evaluating

iterated two-particle cuts. This gives the value for the numerator

N =
[
(`5 + `6 + k2 + k3)2

]δ(L−3)
, (1.8.3)

up to terms that vanish on the maximal cut. Here δ = 1 for N = 4 sYM theory and

δ = 2 for N = 8 supergravity. As usual factors of K have been removed.

We carefully9 choose a set of maximal cuts as encoded in Fig. 1.22(b) so that only a

single diagram is selected. On this solution, the two loop momenta labeled in Fig. 1.22

have solutions

`5 = αλ1λ̃2 , `6 = βλ3λ̃4 . (1.8.4)

The Jacobian for this cut is

J = s2αβ[(`5 + `6 + k2 + k3)2]L−2F (σ1, . . . σL−3) , (1.8.5)

where the function F depends on the remaining L−3 parameters, σi, of the cut solution,

and not on α or β. On the cut, the parametrization Eq. (1.8.4) implies that

(`5 + `6 + k2 + k3)2
∣∣
cut

= (α〈13〉+ 〈23〉)(β[24] + [23]) . (1.8.6)

9To avoid mixing in any additional solutions, we must first take a next-to-maximal cut, and then

make a final cut to hone in on the single solution in Eq. (1.8.4).
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Then the residue in the sYM case is

Res
cut

dIYM ∼
dα

α(α− α0)
∧ dβ

β(β − β0)
∧ dσ1 . . . dσL−3

F (σ1, . . . , σL−3)
, (1.8.7)

with α0 = −〈23〉/〈13〉, β0 = −[23]/[24]. So the sYM integrand has only logarithmic

singularities and no pole at infinity in α or β. On the other hand, in the supergravity

case the residue is

Res
cut

dIGR ∼
dα

α(α− α0)4−L ∧
dβ

β(β − β0)4−L ∧
dσ1 . . . dσL−3

F (σ1, . . . , σL−3)
. (1.8.8)

We see that these forms have the same structure as sYM for L = 3, but for L > 3 they

differ. In the latter case, the sYM expression in Eq. (1.8.7) stays logarithmic with no

poles at α, β →∞, while the supergravity residue Eq. (1.8.8) loses the poles at α0 and

β0 for L = 4 and develops a logarithmic pole at infinity. However, for L ≥ 5 the poles

at infinity become non-logarithmic, and the degree grows linearly with L. Since the

cut was carefully chosen so that no other diagrams can mix with Fig. 1.22(a), the poles

at infinity identified in Eq. (1.8.8) for L ≥ 4 cannot cancel against other diagrams,

and so the N = 8 supergravity amplitudes indeed have poles at infinity. This can also

be verified by the direct evaluation of the on-shell diagram in Fig. 1.22(b). In fact, at

three loops there is another contribution (different from Fig. 1.22) that leads to a pole

at infinity as well. As it does not offer qualitatively new insights, we will not show this

example here.

We conclude that in contrast to N = 4 sYM theory, N = 8 supergravity has poles

at infinity with a degree that grows linearly with the loop order. An interesting ques-

tion is what this might imply about the ultraviolet properties of N = 8 supergravity.

While it is true that a lack of poles at infinity implies an amplitude is ultraviolet finite,

the converse argument that poles at infinity imply divergences is not necessarily true.

There are a number of reasons to believe that this converse fails in supergravity. First,

at three and four loops the four-point N = 8 supergravity amplitudes have exactly the

same degree of divergence as the corresponding N = 4 sYM amplitudes [122, 128, 129],

even though the supergravity amplitudes have poles at infinity. Indeed, when calculat-

ing supergravity divergences in critical dimensions where the divergences first appear,

they are proportional to divergences in subleading-color parts of gauge-theory ampli-

tudes [129]. In addition, recent work in N = 4 and N = 5 supergravity shows that non-

trivial cancellations, beyond those that have been understood by standard-symmetry

considerations, occur between the diagrams of any covariant formulation [111, 150].

Furthermore, suppose that under the rescaling `i → t`i with t → ∞ the supergravity

integrand scales as 1/tm. If m ≤ 4L, where L is the number of loops, we can interpret
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this behavior as a pole at infinity. However, as we have demonstrated in this paper,

after applying cuts this pole can still be present or disappear, and other poles at infin-

ity can appear. Thus, the relation between ultraviolet properties of integrated results

and the presence of poles at infinity is nontrivial. It will be fascinating to study this

relation.

1.9 Conclusion

In this paper, we have studied in some detail the singularity structure of integrands

of N = 4 sYM theory, including nonplanar contributions. These contributions were

recently conjectured to have only logarithmic singularities and no poles at infinity [119],

just as for the planar case [67]. In this paper, besides providing nontrivial evidence in

favor of this conjecture, we made two additional conjectures. First, we conjectured

that in the planar sector of N = 4 sYM theory, constraints on the amplitudes that

follow from dual conformal symmetry can instead be obtained from requirements on

singularities. The significance of this conjecture is that it implies that consequences

of dual conformal symmetry on the analytic structure of amplitudes carry over to the

nonplanar sector. We described evidence in favor of this conjecture through seven

loops. Our second conjecture involves N = 8 supergravity. While we proved that the

amplitudes of this theory have poles at infinity, we conjectured that at finite locations,

at least the four-point amplitude should have only logarithmic singularities, matching

the N = 4 sYM behavior.

To carry out our checks we developed a procedure for analyzing the singularity struc-

ture, which we then applied to the three-loop four-point amplitude of N = 4 sYM

theory. Using this approach we found an explicit representation of this amplitude,

where the desired properties hold term by term. We also partially analyzed the singu-

larity structure of four-point amplitudes through seven loops. We illustrated at three

loops how to make the logarithmic singularity property manifest by finding dlog forms.

Our strategy for studying the nonplanar singularity structure required subdividing the

integrand into diagrams and assuming that we could impose the desired properties

on individual diagram integrands. Unitarity constraints then allowed us to find the

appropriate linear combinations of integrands to build an integrand valid for the full

amplitude. Interestingly, many coefficients of the basis integrands follow a simple pat-

tern dictated by the rung rule [120].

More generally, the study of planar N = 4 sYM amplitudes has benefited greatly by

identifying hidden symmetries. Dual conformal symmetry, in particular, imposes an

extremely powerful constraint on planar N = 4 sYM amplitudes. When combined with

superconformal symmetry, it forms a Yangian symmetry which is tied to the presumed
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integrability of the planar theory. However, at present we do not know how to extend

this symmetry to the nonplanar sector. Nevertheless, as we argued in this paper, the

key analytic restrictions on the amplitude do, in fact, carry over straightforwardly to

the nonplanar sector. This bodes well for future studies of full amplitudes in N = 4

sYM theory.

Our basis integrands are closely related to the integrals used by Henn et al. [123–126] to

find a simplified basis of master integrals determined from integration-by-parts identi-

ties [151, 152]. In this simplified basis, all master integrals have uniform transcendental

weight, which then leads to simple differential equations for the integrals. This basis

overlaps with our construction, except that we include only cases where the integrands

do not have poles at infinity, since those are the ones relevant for N = 4 sYM theory.

The dlog forms we described are in some sense partway between the integrand and the

integrated expressions.

An interesting avenue of further exploration is to apply these ideas to N = 8 super-

gravity. Using BCJ duality [113, 114], we converted the four-point three-loop N = 4

sYM integrand forms with into ones for N = 8 supergravity. We proved that the

three-loop four-point integrand form of N = 8 supergravity has only logarithmic sin-

gularities. However, there are singularities at infinity. Indeed, we proved that, to all

loop orders, there are poles at infinity whose degree grows with the loop order. A

deeper understanding of these poles might shed new light on the surprisingly tame

ultraviolet properties of supergravity amplitudes, and in particular on recently uncov-

ered [111] “enhanced ultraviolet cancellations”, which are nontrivial cancellations that

occur between diagrams.

In summary, by directly placing constraints on the singularity structure of integrands

in N = 4 sYM theory, we have a means for carrying over the key consequences of dual

conformal symmetry and more to the nonplanar sector. A key conclusion of our study

is that the nonplanar sector of N = 4 sYM theory is more similar to the planar sector

than arguments based on symmetry considerations suggest. Of course, one would like

to do better by finding a formulation that makes manifest the singularity structure.

The explicit results presented in this paper should aid that goal.
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Evidence for a nonplanar amplituhe-

dron

The scattering amplitudes of planar N = 4 super-Yang-Mills exhibit a number of

remarkable analytic structures, including dual conformal symmetry and logarithmic

singularities of integrands. The amplituhedron is a geometric construction of the inte-

grand that incorporates these structures. This geometric construction further implies

the amplitude is fully specified by constraining it to vanish on spurious residues. By

writing the amplitude in a dlog basis, we provide nontrivial evidence that these analytic

properties and “zero conditions” carry over into the nonplanar sector. This suggests

that the concept of the amplituhedron can be extended to the nonplanar sector of

N = 4 super-Yang-Mills theory.



78

2.1 Introduction

In this paper, we investigate how some of the remarkable properties of planar N = 4

super-Yang-Mills carry over to the nonplanar sector. A basic difficulty in the nonplanar

sector is that it is currently unclear how to define a unique integrand, largely due to

the lack of global variables with which to describe a nonplanar integrand. Such ambi-

guities greatly obscure the desired structures that might be hiding in the amplitude.

In addition, we lose Yangian symmetry and presumably any associated integrability

constraints, as well as the connection between amplitudes and Wilson loops. Naively

we also lose the ability to construct amplitudes using on-shell diagrams, the positive

Grassmannian, and the amplituhedron.

Nevertheless, one might suspect that many features of the planar theory can be ex-

tended to the full theory including nonplanar contributions. In particular, the con-

jectured duality between color and kinematics [113, 114] suggests that nonplanar inte-

grands are obtainable directly from planar ones, and hence properties of the nonplanar

theory should be related to properties of the planar sector. However, it is not a priori

obvious which features can be carried over.

The dual formulation of planar N = 4 super-Yang-Mills scattering amplitudes using

on-shell diagrams and the positive Grassmannian makes manifest that the integrand

has only logarithmic singularities, and can be written in a dlog form. Furthermore,

the integrand has no poles at infinity as a consequence of dual conformal symmetry.

Recently, Arkani-Hamed, Bourjaily, Cachazo, and Trnka conjectured the same singu-

larity properties hold to all loop orders for all maximally helicity violating (MHV)

amplitudes in the nonplanar sector as well [119]. In a previous paper [1], we confirmed

this explicitly for the full three-loop four-point integrand of N = 4 SYM by finding

a basis of diagram integrands where each term manifests these properties. We also

conjectured that to all loop orders the constraints give us the key analytic information

contained in dual conformal symmetry. Additional evidence for this was provided from

studies of the four- and five-loop amplitudes. These results then offer concrete evidence

that analytic structures present in the planar amplitudes do indeed carry over to the

nonplanar sector of the theory.

Now we take this further and show that in the planar case dual conformal invariance is

equivalent to integrands with (i) no poles at infinity, and (ii) special values of leading

singularities (maximal codimension residues). In the MHV sector, property (ii) and

superconformal invariance imply that leading singularities are necessarily ±1 times the

usual Parke-Taylor factor [17, 153]. Moreover, the existence of a dual formulation

using on-shell diagrams and the positive Grassmannian implies that (iii) integrands

have only logarithmic singularities. While (i) and (iii) can be directly conjectured also
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for nonplanar amplitudes, property (ii) must be modified. As proven in Ref. [112]

for both planar and nonplanar cases, the leading singularities are linear combinations

of Parke-Taylor factors with different orderings and with coefficients ±1. This set of

conditions was first conjectured in [119], and here we give a more detailed argument

as to why the content of dual conformal symmetry in the MHV sector is exhausted by

this set of conditions. We also provide direct nontrivial evidence showing they hold

for the two-loop five-point amplitude and the three-loop four-point amplitude. While

we might expect this structure to hold in the MHV sector, beyond this we expect R

invariants [43] to play an important role.

The main purpose of this paper is to present evidence for the amplituhedron concept [18]

beyond the planar limit. The amplituhedron is defined in momentum twistor variables

which intrinsically require cyclic ordering of amplitudes, making direct nonplanar tests

in these variables impossible. However, we can test specific implications even for non-

planar amplitudes. In Ref. [154], Arkani-Hamed, Hodges, and Trnka argued that the

existence of the “dual” amplituhedron implies certain positivity conditions of amplitude

integrands. Indeed, these conditions were proven analytically for some simple cases and

numerically in a large number of examples. (Interestingly, these conditions appear to

hold even post-integration [99, 154]). The dual amplituhedron can be interpreted as a

geometric region of which the amplitude is literally a volume, in contrast to the original

definition where the amplitude is a form with logarithmic singularities on the bound-

aries of the amplituhedron space. This implies a very interesting property when the

integrand is combined into a single rational function: its numerator represents a codi-

mension one surface which lies outside the dual amplituhedron space. The surface is

simply described as a polynomial in momentum twistor variables and therefore can be

fully determined by the zeros of the polynomial, which correspond to points violating

positivity conditions defining the amplituhedron. A nontrivial statement implied by

the amplituhedron geometry is that all these zeros can be interpreted as cuts where

the amplitude vanishes.

This leads to a concrete feature that can be tested even in a diagrammatic representa-

tion of a nonplanar amplitude:

The integrand should be determined entirely from homogeneous conditions,

up to an overall normalization.

Concretely, by “homogeneous conditions” we mean the conditions of no poles at infinity,

only logarithmic singularities, and also unitarity cuts that vanish. That is, in the

unitarity method, the only required cut equations are the ones where one side of the

equation is zero, as opposed to a nontrivial kinematical function. These zeros occur

either because the amplitude vanishes on a particular branch of the cut solutions or
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because the cut is spurious10. This conjecture has exciting implications because this

feature is closely related to the underlying geometry in the planar sector, suggesting

that the nonplanar contributions to amplitudes admit a similar structure.

To test this conjecture we use the three-loop four-point and two-loop five-point nonpla-

nar amplitudes as nontrivial examples. A key assumption is that the desired properties

can all be made manifest diagram-by-diagram [1]. While it is unknown if this assump-

tion holds for all amplitudes at all loop orders, at the relatively low loop orders that

we work our results confirm that this is a good hypothesis. The three-loop four-point

integrand was first obtained in Ref. [122], while the two-loop five-point integrand was

first calculated in Ref. [155] in a format that makes the duality between color and

kinematics manifest. Here we construct different representations that make manifest

that the amplitudes have only logarithmic singularities and no poles at infinity. These

representations are then compatible with the notion that there exists a nonplanar ana-

log of dual conformal symmetry and a geometric formulation of nonplanar amplitudes.

We organize the amplitudes in terms of basis integrands that have only ±1 leading

singularities. The coefficients of these integrals in the amplitudes are then simply sums

of Parke-Taylor factors, as proved in Ref. [112]. We also show that homogeneous con-

ditions are sufficient to determine both amplitudes up to an overall factor, as expected

if a nonplanar analog of the amplituhedron were to exist.

This paper is organized as follows. In Sect. 2.2 we summarize properties connected to

the amplituhedron picture of amplitudes in planar N = 4 SYM. Then in Sect. 2.3 we

turn to a discussion of properties of nonplanar amplitudes, showing in various examples

that the consequences of dual conformal invariance and the logarithmic singularity

condition do carry over to the nonplanar sector. Finally, in Sect. 2.4 we give evidence

for a geometric interpretation of the amplitude by showing that the coefficients in the

diagrammatic expansion are determined by zero conditions. In Sect. 2.5 we give our

conclusions.

2.2 Dual picture for planar integrands

In this section we summarize known properties of planar amplitudes in N = 4 SYM

theory that we wish to carry beyond the planar limit to amplitudes of the full theory.

We emphasize those features associated with the amplituhedron construction. In the

planar case, we strip the amplitude of color factors. Later when we deal with the

nonplanar case, we restore them.

10A spurious cut is one that exposes a non-physical singularity, i.e. a singularity that is not present

in the full amplitude.
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The classic representation of scattering amplitudes uses Feynman diagrams. At loop

level the diagrams can be expressed in terms of scalar and tensor integrals. We can

then write the amplitude as11

M =
∑

j

dj

∫
dIj , (2.2.1)

where the sum is over a set of basis integrands dIj and dj are functions of the momenta

of external particles, hereafter called kinematical functions. In general the integrations

should be performed in D = 4− 2ε dimensions as a means for regulating both infrared

and ultraviolet divergences. While the integrand can contain pieces that differ between

four dimensions and D dimensions, in the present paper we ignore any potential con-

tributions proportional to (−2ε) components of loop momenta. At four-points we do

not expect any such contribution through at least six loops [132], but they can enter

at lower loop orders as the number of legs increases [156]. We will not deal with such

contributions in this paper, but we expect that they can be treated systematically as

corrections to any uncovered four-dimensional structure.

In N = 4 SYM we can split off an MHV prefactor, including the supermomentum

conserving delta function δ8(Q), from all dj,

PT(1234 · · ·n) =
δ8(Q)

〈12〉〈23〉〈34〉 · · · 〈n1〉 , (2.2.2)

which defines a Parke-Taylor factor [17, 153]. Usually, we describe the dIj in terms

of local integrals that share the same Feynman propagators as corresponding Feynman

diagrams. However, in the planar sector of the amplitude we do not need to rely on those

diagrams. Instead we can choose dual coordinates ki = xi − xi 1 to encode external

kinematics, as well as analogously defined yj for different loop momenta. The variables

are associated with the faces of each diagram, are globally defined for all diagrams, and

allow us to define a unique integrand by appropriately symmetrizing over the faces [40].

With these variables, we can sum all diagrams under one integration symbol and write

an L-loop amplitude as

M∼
∫
dI(xi, yj) =

∫
d4y1 d

4y2 . . . d
4yL I(xi, yj) , (2.2.3)

where dI is the integrand form and I is the unique integrand of the scattering ampli-

tude. The integrand form dI for the n-point amplitude is a unique rational function

11In general we drop overall factors of 1/(2π)D and couplings from the amplitude, since these play

no role in our discussion.
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with many extraordinary properties that we will review in this section. Particularly

effective ways of constructing the integrand are unitarity cut methods [23, 138, 157] or

BCFW recursion relations [39, 40].

2.2.1 Dual conformal symmetry

A key property of N = 4 SYM planar amplitudes is that they possess dual conformal

symmetry [41–43]. This symmetry acts like ordinary conformal symmetry on the dual

variables xi and yj mentioned above. This can be supersymmetrically extended to a

dual superconformal symmetry, and in combination with the ordinary superconformal

symmetry it closes into the infinite dimensional Yangian symmetry [44]. This is a

symmetry of tree-level amplitudes, and at loop level is a symmetry of quantities such

as the integrand dI, and IR safe quantities like ratio functions [43].

We are interested in understanding the implications of dual conformal symmetry on

the analytic structure of the amplitude. Good variables for doing so are the momentum

twistor variables Zi, introduced in Ref. [47]. These are points in complex projective

space CP3 and are related to the spinor helicity variables λi ≡ |i〉, λ̃i ≡ |i] via

Zi =

(
λi
µi

)
where µȧi = xaȧi λi,a , (2.2.4)

where xaȧi are the dual variables defined above in spinor indices. The set of n on-

shell external momenta are then described by n momentum twistors Zi, i = 1, 2, . . . , n.

Momentum twistors are unconstrained variables and trivialize momentum conservation,

which is a quadratic condition on the λi, λ̃i spinors. Each off-shell loop momentum `i
is equivalent to a point yi in dual momentum space, which in turn is represented by a

line ZAiZBi in momentum twistor space.

Dual conformal symmetry acts as SL(4) on Zi, and we can construct invariants from

a contraction of four different Z’s,

〈ijkl〉 ≡ 〈ZiZjZkZl〉 = εαβρσZ
α
i Z

β
j Z

ρ
kZ

σ
l . (2.2.5)

Any dual conformal invariant can be written using these four-brackets. The contrac-

tions of spinor helicity variables λ can be written as

〈ij〉 ≡ εabλ
a
i λ

b
j = εαβρσZ

α
i Z

β
j I

ρσ , (2.2.6)

where Iρσ is the infinity twistor defined in Ref. [47]. An expression containing Iρσ

breaks dual conformal symmetry because Iρσ does not transform as a tensor. There is

a simple dictionary between momentum space and momentum twistor invariants; we

refer the reader to Ref. [47] for details.
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A simple example of a dual conformal invariant integrand is the zero-mass box,

dI =
d4` (k1 + k2)2(k2 + k3)2

`2(`− k1)2(`− k1 − k2)2(`+ k4)2
=

〈AB d2A〉〈AB d2B〉〈1234〉2
〈AB12〉〈AB23〉〈AB34〉〈AB41〉 . (2.2.7)

This represents the full one-loop four-point integrand form in N = 4 SYM. Note that

the integrand in Eq. (2.2.7) is completely projective in all variables Z, and the infinity

twistor is absent in this expression. This is true for any dual conformal invariant

integrand.

This brings us to a key question we would like to answer here:

What is the content of dual conformal symmetry for momentum-space integrands?

In momentum twistor space the answer is obvious: the infinity twistor Iρσ is absent.

Suppose instead the infinity twistor is present. What is the implication in momentum

space? The first trivial case is when the prefactor of the integrand is not chosen

properly. For example, if the factor (k2 + k3)2 in the numerator of the zero-mass box

in Eq. (2.2.7) is replaced with say (k1 + k2)2, this will introduce a dependence on I,

signaling broken dual conformal invariance. In this case, the only dependence on the

infinity twistor is through four-brackets 〈ijI〉 involving only external variables. The

presence of these is easily avoided by correctly normalizing dI.

The nontrivial interesting cases occur when the infinity twistor appears in combina-

tion with the line ZAZB that represents a loop momentum, e.g. 〈ABI〉. In this case

no prefactor depending only on external kinematics can fix it, and the integrand form

necessarily violates dual conformal symmetry. The factor 〈ABI〉 (or its powers) can

appear either in the numerator or the denominator. If it is in the denominator, the in-

tegrand has a spurious singularity at 〈ABI〉 = 0. In momentum space this corresponds

to sending `→∞. To see this, consider a simple example: the one-loop triangle given

by

dI =
d4` (k1 + k2)2

`2(`− k1)2(`− k1 − k2)2
=
〈AB d2A〉〈AB d2B〉〈1234〉〈23I〉
〈AB12〉〈AB23〉〈AB34〉〈ABI〉 . (2.2.8)

If we parametrize the loop momentum as ` = αλ1λ̃1 +βλ2λ̃2 + γλ1λ̃2 + δλ2λ̃1 and send

γ →∞ while keeping γδ = finite, there is a pole which corresponds to `→∞. Bubble

integrals even have a double pole at infinity, which corresponds to a double pole 〈ABI〉2
when written in momentum twistor space.

If the 〈ABI〉 factor is in the numerator there is a problem with the values of lead-

ing singularities. For an L-loop integrand these are 4L-dimensional residues that are

just rational functions of external kinematics [134]. If the integrand form is dual con-

formal invariant, all its leading singularities are dual conformal cross ratios (defined
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in Ref. [158]). A special case is when they are all ±1, as for the box integrand in

Eq. (2.2.7).

If the integrand has 〈ABI〉 in the numerator, the values of leading singularities, denoted

LS(·), depend on 〈(AB)∗I〉,

LS(dI) = 〈(AB)∗I〉 · F(Zi, 〈ab〉) , (2.2.9)

where (AB)∗ is the position of the line AB with the leading singularity solution sub-

stituted in. The function F is dual conformal invariant up to some two-brackets of

external twistors 〈ab〉 from normalization. For one particular leading singularity we

can choose the normalization of dI and therefore force F to cancel 〈(AB)∗I〉, restoring

dual conformal symmetry. However, different leading singularities – of which each inte-

grand has at least two by the residue theorem – are located at different (AB)∗ so that

it is not possible to simultaneously normalize all leading singularities correctly using

only external data. As a result, some of the leading singularities are not necessarily

dual conformal invariant. A simple example is the scalar one-loop pentagon,

dI =
d4` (k1 + k2)2(k2 + k3)2(k3 + k4)2

`2(`− k1)2(`− k1 − k2)2(`− k1 − k2 − k3)2(`+ k5)2

=
〈AB d2A〉〈AB d2B〉〈ABI〉〈1234〉〈2345〉〈5123〉
〈AB12〉〈AB23〉〈AB34〉〈AB45〉〈AB51〉〈23I〉 , (2.2.10)

which is not dual conformal invariant, as implied by the appearance of the infinity

twistor. The numerator of this pentagon can be modified to a chiral version studied in

Ref. [146], which restores dual conformal symmetry.

Based on these considerations, we can summarize the content of dual conformal sym-

metry of individual integrands in momentum space in two conditions:

1. There are no poles as `→∞.

2. All leading singularities are dual conformal cross ratios.

Any integrand that satisfies these properties necessarily is dual conformal invariant.

In the context of integrands for MHV amplitudes in planar N = 4 SYM, if we strip off

the MHV tree-level amplitude, i.e. the Parke-Taylor factor PT(123 . . . n) Eq. (2.2.2),

M = PT(123 . . . n)

∫
dI , (2.2.11)

then the integrand dI is dual conformal invariant satisfying both properties above.

There are even stronger constraints: superconformal symmetry requires that all leading

singularities are holomorphic functions [36] of λi’s alone. The only functions that are
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Figure 2.23. Sample on-shell diagrams. The black and white dots respectively represent

MHV and MHV three-point amplitudes. Black lines are on-shell particles.

holomorphic, satisfy property 2 above, and have the correct mass dimension and little-

group weight, are pure numbers. In the normalization conventions adopted here, they

are ±1 or 0. While we do not have a direct formulation of dual conformal symmetry in

the nonplanar sector, we shall find analogous analytic structures in the amplitudes for

all the examples we study. The role of the Parke-Taylor factor will have to be modified

slightly however.

2.2.2 On-shell diagrams

On-shell diagrams provide another novel representation of the integrand [67]. These are

diagrams with black and white vertices connected by lines, as illustrated in Fig. 2.23.

Black vertices represent MHV three-point amplitudes, white vertices MHV three-point

amplitudes, and all lines, both internal and external, represent on-shell particles. There

are two indices associated with any on-shell diagram: the number of external legs n

and the helicity index k. The k-index is defined as

k =
∑

V

kV − P , (2.2.12)

where the sum is over all vertices V , kV is the k-count of the tree-level amplitude in a

given vertex, and P is the number of on-shell internal propagators. Black and white

vertices have kB = 2 and kW = 1, respectively. As an example, the first diagram in

Fig. 2.23 has k = (2 + 2 + 2) + (1 + 1 + 1 + 1)− 8 = 2. This k corresponds to the total

number of external negative helicities.

The values of the diagrams are computed by integrating over the phase space dΩi of

on-shell internal particles the product of tree-level amplitudes Aj for each vertex

dΩ =
∏

i

∫
dΩi

∏

j

Aj . (2.2.13)

An on-shell diagram may be interpreted as a specific generalized unitarity cut of an

amplitude. In this interpretation, the internal lines of an on-shell diagram represent cut
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propagators. The on-shell diagram represents a nonvanishing valid cut of the amplitude

only if the labels n, k of the on-shell diagram coincide with the same labels of the

amplitude.

A very different way to describe and calculate planar on-shell diagrams is as cells

of a positive Grassmannian G+(k, n) [67]. For each diagram we define variables αj
associated with edges or faces of the diagram. Using certain rules [67], we build a

(k × n) matrix C with positive main minors – a cell in the positive Grassmannian.

Then the value of the diagram is given by a logarithmic form in the variables of the

diagram, multiplied by a delta function which connects the C matrix with external

variables (ordinary momenta or momentum twistors),12

dΩ =
dα1

α1

dα2

α2

dα3

α3

. . .
dαm
αm

δ(C · Z) . (2.2.14)

This is known as a “dlog form” since all singularities have the structure dlogαi ≡
dαi/αi. For further details we refer the reader to Ref. [67].

Since the planar integrand can be expressed as a sum of these on-shell diagrams via

recursion relations [67], all its singularities are also logarithmic. That is, if we approach

a singularity of the amplitude for αj → 0 the integrand develops a pole

dI αj=0−−−→ dαj
αj

dĨ where dĨ does not depend on αj. (2.2.15)

This property is not at all obvious in more traditional diagrammatic representations of

scattering amplitudes.

The on-shell diagrams are individually both dual conformal and Yangian invariant and

therefore are good building blocks that make both symmetries manifest. On the other

hand, rewriting the variables αj in terms of momenta results in spurious poles which

only cancel in the sum over all contributions.

While Eq. (2.2.15) holds for all planar N = 4 integrands for all helicities, in general

the variables αj are variables of on-shell diagrams that are nontrivially related to the

loop and external variables through the delta function δ(C · Z). For MHV, NMHV

(next-to-MHV), and N2MHV (next-to-next-to-MHV), this change of variables implies

that the integrand also has logarithmic singularities directly in momentum space. For

higher NmMHV amplitudes with m > 2, the fermionic Grassmann variables enter in

the change of variables so that the integrand is not a dlog form in momentum variables

directly. In this paper, we only deal with the case of MHV amplitudes, so that the dlog

structure is straightforwardly visible in momentum space. As conjectured in Ref. [119],

the same properties hold at the nonplanar level.

12We suppress wedge notation for forms throughout: dxdy ≡ dx ∧ dy.
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Pure integrand diagrams

In the MHV sector, we can check the dlog property for individual momentum-space

planar diagrams with only Feynman propagators. In this check, we consider different

cuts13 of a diagram and probe whether Eq. (2.2.15) is always valid in momentum space.

If so, its integrand form indeed has logarithmic singularities and can in principle be

written as a sum of dlog forms

dIj =
∑

k

bk dlog f
(k)
1 dlog f

(k)
2 . . . dlog f

(k)
4L , (2.2.16)

where f
(k)
m are some functions of external and loop momenta. Constraining these inte-

grands to be dual conformal invariant further enforces that the functions dlog f
(k)
m never

generate a pole if any of the loop momenta approach infinity, `i →∞. In addition, for

appropriately normalized diagrams the coefficients bk are all equal to ±1. A form dIj
with all these properties is called a pure integrand form. A simple example of such a

form is the box integrand in Eq. (2.2.7) which can be expressed explicitly as a single

dlog form [67]. More complicated dlog integrands have been used to write explicit ex-

pressions for one-loop and two-loop planar integrands for all multiplicities [159, 160].

Whenever the amplitude is built from dIj’s that are individually pure integrands, we

will refer to such an expansion as a pure integrand representation of the amplitude, and

to the set of dIj’s as a pure integrand basis.

We can now expand the n-point planar MHV integrand with Parke-Taylor tree ampli-

tudes factored out as a sum of pure integrands,

dI =
∑

j

aj dIj . (2.2.17)

The existence of a diagram basis of pure integrands dIj with only local poles is a

conjecture. There is no guarantee that we can fix the aj coefficients of this ansatz to

match the integrand of the amplitude; it might have been necessary to use non-pure

integrands where unwanted singularities cancel between diagrams. Presently, it seems

that pure integrands are sufficient up to relatively high loop order. The coefficients

must all be aj = ±1, 0 based on the requirements of superconformal and dual conformal

symmetry. Their precise values are determined by calculating leading singularities or

other unitarity cuts.

We note that the representation in Eq. (2.2.17) does not make the full Yangian sym-

metry manifest, as there is a tension between this symmetry and locality. However,

the representation does make manifest both dual conformal symmetry and logarithmic

singularities.

13We use the words “cuts” and “residues” interchangeably throughout this paper.
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2.2.3 Zero conditions from the amplituhedron

With on-shell diagrams, scattering amplitudes are built from abstract mathematical

objects with no reference to spacetime dynamics. This is an important step towards

finding a new description of physics where locality and unitarity are not fundamental,

but rather are derived from geometric properties of amplitudes. The on-shell diagrams

individually have this flavor, but the particular sum that gives the amplitude is dictated

by recursion relations that are based on unitarity properties. A procedure that dictates

which particular sum of on-shell diagrams gives the amplitude without reference to

unitarity would therefore be an improvement on recursion relations. The amplituhedron

exactly has this property [18] as it is a self-consistent geometric definition of the planar

integrand. Here we will not need the details of this object, just some of its basic

properties.

We focus mainly on the fact that the integrand of scattering amplitudes is defined as

a differential form dΩ with logarithmic singularities on the boundaries of the ampli-

tuhedron space. This space is defined as a certain map of the positive Grassmannian

through the matrix of positive (bosonized) external data Z for the tree-level case, and

its generalization to loops. A particular representation of the amplitude in terms of

on-shell diagrams provides a triangulation of this space, but the definition of the am-

plituhedron is independent of any particular triangulation.

The underlying assumptions in this construction are logarithmic singularities, in terms

of which the form dΩ is defined, and dual conformal symmetry, which is manifest in

momentum twistor space and generalizations thereof. All other properties of the inte-

grand, including locality and unitarity, are derived from the amplituhedron geometry.

This gives a complete definition of the integrand in a geometric language; yet, as men-

tioned in Ref. [154], it is desirable to find another formulation which calculates the

integrand as a volume of an object rather than as a differential form with special prop-

erties. In search of this dual amplituhedron it was conjectured in Ref. [154] and checked

in a variety of cases that the integrand I (without the measure) is positive when eval-

uated inside the amplituhedron. This is exactly the property we expect to be true for

a volume function. If we write I as a numerator divided by all local poles,

I =
N∏

(local poles)
, (2.2.18)

then, since N is a polynomial in the loop variables (AB)j (and for non-MHV cases

also in other objects), it must be completely fixed by its zeros (roots). An interesting

conjecture is that the zeros of N have two simple interpretations:

• The zeros correspond to forbidden cuts generated by the denominator; geometri-

cally these are points outside the amplituhedron.
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• The zeros cancel higher poles in the denominator to ensure that all singularities

are logarithmic.

This should be true for all singularities of the integrand, both in external and loop

variables. In the context of MHV amplitudes however, only the loop part is nontrivial.

As an example, we can write the MHV one-loop integrand in the following way,

I =
N(AB,Zi)

〈AB12〉〈AB23〉〈AB34〉 . . . 〈ABn1〉 , (2.2.19)

where N(AB,Zi) is a degree n 4 polynomial in AB with proper little group weights

in Zi. In this case the denominator generates only logarithmic poles on the cuts, and

the numerator N is completely fixed (up to an overall constant) only by requiring that

it vanishes on all forbidden cuts. There are two types of forbidden cut solutions for

MHV amplitudes:

• Unphysical cut solutions: all helicity amplitudes vanish. In the on-shell diagram

representation: no on-shell diagram exists.

• Non-MHV cut solutions: only MHV amplitudes vanish while other helicity ampli-

tudes can be non-zero. In the on-shell diagram representation: the corresponding

on-shell diagram has k 6= 2.

A simple example of the first case is the collinear cut ` = αk1 followed by cutting

another propagator (` − k1 − k2 − k3)2 of the pentagon integral in Eq. (2.2.10). In

momentum twistor geometry this corresponds to 〈AB12〉 = 〈AB23〉 = 〈AB45〉 = 0 (as

well as setting a Jacobian to zero), which localizes ZA = Z2, ZB = (123) ∩ (45). This

is an example of an unphysical cut which vanishes for all amplitudes including MHV,

and the numerator N in Eq. (2.2.19) vanishes for this choice of ZA, ZB.

All forbidden cuts correspond to points outside the amplituhedron and therefore we

can think about N as a codimension one surface outside the amplituhedron. The

amplituhedron and the surface N can only touch on lower dimensional boundaries.

This is completely consistent with the picture of the amplitude being the actual volume

of the dual amplituhedron, making a clear distinction between inside and outside of

the space.

Consider the simple example discussed in Ref. [154] and shown in Fig. 2.24. In this

case the amplituhedron is the area of the pentagon. The numerator N is given by

the conic that passes through five given points cyclically labeled by the Xi,i+2. These

points correspond to “unphysical” singularities of the form dΩ. Knowing the positions

of the Xi,i+2 fully fixes the numerator N , as there is a unique conic passing through five
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Figure 2.24. A simple amplituhedron example [154]. The area of the pentagon formed by

the black solid line is the amplituhedron. The points Xi,i+2 define zeros of a numerator, so

the conic given by the outer (blue) solid lines connecting the points represents the numerator.

points. Knowing N fixes the integrand I, per Eq. (2.2.18). Note that all five Xi,i+2 are

outside the amplituhedron (in this case the pentagon). The existence of a zero surface

outside the amplituhedron in this example directly leads to a geometric construction

of the integrand. The same happens for more complicated amplituhedra, which may

lack such an intuitive visualization.

Now let us go several steps back and consider the standard expansion for the inte-

grand, Eq. (2.2.17), in momentum space as the starting point, and think about the

zero conditions as coming from physics (unphysical cuts) rather than geometry (for-

bidden boundaries). We can reformulate the conjecture about fixing N in Eq. (2.2.18)

in terms of unknown coefficients aj in the expansion in Eq. (2.2.17):

∣∣∣All coefficients aj are fixed by zero conditions, up to an overall normalization.

By zero conditions we mean both unphysical and non-MHV cuts (as defined above) for

which the integrand vanishes, 0 = dI|cuts. The overall normalization just means the

overall scale of the amplitude is one undetermined coefficient of the aj, which may be

fixed by one non-zero condition.

Assuming the integrand may be expanded as in Eq. (2.2.17) automatically assumes the

presence of only logarithmic singularities as well as the cancellation of some unphysical

cuts, viz. those which do not correspond to planar diagrams. On one hand, we can

think about this conjecture as a reduced version of the one stated in Ref. [154] where

both logarithmic singularities and diagram-like cuts were nontrivial conditions on the

numerator N of the planar integrand Eq. (2.2.18). On the other hand, a (dual) ampli-
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Figure 2.25. The planar two-loop four-point amplitude can be represented in terms of

double-box diagrams.

tuhedron exactly implies our conjecture about zero conditions given the diagrammatic

expansion of the integrand in Eq. (2.2.17). And most importantly, our new conjecture

is now formulated in a language which allows us to carry it over to the nonplanar sector

later in the paper.

A first simple example that illustrates our zero conditions conjecture is the planar

two-loop four-point amplitude [120], which can be represented using the diagrammatic

expansion in Fig. 2.25. The diagrams represent the denominators of individual inte-

grands and their unit leading singularity normalizations are n1 = s2t, n2 = st2. The

overall planar Parke-Taylor factor PT(1234) is suppressed. We can consider a sim-

ple non-MHV cut on which the amplitude should vanish and relate the coefficients as

a1 = a2, which is indeed correct. We will elaborate on this example in section 2.4 in

the context of nonplanar amplitudes where more diagrams contribute.

2.3 Nonplanar amplitudes

As already noted, there is an essential difference between the planar and nonplanar sec-

tors. In the nonplanar case, it is not known how to construct a unique integrand prior

to integration. This is a direct consequence of the lack of global variables. Without

those, the choice of variables in one nonplanar diagram relative to the choice in an-

other diagram is arbitrary. This is a nontrivial obstruction to carrying over the planar

amplituhedron construction directly to the full amplitude.

Here we circumvent this problem and follow the same strategy as in Refs. [1, 119],

which is to consider diagrams as individual objects and to impose all desired properties

diagram-by-diagram. These elements then form a basis for the complete amplitude and

give us a representation in terms of a linear combination of said objects. Each integral

is furthermore dressed by color factors cj and with some kinematical coefficients dj that

need to be determined,

M =
∑

j

djcj

∫
dIj . (2.3.1)
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Figure 2.26. Example of a nonplanar on-shell diagram.

The individual pieces dIj interpreted as integrand forms are not really well defined

because of the arbitrariness in their choice of variables, and they become well-defined

only when integrated over loop momenta. However, we can still impose nontrivial

requirements on the singularity structure of individual diagrams as was done in Refs. [1,

119]. This is because unitarity cuts of the amplitude impose constraints in terms of a

well defined set of cut momenta, just as they do in the planar sector. This implies that

the integrand forms dIj are interesting in their own right and that we can systematically

study their properties with the tools at hand. In particular, we will see concrete

examples where MHV integrands may be expanded in a pure integrand basis.

2.3.1 Nonplanar conjectures

In the context of N = 4 SYM it is natural to propose the following properties of the

“integrand” even in nonplanar cases:

(i) The integrand has only logarithmic singularities.

(ii) The integrand has no poles at infinity.

(iii) The leading singularities of the integrand all take on special values.

The presence of only logarithmic singularities (i) would be an indication of the “volume”

interpretation of nonplanar amplitudes. We will give more detailed evidence for such an

interpretation in the next section. Demonstrating properties (ii) and (iii) would provide

nontrivial evidence for the existence of an analog of dual conformal symmetry for full

N = 4 SYM amplitudes, including the nonplanar sector. Since we lack nonplanar

momentum twistor variables we cannot formulate an analogous symmetry directly, yet

the basic constraints of properties (ii) and (iii) on nonplanar amplitudes would be

identical to the constraints of dual conformal symmetry on planar amplitudes.

The first property (i) can be directly linked to the properties of on-shell diagrams,

which are well-defined beyond the planar sector [79, 112]. Nonplanar on-shell diagrams,
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one of which is illustrated in Fig. 2.26, are calculated following the same rules as

in the planar case [67]. In particular, they are given by the same logarithmic form

Eq. (2.2.14), where the C-matrix is now some cell in the (not necessarily positive)

Grassmannian G(k, n). However, the singularities are again logarithmic and for MHV,

NMHV, and N2MHV amplitudes; this property holds directly in momentum space

like in the planar case. At present it is not known whether this is a property of the

full amplitude, including nonplanar contributions. Unlike the planar case, we do not

currently have an on-shell diagram representation of the amplitude since it is not known

how to unambiguously implement recursion relations. If such a construction exists

then the amplitude would share the properties of the on-shell diagrams, including their

singularity structure. Therefore it is very natural to conjecture that the full amplitude

indeed has only logarithmic singularities [119].

Because there is no global definition for the integrand, it is reasonable to assume that

there exist dIj as in Eq. (2.3.1) such that each dIj has only logarithmic singularities [1].

That is, we assume that there exists a dlog representation Eq. (2.2.16) for each diagram,

dIj =
∑

k

bk dlogf
(k)
1 dlogf

(k)
2 . . . dlogf

(k)
4L , (2.3.2)

where f
(k)
i are some functions of external and loop momenta and the coefficients bk are

numerical coefficients independent of external kinematics.

In the planar sector, the other two properties (ii) and (iii) are closely related to dual

conformal symmetry. As discussed in Sect. 2.2.1, the exact constraints of dual conformal

symmetry on MHV amplitudes are that the amplitudes have unit leading singularities

(when combined with ordinary superconformal symmetry and stripped off Parke-Taylor

factor) and no poles at infinity. Property (ii) can be directly carried over to any

nonplanar integrand, in particular it would imply that the dlog forms in Eq. (2.3.2)

never generate a pole as `→∞. As for property (iii), the value of leading singularities

cannot be directly translated to the nonplanar case, since there is no single overall

Parke-Taylor factor to strip off. Superconformal invariance only allows us to write

leading singularities as any holomorphic function Fn(λ), but as proven in Ref. [112],

the only allowed functions are

Fn =
∑

σ

aσPTσ , (2.3.3)

where aσ = (±1, 0) and PT stands for a Parke-Taylor factor with a given ordering,

PTσ ≡ PT(σ1σ2σ3 . . . σn) =
δ8(Q)

〈σ1σ2〉〈σ2σ3〉 . . . 〈σnσ1〉
. (2.3.4)
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The sum over σ runs over the Parke-Taylor amplitudes independent under the Kleiss-

Kuijf relations [161]. There are additional relations between the amplitudes, but those

introduce ratios of kinematic invariants [113] — which introduce spurious poles in

external kinematics since they involve λ̃ — and so we will not make use of them here.

As an example, consider the on-shell diagram from Fig. 2.26 above, which is equal to

the sum of seven Parke-Taylor factors (see Eq. (3.11) of Ref. [112]),

F6 = PT(123456) + PT(124563) + PT(142563) + PT(145623)

+ PT(146235) + PT(146253) + PT(162345) . (2.3.5)

This is a nontrivial property since there exist many holomorphic functions Fn(λ) for

n ≥ 6 which are not of the form of Eq. (2.3.3).

Analogously to how it works in the planar sector, we can define a pure integrand to

take the form Eq. (2.2.16), so that the integrand has unit logarithmic singularities with

no poles at infinity. Putting together the results from Refs. [1, 112, 119], our conjecture

is that all MHV amplitudes in N = 4 SYM theory can be written as

M =
∑

k,σ,j

aσ,k,j ck PTσ

∫
dIj , (2.3.6)

where aσ,k,j are numerical rational coefficients and dIj are pure integrands with leading

singularities (±1, 0). The PTσ are as in Eq. (2.3.4), and ck are color factors. For

contributions with the maximum number of propagators, the unique color factors can

be read off directly from the corresponding diagrams, but contact term contributions

may have multiple contributing color factors. The aσ,k,j coefficients are such that, up to

sums of Parke-Taylor factors, the leading singularities of the amplitude are normalized

to be (±1, 0), reflecting a known property of the amplitude.

Uniqueness and total derivatives

There is an important question about the uniqueness of our result. The standard

wisdom is that the final amplitudeM is a unique object while the planar integrand dI
is ambiguous, as we can add any total derivative dItot,

∫
dItot = 0 , (2.3.7)

that leaves M invariant. Note that this is not true in our way of constructing the

integrand, which relies on matching the cuts of the amplitude. This was sharply stated

in Ref. [40]: there is only one function which satisfies all constraints (logarithmic sin-

gularities, dual conformal symmetry) and cut conditions. Any total derivative dItot
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Figure 2.27. The integrals appearing in the two-loop four-point amplitude of N = 4 SYM

theory.

would violate one or the other. In other words, if we demand dual conformal invariance

and logarithmic singularities then any integrand would necessarily contribute to some

of the cuts; the integrand therefore cannot be left undetected by all cuts. It does not

matter if it integrates to zero or not, its coefficient is completely fixed by cut conditions.

The same is true in the case of nonplanar amplitudes in general. In practice, our bases

of pure integrands for all examples in the following subsections are complete. The pure

integrand representation does not distinguish between forms that do integrate to zero

and those that do not. Therefore, once the cuts are matched, the pure integrand basis

does not miss any total derivatives that satisfy our constraints, and thus we cannot

add any terms like
∫
dItot to our amplitude. In fact, some linear combination of the

basis elements dIj in Eq. (2.3.6) might be total derivatives, but the linear combination

must contribute to the amplitude prior to integration with fixed coefficients to match

all cuts. There is no freedom to change this coefficient to some other value. As a result,

like in the planar sector, the nonplanar result is unique once we impose all constraints.

In the remainder of this section, we explicitly demonstrate that the two-loop four-point,

three-loop four-point, and two-loop five-point amplitudes may be written in this pure

integrand expansion. In Sect. 2.4, we furthermore demonstrate that the coefficients

aσ,k,j are all determined from homogeneous information.

2.3.2 Two-loop four-point amplitude

The simplest multi-loop example is the two-loop four-point amplitude, which was first

obtained in Refs. [120, 127]. In Ref. [119] these results were reorganized in terms of

individual integrals with only logarithmic singularities and no poles at infinity. There

are two topologies: planar and nonplanar double boxes, as illustrated in Fig. 2.27. The

numerators for the planar and nonplanar double box integrals with these properties are

Ñ (p) = s , Ñ (np) = (`5 − k3)2 + (`5 − k4)2 , (2.3.8)
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up to overall factors independent of loop momentum, `i. The labels on the momenta

in Eq. (2.3.8) correspond to the leg labels in Fig. 2.27. The integrand dI(np) with this

numerator has logarithmic singularities and no poles at infinity, but it is not a pure

integrand. That is, the leading singularities are not all ±1 but also contain ratios of the

form, ±u/t. The kinematic invariants s = (k1 + k2)2, t = (k2 + k3)2 and u = (k1 + k3)2

are the usual Mandelstam invariants.

Here we want to decompose the Ñ numerators so that the resulting integrands dIj
are pure, and express the amplitude in terms of the resulting pure integrand basis. In

practice, we do this by retaining (with respect to Ref. [119]) the permutation invariant

function K = stPT(1234) = suPT(1243), and by requiring each basis integrand to have

correct mass dimension — six in this case — and unit leading singularities ±1. This

gives us three basis elements:

N (p) = s2t , N
(np)
1 = su(`5 − k3)2 , N

(np)
2 = st(`5 − k4)2 . (2.3.9)

The two nonplanar basis integrals are related by the symmetry of the diagram, but to

maintain unit leading singularities we keep the terms distinct. The corresponding pure

integrand forms dI(p), dI(np)
1 , dI(np)

2 are obtained by including the integration measure

and the appropriate propagators that can be read off from Fig. 2.27

We note that for the planar double box, an explicit dlog form is known [119],

dI(p) = dlog
`2

5

(`5 − `∗5)2
dlog

(`5 + k2)2

(`5 − `∗5)2
dlog

(`5 + k1 + k2)2

(`5 − `∗5)2
dlog

(`5 − k3)2

(`5 − `∗5)2

× dlog
(`5 − `6)2

(`6 − `∗6)2
dlog

`2
6

(`6 − `∗6)2
dlog

(`6 − k3)2

(`6 − `∗6)2
dlog

(`6 − k3 − k4)2

(`6 − `∗6)2
, (2.3.10)

where

`∗5 = −〈12〉
〈13〉λ3λ̃2 , `∗6 = k3 +

(`5 − k3)2

〈4|`5|3]
λ4λ̃3 , (2.3.11)

denote one of the solutions to the on-shell conditions. Ref. [119] gave the dlog form

for the nonplanar double box with numerators as in Eq. (2.3.9) as a sum of four dlog

forms with prefactors (leading to different Parke-Taylor factors). This representation

has the advantage that it naturally separates parity even and odd pieces. In Ref. [1]

this was rewritten in a way that manifestly splits into unit leading singularity pieces,

so that there are single dlog forms corresponding to each of the nonplanar numerators

N
(np)
1 and N

(np)
2 . As usual, we suppress the wedge notation and write,

dI(np)
1 = dΩ1 dΩ2,(1), dI(np)

2 = dΩ1 dΩ2,(2) . (2.3.12)

More explicitly, these forms are

dΩ
(1)
1 = dlog

`2
6

(`6 − `∗6)2
dlog

(`6 − k3)2

(`6 − `∗6)2
dlog

(`6 − `5)2

(`6 − `∗6)2
dlog

(`6 − `5 + k4)2

(`6 − `∗6)2
,



97

dΩ2,(1) = dlog
`2

5

〈4|`5|3]
dlog

(`5 + k2)2

〈4|`5|3]
dlog

(`5 + k1 + k2)2

〈3|`5|4]
dlog

(`5 − `∗5,1)2

〈3|`5|4]
,

dΩ2,(2) = dlog
`2

5

〈3|`5|4]
dlog

(`5 + k2)2

〈3|`5|4]
dlog

(`5 + k1 + k2)2

〈4|`5|3]
dlog

(`5 − `∗5,2)2

〈4|`5|3]
. (2.3.13)

where the cut solutions read

`∗6 = −λ3 `5 · λ4

〈34〉 , `∗5,1 = −〈34〉
〈31〉λ1λ̃4−k1−k2 , `∗5,2 = −〈43〉

〈41〉λ1λ̃3−k1−k2 . (2.3.14)

Using these basis integrals, the full two-loop four-point amplitude can be written as a

linear combination dressed with the appropriate color and Parke-Taylor factors,

M2-loop
4 =

1

4

∑

S4

[
c

(p)
1234 a

(p)PT(1234)

∫
dI(p) (2.3.15)

+c
(np)
1234

(
a

(np)
1 PT(1243)

∫
dI(np)

1 + a
(np)
2 PT(1234)

∫
dI(np)

2

)]
,

where we sum over all 24 permutations of the external legs S4. The overall 1/4 di-

vides out the symmetry factor for each diagram to remove the overcount from the

permutation sum. The planar and nonplanar double-box color factors are

c
(p)
1234 = f̃a1a7a9 f̃a2a5a7 f̃a5a6a8 f̃a9a8a10 f̃a3a11a6 f̃a4a10a11 ,

c
(np)
1234 = f̃a1a7a8 f̃a2a5a7 f̃a5a11a6 f̃a8a9a10 f̃a3a6a9 f̃a4a10a11 , (2.3.16)

where the f̃abc = i
√

2fabc are appropriately normalized color structure constants.

Matching the amplitude on unitarity cuts determines the coefficients to be

a(p) = 1 , a
(np)
1 = −1 , a

(np)
2 = −1 , (2.3.17)

so that the amplitude in Eq. (2.3.15) is equivalent to the one presented in Ref. [119].

The trivial difference is that there the two pieces dI(np)
1 and dI(np)

2 are combined into

one numerator.

2.3.3 Three-loop four-point amplitude

Now consider the three-loop four-point amplitude. This amplitude has been discussed

already in various papers [1, 114, 122, 129]. Here we will express the amplitude in a pure

integrand basis. In order to find such a basis we follow the strategy of Ref. [1], wherein

integrands with only logarithmic singularities were identified. We proceed in the same

way, but at the end impose the additional requirement that the leading singularities

be ±1 or 0. The construction of diagram numerators which lead to pure integrands is
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very similar to the previous representation of Ref. [1], so we will only summarize the

construction here.

The construction starts from a general N = 4 SYM power counting of loop momenta.

For a given loop variable we require the overall scaling of a given integrand to behave

like a box in that variable. For example, if there is a pentagon subdiagram for loop

variable `, we allow a nontrivial numerator in `, N ∼ ρ1`
2 + ρ2(` · Q) + ρ3, where Q

is some complex momentum (not necessarily massless). Similarly, if there is a hexagon

subdiagram in loop variable `, we allow N ∼ ρ1(`2)2+ρ2(`2)(`·Q)+ρ3(`·Q1)(`·Q2)+. . . ,

and so on. Our conventions require that the overall mass dimension of dIj is zero14

which fixes the mass dimension of the ρj.

In Ref. [1], we then directly constructed the amplitude by constraining the ansatz

numerators to obey the symmetry of the diagrams and to vanish on poles at infinity

and double (or multiple) poles. We now take a slightly different approach and instead

of constructing the amplitude directly, focus on constructing the pure integrand basis.

Basis of unit leading singularity numerators

The next step in constructing the pure integrand basis is to require that the elements

have unit leading singularities. We write each basis element as an ansatz that has the

same power counting as the diagram numerators. We then constrain the elements so

that any leading singularity — codimension 4L residue — is either ±1 or 0.

The resulting basis elements differ slightly from those of Ref. [1]. Terms that were

originally grouped so that the numerator obeyed diagram symmetry are now split to

make the unit leading singularity property manifest. This is exactly the same reason

we rewrote Eq. (2.3.8) as Eq. (2.3.9) in the two-loop four-point example. Additionally,

the basis elements are scaled by products st, su, or tu to account for differing normal-

izations. The results of our construction of basis numerators yielding pure integrands

are summarized in Table 2.4.

In Table 2.4 we use the relabeling convention N
∣∣
i↔j: “redraw the graph associated with

numerator N with the indicated exchanges of external momenta i, j and also relabel

loop momenta accordingly.” As a simple example look at N
(i)
1

∣∣∣
1↔3

,

N
(i)
1 = tu(`6 + k4)2(`5 − k1 − k2)2 , N

(i)
2 = N

(i)
1

∣∣
1↔3

. (2.3.18)

Under this relabeling, the Mandelstam variables s and t transform into one another

s = (k1 +k2)2 ↔ (k3 +k2)2 = t and u stays invariant. As usual we take the labels of the

14This mass dimension is different than in Ref. [1], where we factored out the totally crossing

symmetric K = stPT(1234) = suPT(1243) = tuPT(1324).
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Diagram Numerators

(a)
1

2 3

4

5 6 7

N
(a)
1 = s3t ,

∣∣∣∣∣

(b)
1

2 3

4

5 6 7

N
(b)
1 = s2u(`6 − k3)2 , N

(b)
2 = N

(b)
1

∣∣
3↔4

,

(c)
1

2 3

4

5 6 7

N
(c)
1 = s2u(`5 − `7)2 , N

(c)
2 = N

(c)
1

∣∣
1↔2

,

(d)
1

2 3

4

5 6 7 N
(d)
1 = su

[
(`6 − k1)2(`6 + k3)2 − `26(`6 − k1 − k2)2

]
,

N
(d)
2 = N

(d)
1

∣∣
3↔4

, N
(d)
3 = N

(d)
1

∣∣
1↔2

, N
(d)
4 = N

(d)
1

∣∣
1↔2
3↔4

,

(e)
1

2 3

45 6

7
−

5

N
(e)
1 = s2t(`5 + k4)2 ,

(f)
1

2 3

45

6

7

N
(f)
1 = st(`5 + k4)2(`5 + k3)2 , N

(f)
2 = su(`5 + k4)2(`5 + k4)2 ,

(g)
1

2 3

45 6

7
−

5

N
(g)
1 = s2t(`5 + `6 + k3)2 ,

N
(g)
2 = st(`5 + k3)2(`6 + k1 + k2)2 , N

(g)
3 = N

(g)
2

∣∣
3↔4

,

(h)
1

2 3

4

5

6

7

N
(h)
1 = st

[
(`6 + `7)2(`5 + k2 + k3)2 − `25(`6 + `7 − k1 − k2)2

−(`5 + `6)2(`7 + k2 + k3)2 − (`5 + `6 + k2 + k3)2`27

−(`6 + k1 + k4)2(`5 − `7)2 − (`5 − `7 + k2 + k3)2`26

]
,

N
(h)
2 = tu

[
[(`5 − k1)2 + (`5 − k4)2][(`6 + `7 − k1)2 + (`6 + `7 − k2)2]

−4 `25(`6 + `7 − k1 − k2)2

−(`7 + k4)2(`5 + `6 − k1)2 − (`7 + k3)2(`5 + `6 − k2)2

−(`6 + k4)2(`5 − `7 + k1)2 − (`6 + k3)2(`5 − `7 + k2)2
]
,

N
(h)
3 = N

(h)
1

∣∣
2↔4

, N
(h)
4 = N

(h)
2

∣∣
2↔4

,

(i)
1

2 3

45

6

7

N
(i)
1 = tu(`6 + k4)2(`5 − k1 − k2)2 , N

(i)
2 = N

(i)
1

∣∣
1↔3

N
(i)
3 = st

[
(`6 + k4)2(`5 − k1 − k3)2 − `25(`6 − k2)2

]
, N

(i)
4 = N

(i)
3

∣∣
1↔3

(j)
1

2

3

45

6

7

N
(j)
1 = stu .

(k)
1

2

3

4

5

6

7 −
5 N

(k)
1 = su ,

Table 2.4. The basis of numerators for pure integrands for the three-loop four-point ampli-

tude. The notation N
∣∣
i↔j is defined in the text.
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momenta to follow the labels of the corresponding diagrams. Here it is the labels of dia-

gram (i) in Table 2.4. Besides changing the external labels, we are instructed to relabel

the loop momenta as well. In the chosen example, this corresponds to interchanging

`5 ↔ `6, so that

N
(i)
2 = N

(i)
1

∣∣
1↔3

= su(`5 + k4)2(`6 − k3 − k2)2 . (2.3.19)

Matching the amplitude

The three-loop four-point amplitude is assembled from the basis numerators as

M3-loop
4 =

∑

S4

∑

x

1

Sx

∫
d4`5d

4`6d
4`7

N (x)

∏
αx
p2
αx

, (2.3.20)

analogously to Eq. (2.3.15). Now the sum over x runs over all diagrams in the basis

listed in Table 2.4, the sum over S4 is a sum over all 24 permutations of the external

legs, and Sx is the symmetry factor of diagram x determined by counting the number of

automorphisms of diagram x. The product over αx indicates the product of Feynman

propagators p2
αx of diagram x, as read from the graphs in Table 2.4. The Parke-Taylor

factors, color factors, and coefficients are absorbed in N (x), which we list in Table 2.5.

For four external particles, there are only two independent Parke-Taylor factors. We

abbreviate these as

PT1 = PT(1234) , PT2 = PT(1243) . (2.3.21)

The third possible factor, PT(1423), is related to the other two by a U(1) decoupling

identity or dual Ward identity [162]

PT(1423) = −PT(1234)− PT(1243) , (2.3.22)

and is therefore linearly dependent on PT1 and PT2.

When checking cuts of the amplitude, certain cuts may combine contributions from

different terms in the permutation sum of Eq. (2.3.20), resulting in a cut expression

that involves diagrams that are relabellings of those in Table 2.4. In that case, the

procedure is to relabel the numerators, propagators, Parke-Taylor factors, and color

factors given in the tables into the cut labels. The resulting Parke-Taylor factors may

not be in the original basis of Parke-Taylor factors; however every Parke-Taylor in the

relabeled expression can be expanded in the original Parke-Taylor basis.

The diagrams with 10 propagators contain only three-point vertices and therefore have

unique color factors included in N (x). For the two diagrams with less than 10 propaga-

tors, we include in our ansatz for N all independent color factors from all 10-propagator
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diagrams that are related to the lower-propagator diagrams by collapsing internal legs.

For example, three 10-propagator diagrams are related to diagram (j) in this way, with

color factors c
(i)
1234, c

(i)
1243 and c

(i)
3241, where

c
(i)
1234 = f̃a1a8a5 f̃a6a2a9 f̃a3a11a10 f̃a12a4a13 f̃a9a10a8 f̃a11a12a14 f̃a13a5a7 f̃a14a7a6 , (2.3.23)

is the standard color factor in terms of appropriately normalized structure constants,

and the others c’s are relabellings of 1234 of this color factor. The Jacobi relation

between the three color factors allows us to eliminate, say c
(i)
1243. This is exactly what

we do for diagram (j). In diagram (k), there are nine contributing parent diagrams.

Typically there are four independent color factors in the solution to the set of six Jacobi

relations, but in this case two of the color factors that contribute happen to be identical

up to a sign, and thus there are only three independent color factors.

In Ref. [1], the final representation of the amplitude contained arbitrary free parame-

ters associated with the color Jacobi identity that allowed contact terms to be moved

between parent diagrams without altering the amplitude. Here we removed this free-

dom by assigning the contact terms to their own diagrams and keeping only a basis of

independent color factors for each.

One advantage of the Parke-Taylor expansion of the amplitude is that we can compactly

express the solution to the cut equations in the set of matrices listed on the right hand

side of Table 2.5. For example, N (i) can be read off from the table as

N (i) = c
(i)
1234(−1)

(
N

(i)
1 (PT1 + PT2) +N

(i)
2 PT2 −N (i)

3 PT1 +N
(i)
4 PT1

)
. (2.3.24)

This expression supplies the Parke-Taylor and color dependence required for Eq. (2.3.20),

in agreement with the general form of Eq. (2.3.6).

2.3.4 Two-loop five-point amplitude

The integrand for the two-loop five-point amplitude was first obtained in Ref. [155] in

a format that makes the duality between color and kinematics manifest. Here we find

a pure integrand representation. An additional feature of our representation is that it

is manifestly free of spurious poles in external kinematics.

Basis of unit leading-singularity numerators

Following the three-loop four-point case, our first step is to construct a pure integrand

basis. Constructing this basis is similar to constructing the three-loop four-point am-

plitude in Ref. [1] and summarized in Sec. 2.3.3. Although deriving the numerators for

the two-loop five-point case is in principle straightforward, it does require a nontrivial

amount of algebra, which we suppress. We again split the basis elements according
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Color Dressed Numerators PT Matrices

N (a) = c
(a)
1234

∑

1≤σ≤2

N
(a)
1 a

(a)
1σ PTσ , a

(a)
1σ =

(
1 0
)
,

N (b) = c
(b)
1234

∑

1≤ν≤2
1≤σ≤2

N
(b)
ν a

(b)
νσ PTσ , a

(b)
νσ = (−1)

(
0 1

1 0

)
,

N (c) = c
(c)
1234

∑

1≤ν≤2
1≤σ≤2

N
(c)
ν a

(c)
νσPTσ , a

(c)
νσ = (−1)

(
0 1

1 0

)
,

N (d) = c
(d)
1234

∑

1≤ν≤4
1≤σ≤2

N
(d)
ν a

(d)
νσ PTσ , a

(d)
νσ =

(
0 1 1 0

1 0 0 1

)T
,

N (e) = c
(e)
1234

∑

1≤σ≤2

N
(e)
1 a

(e)
1σPTσ , a

(e)
1σ =

(
1 0
)
,

N (f) = c
(f)
1234

∑

1≤ν≤2
1≤σ≤2

N
(f)
ν a

(f)
νσPTσ , a

(f)
νσ = (−1)

(
1 0

0 1

)
,

N (g) = c
(g)
1234

∑

1≤ν≤3
1≤σ≤2

N
(g)
ν a

(g)
νσPTσ , a

(g)
νσ =

(
−1 1 0

0 0 1

)T
,

N (h) = c
(h)
1234

∑

1≤ν≤4
1≤σ≤2

N
(h)
ν a

(h)
νσ PTσ , a

(h)
νσ =

1

2

(
1 1 1 0

0 1 0 −1

)T
,

N (i) = c
(i)
1234

∑

1≤ν≤4
1≤σ≤2

N
(i)
ν a

(i)
νσPTσ , a

(i)
νσ = (−1)

(
1 0 −1 1

1 1 0 0

)T
,

N (j) = c
(i)
1234

∑

1≤σ≤2

N
(j)
1 a

(j)
1σ,(1234)PTσ a

(j)
1σ,(1234) =

(
1 1
)
,

+ c
(i)
3241

∑

1≤σ≤2

N
(j)
1 a

(j)
1σ,(3241)PTσ , a

(j)
1σ,(3241) =

(
−1 0

)
,

N (k) = c
(g)
1234

∑

1≤σ≤2

N
(k)
1 a

(k)
1σ,(1234)PTσ a

(k)
1σ,(1234) =

(
−2 0

)
,

+ c
(g)
4312

∑

1≤σ≤2

N
(k)
1 a

(k)
1σ,(4312)PTσ a

(k)
1σ,(4312) = 0 ,

+ c
(f)
2431

∑

1≤σ≤2

N
(k)
1 a

(k)
1σ,(2431)PTσ . a

(k)
1σ,(2431) = 0 .

Table 2.5. The three-loop four-point numerators that contribute to the amplitude. TheN
(x)
ν

are listed in Table 2.4. The four-point Parke-Taylor factors PTσ are listed in Eq. (2.3.21). The

numerators including color factors are denoted as N (x). The symbol ‘T ’ denotes a transpose.
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Diagram Numerators

(a)
6 71

2

3

4

5

N
(a)
1 = 〈13〉〈24〉

[
[24][13]

(
`7 + [45]

[24]λ5λ̃2

)2 (
`6 − Q12·λ̃3 λ̃1

[13]

)2

−[14][23]
(
`7 + [45]

[14]λ5λ̃1

)2(
`6 − Q12·λ̃3 λ̃2

[23]

)2]
,

N
(a)
2 = N

(a)
1

∣∣
1↔2
4↔5

, N
(a)
3 = N

(a)
1

∣∣
2↔4
1↔5

, N
(a)
4 = N

(a)
1

∣∣
1↔4
2↔5

,

N
(a)
5 = N

(a)
1 , N

(a)
6 = N

(a)
2 , N

(a)
7 = N

(a)
3 , N

(a)
8 = N

(a)
4 ,

(b)
6 7

1

2

3
4

5

N
(b)
1 = 〈15〉[45]〈43〉s45[13]

(
`6 + Q45·λ̃3 λ̃1

[13]

)2
,

N
(b)
2 = N

(b)
1 ,

(c)
6

7

1

2

3

4 5
N

(c)
1 = [13]

(
`6 + Q45·λ̃3 λ̃1

[13]

)2
〈15〉[54]〈43〉(`6 + k4)2 ,

N
(c)
2 = N

(c)
1

∣∣
4↔5

, N
(c)
3 = N

(c)
1 , N

(c)
4 = N

(c)
2 ,

(d)
6

7

1

2
3

4

5

N
(d)
1 = s34(s34 + s35)

(
`7 − k5 + 〈35〉

〈34〉λ4λ̃5

)2
,

N
(d)
2 = N

(d)
1

∣∣
4↔5

, N
(d)
3 = N

(d)
1 , N

(d)
4 = N

(d)
2 ,

(e)
6 71

2
3 4

5

N
(e)
1 = s1

15s
2
45 ,

(f)
6

7

1

2

3

4 5 N
(f)
1 = s14s45(`6 + k5)2 , N

(f)
2 = N

(f)
1

∣∣
4↔5

,

(g)
6 71

2

3

4

5

N
(g)
1 = s12s45s24 ,

(h)
6

7

1

2

3 5

4

N
(h)
1 = 〈15〉[35]〈23〉[12]

(
`6 − 〈12〉

〈32〉λ3λ̃1

)2
, N

(h)
2 = N

(h)
1

∣∣
3↔5

,

N
(h)
3 = s12〈13〉[15]〈5|`6|3] , N

(h)
4 = s12[13]〈15〉〈3|`6|5],

N
(h)
5 = N

(h)
1 , N

(h)
6 = N

(h)
2 ,

(i)
6− 1 7

2

4

3

1

5 N
(i)
1 = 〈2|4|3]〈3|5|2]− 〈3|4|2]〈2|5|3] .

Table 2.6. The parent diagram numerators that give pure integrands for the two-loop five-

point amplitude. Each basis diagram is consistent with requiring logarithmic singularities

and no poles at infinity. The overline notation means [·]↔ 〈·〉 and Qij · λ̃k = [ik]λi + [jk]λj .

As usual, the momentum labels match the diagram labels.
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Diagram Numerators

(j)
6 7

1
2

3

4

5 N
(j)
1 = s12s35 = (N

(h)
2 −N (h)

1 )/(`6 − k1)2 ,

Table 2.7. A diagram and numerator that gives a pure integrand. However, as indicated

in the table and explained in the text, it is not an independent basis element. As usual, the

momentum labels match the diagram labels.

to diagram topologies and distinguish between parent diagrams and contact diagrams.

The numerators of each pure integrand are given in Table 2.6.

Table 2.7 contains an additional pure integrand. However we do not include it in

our basis because it is linearly dependent on two other basis elements: N
(h)
1 − N (h)

2 +

N
(j)
1 (`6 − k1)2 = 0. In our result, we choose N

(h)
1 and N

(h)
2 as our linearly independent

pure integrands, and only mention N
(j)
1 because it might be an interesting object in

future studies.

In contrast to the three-loop four-point basis, in the two-loop five-point case it is useful

to allow spinor helicity variables associated with external momenta. Specifically, several

of the expressions in Table 2.6 have the structure (`+αλiλ̃j)
2, where α is such that both

mass dimension and little group weights are consistent. For example, the penta-box

numerator

N
(b)
1 ∼

(
`6 +

Q45 · λ̃3 λ̃1

[13]

)2

= (`6 − `∗6)2 , (2.3.25)

is a “chiral” numerator that manifestly vanishes on the MHV solution `6 = `∗6 [146].

As a shorthand notation, we use Qij = ki + kj and Qij · λ̃k = [ik]λi + [jk]λj.

Matching the amplitude

Following the construction of the pure integrand basis in Sect. 2.3.4 we are ready to

build up the amplitude. In complete analogy to Eq. (2.3.20), the two-loop five-point

amplitude is assembled from the basis numerators as,

M2-loop
5 =

∑

S5

∑

x

1

Sx

∫
d4`6d

4`7
N (x)

∏
αx
p2
αx

, (2.3.26)

where the sum over x runs over all diagrams in the basis listed in Table 2.6, the sum

over S5 is a sum over all 120 permutations of the external legs, and Sx is the symmetry
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factor of diagram x. The product over αx indicates the product of Feynman propagators

p2
αx of diagram x, as read from the graphs in Table 2.6.

We refer the reader to the discussion in Sect. 2.3.3 for explicit examples on how to read

Table 2.8. We choose the following set of independent five-point Parke-Taylor basis

elements:

PT1 = PT(12345) , PT2 = PT(12354) , PT3 = PT(12453) ,

PT4 = PT(12534) , PT5 = PT(13425) , PT6 = PT(15423) .
(2.3.27)

The basis elements N
(x)

in Table 2.8 do not contribute to the MHV amplitude so those

data are omitted from the a
(x)
νσ .

2.4 Zeros of the integrand

In the previous section we gave explicit examples of the expansion of the amplitude,

Eq. (2.3.1), in terms of a basis of pure integrands, giving new nontrivial evidence that

the analytic consequences of dual conformal symmetry hold beyond the planar sector.

In this section we take a further step and present evidence that the amplituhedron

concept, which is a complete and self-contained geometric definition of the integrand,

may exist beyond the planar sector as well.

As already mentioned in previous sections, beyond the planar limit we currently have

no alternative other than to use diagrams representing local integrals, Eq. (2.3.1), as

a starting point for defining nonplanar integrands. The lack of global variables makes

it unclear how to directly test for a geometric construction analogous to the ampli-

tuhedron in the nonplanar sector. However, as discussed in Sect. 2.2, in the planar

sector the (dual) amplituhedron construction implies that all coefficients in the expan-

sion in Eq. (2.2.17) are determined by zero conditions, up to an overall normalization.

We expect that if an analogous geometric construction exists in the nonplanar sector,

then zero conditions should also determine the amplitude. This can be tested directly.

Indeed, we conjecture that for the representation in Eq. (2.3.1):

All coefficients dj are fixed by zero conditions, up to overall normalization.

This is the direct analog of the corresponding planar statement in Sect. 2.2. In the MHV

case, which we consider here, the coefficients dj are linear combinations of Parke-Taylor

factors, so that only numerical coefficients aσ,k,j in Eq. (2.3.6) need to be determined.

The above conjecture is a statement that we can obtain these coefficients using only zero

conditions, up to an overall constant. Here we confirm this proposal for all amplitudes

constructed in the previous section.
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Color Dressed Numerators PT Matrices

N (a) = c
(a)
12345

∑

1≤ν≤4
1≤σ≤6

N
(a)
ν a

(a)
νσPTσ , a

(a)
νσ =

1

4




−1 0 1 0 0 2

1 0 −1 0 0 2

−3 0 −1 0 0 2

−1 0 −3 0 0 2


 ,

N (b) = c
(b)
12345

∑

1≤σ≤6

N
(b)
1 a

(b)
1σ PTσ , a

(b)
1ν =

(
−1 0 0 0 0 0

)
,

N (c) = c
(c)
12345

∑

1≤ν≤2
1≤σ≤6

N
(c)
ν a

(c)
νσPTσ , a

(c)
νσ =

(−1 0 0 0 0 0

0 −1 0 0 0 0

)
,

N (d) = N (e) = N (f) = 0 ,

N (g) = c
(a)
12345

∑

1≤σ≤6

N
(g)
1 a

(g)
1σ,(12345)PTσ a

(g)
1σ,(12345) =

1

4

(
1 0 3 0 0 −2

)
,

+ c
(b)
31245

∑

1≤σ≤6

N
(g)
1 a

(g)
1σ,(31245)PTσ , a

(g)
1σ,(31245) =

(
0 0 −1 0 0 0

)
,

N (h) = c
(a)
12345

∑

1≤ν≤4
1≤σ≤6

N
(h)
ν a

(h)
νσ,(12345)PTσ a

(h)
νσ,(12345) =

1

4




4 0 4 0 0 −4

2 0 3 0 1 −2

−2 0 −3 0 −1 2

4 0 4 0 0 −4


 ,

+ c
(a)
12543

∑

1≤ν≤4
1≤σ≤6

N
(h)
ν a

(h)
νσ,(12543)PTσ , a

(h)
νσ,(12543) = a

(h)
νσ,(12345) ,

N (i) = c
(a)
12345

∑

1≤σ≤6

N
(i)
1 a

(i)
1σ,(12345)PTσ a

(i)
1σ,(12345) = 2

(
0 0 −1 0 0 1

)
,

+ c
(a)
13245

∑

1≤σ≤6

N
(i)
1 a

(i)
1σ,(13245)PTσ a

(i)
1σ,(13245) = 2

(
0 0 0 0 0 1

)
,

+ c
(a)
12543

∑

1≤σ≤6

N
(i)
1 a

(i)
1σ,(12543)PTσ a

(i)
1σ,(12543) = 2

(
1 0 1 0 1 −1

)
,

+ c
(a)
15243

∑

1≤σ≤6

N
(i)
1 a

(i)
1σ,(15243)PTσ , a

(i)
1σ,(15243) = 2

(
0 0 0 0 −1 0

)
.

Table 2.8. The two-loop five-point numerators that contribute to the amplitude. The

N
(x)
ν are listed in Table 2.6. The five-point PTσ are listed in Eq. (2.3.27). We denote the

numerators including color information as N (x).

As a simple first example, consider the two-loop four-point amplitude. The integrand

is given as a linear combination of planar and nonplanar double boxes, c.f. Sect. 2.3.2.

The only required condition to determine the unknown conditions is the cut in Fig. 2.28.
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1

2

3 = 0

4

5 + 2 6

Figure 2.28. The two-loop four-point MHV amplitude vanishes on this cut. The four-point

trees in the diagram have k = 2, so the overall helicity counting is k = 1.

M2−loop
4

∣∣∣
cut

= N
(p)
1234c

(p)
1234

1

2 3

4

+ N
(p)
4123c

(p)
4123

4

1 2

3

+ N
(np)
1234c

(np)
1234

1

2
3 4 + N

(np)
4123c

(np)
4123

4

1
2 3

+ N
(np)
3214c

(np)
3214

3

2
1 4 + N

(np)
3412c

(np)
3412

3

4
1 2

+ N
(np)
4213c

(np)
4213

4

2
1 3

Figure 2.29. The two-loop four-point amplitude evaluated on the cut of Fig. 2.28. In each

diagram the two shaded propagators are uncut, and every other propagator is cut. Eq. (2.4.7)

gives the value of the cut.

In the full amplitude, we have contributions from the planar and nonplanar double

boxes in Fig. 2.27 and their permutations of external legs. All permutations of dia-

grams that contribute to the cut in Fig. 2.28 are shown in Fig. 2.29, along with their

numerators and color factors. For convenience, we indicate the permutation labels of

external legs of the seven contributing diagrams. There are only seven diagrams rather

than nine because two of the nine diagrams have triangle subdiagrams, and so have

vanishing numerators in N = 4 SYM.

For the cut in Fig. 2.28, five propagators are put on-shell so that the cut solution

depends on α, γ, and δ, three unfixed parameters of the loop momenta. Explicitly, the
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cut solution is

`∗5 + k2 = λ1

[
αλ̃1 +

1

δ〈13〉[23]

(
δt− α(s+ δu+ γ〈13〉[12])

)
λ̃2

]
,

`∗6 = λ3

[
δλ̃3 + γλ̃2

]
. (2.4.1)

On this k = 1 cut, the MHV amplitude vanishes for any values of α, γ, δ. By cutting

the Jacobian

J = γ
(
δt− α(s+ δu+ γ〈13〉[12])

)
, (2.4.2)

the amplitude remains zero, and this condition simplifies. Specifically, this allows us

to localize `5 + k2 to be collinear with k1 and to localize `6 to be collinear with k3.

This is equivalent to taking further residues of the already-cut integrand at γ = 0, α =

δt/(s+ δu). On this cut, the solution for the loop momenta simplifies,

`∗5 + k2 =
δt

s+ δu
λ1λ̃1 , `∗6 = δλ3λ̃3 , (2.4.3)

with the overall Jacobian J ′ = s+uδ. Even in this simplified setting with one parameter

δ left, the single zero cut condition Fig. 2.28 is sufficient to fix the integrand up to an

overall constant.

The numerators for the pure integrands, using the labels in Fig. 2.27, are given in

Eq. (2.3.9). Including labels for the external legs to help us track relabellings, these

are

N
(p,1)
1234 = s2t, N

(np,1)
1234 = su (`5 − k3)2 , N

(np,2)
1234 = st (`5 − k4)2 . (2.4.4)

As noted near Eq. (2.3.21) there are only two Parke-Taylor factors independent un-

der U(1) relations for four-particle scattering, namely PT1 = PT (1234) and PT2 =

PT (1243). Therefore the numerator ansatz for the planar diagram is

N
(p)
1234 =

(
a

(p)
1,1 PT1 + a

(p)
1,2 PT2

)
N

(p,1)
1234 . (2.4.5)

For the nonplanar diagram, there are two pure integrands, each of which gets decorated

with the two independent Parke-Taylor factors, so that the ansatz takes the form

N
(np)
1234 =

[ (
a

(np)
1,1 PT1 + a

(np)
1,2 PT2

)
N

(np,1)
1234

+
(
a

(np)
2,1 PT1 + a

(np)
2,2 PT2

)
N

(np,2)
1234

]
, (2.4.6)

and both numerators are then decorated with corresponding color factors c
(p)
1234, c

(np)
1234,

and propagators. The a
(x)
i,j coefficients are determined by demanding the integrand

vanishes on the cut solution in Eq. (2.4.3).
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Explicitly, the zero condition from the cut corresponding to Fig. 2.29 is:

0 =

(
c

(p)
1234N

(p)
1234

`2
5 (`6 − k3 − k4)2 +

c
(p)
4123N

(p)
4123

(`5 − k3)2 (`6 + k2)2 +
c

(np)
1234N

(np)
1234

`2
5 (`5 − `6 − k4)2

+
c

(np)
4123N

(np)
4123

(`5 − k3)2 (`5 − `6 + k2)2 +
c

(np)
3214N

(np)
3214

(`6 + k2)2 (`5 − `6 − k4)2

+
c

(np)
3412N

(np)
3412

(`6 − k3 − k4)2 (`5 − `6 + k2)2 +
c

(np)
4213N

(np)
4213

(`5 − `6 + k2)2 (`5 − `6 − k4)2

)∣∣∣∣∣
`∗5 ,`

∗
6

.(2.4.7)

The sum runs over the seven contributing diagrams, following the order displayed in

Fig. 2.29. The denominators are the two propagators that are left uncut in each diagram

when performing this cut. One of the terms in the cut equation, for example, is

N
(np)
3214

(`6 + k2)2 (`5 − `6 − k4)2 =
1

(`6 + k2)2 (`5 − `6 − k4)2 (2.4.8)

×
[(
a

(np)
1,1 PT (3214) + a

(np)
1,2 PT (4213)

)
tu (`6 + k1 + k2)2

+
(
a

(np)
2,1 PT (3214) + a

(np)
2,2 PT (4213)

)
st (`6 + k2 + k4)2

]
.

This has been relabeled from the master labels of Eq. (2.4.4) to the labels of the third

nonplanar diagram in Fig. 2.29, including the two uncut propagators. Specifically

`5 7→ −`6 − k2 and `6 7→ −`5 − k1 is the relabeling for this diagram. A key simplifying

feature is that the a
(x)
i,j coefficients do not change under this relabeling so as to maintain

crossing symmetry; the same four coefficients contribute to all five of the nonplanar

double boxes that appear, for example. As discussed in Sect. 2.3.3, the Parke-Taylor

factors that appear in Eq. (2.4.8) do not necessarily need to be in the chosen basis,

although here PT(3214) = PT1 and PT(4213) = PT2.

The single zero condition Eq. (2.4.7) determines five of the six a
(x)
ij parameters. This

is, consistent with our conjecture above, the maximum amount of information that we

can extract from all zero conditions. To do so in this example, we reduce to the two-

member Parke-Taylor basis mentioned before, and also use Jacobi identities to reduce

the seven contributing color factors to a basis of four. Since the remaining Parke-Taylor

and color factors are independent, setting the coefficients of PT · c to zero yields eight

potentially independent equations for the six coefficients. It turns out only five are

independent:

a
(p)
1,2 = a

(p)
1,1 + 3a

(np)
1,1 + a

(np)
2,1 = a

(p)
1,1 + a

(np)
1,1 + a

(np)
2,1 = 0, (2.4.9)

2a
(p)
1,2 − a(np)

1,1 + a
(np)
1,2 − a(np)

2,1 + a
(np)
2,2 = a

(p)
1,2 + a

(np)
1,1 + a

(np)
1,2 − a(np)

2,1 + 3a
(np)
2,2 = 0.
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4 = 0
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7− 3

Figure 2.30. The three-loop four-point MHV amplitude vanishes on this cut. The five-point

tree at the bottom of the diagram has k = 2 or k = 3, so the overall helicity counting is k = 3

or k = 4.

1

2

3

4

5 = 0

6− 1 7

Figure 2.31. The two-loop five-point MHV amplitude vanishes on this cut. The five-point

tree at the bottom of the diagram has k = 2 or k = 3, so the overall helicity counting is k = 3

or k = 4.

The solution for this system is

a
(p)
1,2 = a

(np)
1,1 = a

(np)
2,2 = 0 , a

(np)
1,2 = a

(np)
2,1 = −a(p)

1,1 , (2.4.10)

and any of a
(np)
1,2 , a

(np)
2,1 , or a

(p)
1,1 is the overall undetermined parameter. This matches

the result in Eq. (2.3.17), if we take a
(p)
1,1 = 1. This last condition is exactly the overall

scale that the zero conditions cannot determine.

Finally, we confirmed that the three-loop four-point and two-loop five-point amplitudes

can also be uniquely determined via a zero cut condition up to a single overall constant.

We used the cut in Fig. 2.30 to determine the arbitrary parameters in the three-loop

four-point amplitude, and we used the cut in Fig. 2.31 to determine the parameters

of the two-loop five-point amplitude. We also confirmed in both cases that using

one cut where the amplitude does not vanish is sufficient to determine the overall

unfixed parameter to the correct value. To confirm that the so-constructed amplitudes

are correct, we verified a complete set of unitarity cuts needed to fully determine

the amplitudes, matching to the corresponding cuts of previously known results in

Refs. [114, 122, 155].
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We thus conclude that in all three examples that we analyzed, the coefficients in the

expansion Eq. (2.3.6) are determined up to one constant by zero conditions. The set

of relations is more complicated in the three-loop four-point and two-loop five-point

examples than in the two-loop four-point example, but in all cases all coefficients are

determined as simple rational numbers without any kinematic dependence, leaving one

overall coefficient free.

While far from a proof, these results point to the existence of an amplituhedron-like

construction in the nonplanar sector of the theory. As discussed in Sect. 2.2, in the

planar sector the existence of such a construction implies that homogeneous conditions

determine the amplitudes up to an overall normalization. This is indeed what we have

found in the various nonplanar examples studied above: the homogeneous requirements

of only logarithmic singularities, no poles at infinity, and vanishing of unphysical cuts do

determine the amplitudes. In any case, the notion that homogeneous conditions fully

determine amplitudes opens a door to applying these ideas to other theories where

no geometric properties are expected. Of course, we ultimately would like a direct

amplituhedron-like geometric formulation of N = 4 SYM amplitudes, including the

nonplanar contributions. As a next step we would need sensible global variables that

allow us to define a unique integrand.

2.5 Conclusion

In this paper we found evidence that an amplituhedron-like construction of nonplanar

N = 4 SYM theory scattering amplitudes may exist. We did so by checking the

expected consequences of such a construction: that the integrand should be determined

by homogeneous conditions, such as vanishing on certain cut solutions. We also gave

additional nontrivial evidence for the conjecture that only logarithmic singularities

appear in nonplanar amplitudes [1, 119], which is another characteristic feature of

planar amplitudes resulting from the amplituhedron construction.

An important complication is that unlike in the planar sector, there is no unique inte-

grand of scattering amplitudes which can be directly interpreted as a volume of some

space. This forced us to chop up the amplitude into local diagrams containing only

Feynman propagators. As pointed out in Ref. [119] and further developed in Ref. [1],

analytic properties that follow from dual conformal invariance can be imposed on such

local diagrams. We developed the notion of a pure integrand basis: a basis of inte-

grands with only logarithmic singularities, no poles at infinity and only unit leading

singularities. The first property is motivated by the analogous statement for on-shell

diagrams in N = 4 SYM. If, like in the planar case, we understood how to formulate
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nonplanar recursion relations, we expect that it would then be possible to express non-

planar amplitudes directly as sums of on-shell diagrams [67, 112, 163] and manifestly

expose their dlog structure. The latter two properties lift the exact content of dual

conformal symmetry in the planar sector to the nonplanar one.

We constructed a pure integrand basis for each of the two-loop four-point, three-loop

four-point and two-loop five-point amplitudes, and showed that the amplitudes could be

expanded in their respective bases. This confirmed that the three example amplitudes

share the three properties of the pure integrands. Our pure integrand representations

here are closely related to Refs. [1, 119] for four-point amplitudes at two- and three-

loops, while our representation of the two-loop five-point amplitude has completely

novel properties compared to the result in Ref. [155]. The fact that we exposed ana-

lytic properties in the nonplanar sector similar to those connected to dual conformal

symmetry in the planar sector suggests that an analog of dual conformal symmetry

may exist in the nonplanar sector. (For Yangian symmetry a similar statement is less

clear.)

One particularly bold future goal is to lift the amplituhedron [18] paradigm from the

planar sector to the nonplanar sector of N = 4 SYM. The amplituhedron provides a

geometric picture of the planar integrand where all standard physical principles like

locality and unitarity are derived. In such a picture, traditional ways of organizing

amplitudes, be it via Feynman diagrams, unitarity cuts, or even on-shell diagrams, are

consequences of amplituhedron geometry, rather than a priori organizational principles.

The amplituhedron reverses traditional logic, as logarithmic singularities and dual con-

formal symmetry, rather than locality and unitarity, are fundamental inputs into the

definition of the amplituhedron. The definition then invokes intuitive geometric ideas

about the inside of a projective triangle, generalized to the more complicated setting

of Grassmannian geometry.

We would like to carry this geometric picture over to the nonplanar sector. However,

a lack of global variables limits us to demanding that the amplitude be a sum of local

integrals. This already imposes locality and some unitarity constraints. Nevertheless,

after imposing special analytic structures on the basis integrals — unit logarithmic

singularities with no poles at infinity — one can extract the “remaining” geometric

information. Motivated by the discussion in Ref. [154], in this paper we conjectured

that this remaining information is a set of zero conditions, i.e. cuts on which the ampli-

tude vanishes. This is exactly the statement which we successfully carried over to the

nonplanar sector and tested in examples in Sect. 2.4. Here we propose that after con-

structing a pure integrand basis, zero conditions are sufficient for finding the complete

amplitude.

This provides nontrivial evidence that an amplituhedron-like construction might very
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well exist beyond the planar limit for amplitudes in N = 4 SYM theory. However there

are still many obstacles including, among other things, a choice of good variables and

a geometric space in which nonplanar scattering amplitudes are defined as volumes.

If such a nonplanar amplituhedron really exists, it would be phrased in terms of very

interesting mathematical structures going beyond those of the planar amplituhedron.

If our zero condition conjecture indeed holds, how might it extend to other theories?

The most naive possibility is that N = 4 SYM amplitudes are the most constrained

amplitudes and so need no inhomogeneous conditions except for overall normalization,

while amplitudes in other theories, with less supersymmetry for example, do need ad-

ditional inhomogeneous information. Even in such theories the zero conditions would

still constrain the amplitudes, and it would be interesting to see which and how many

additional inhomogeneous conditions are required to completely determine the ampli-

tudes.

It may be possible to link the N = 4 SYM results we presented here directly to iden-

tical helicity amplitudes in quantum chromodynamics (QCD) via dimension shifting

relations [164, 165]. These relations were recently employed to aid in the construction

of a representation of the two-loop five-point identical helicity QCD amplitude where

the duality between color and kinematics holds [166]. It should also be possible to find

a new representation of the identical helicity QCD amplitude in terms of the N = 4

SYM representation we gave here.

Another line of research is to concentrate on individual integrals rather than on the

full amplitude. After integration, integrands with only logarithmic singularities are

expected to have uniform maximum transcendental weight at the loop order of the

integrand [115]. This provides a nice connection between properties of the integrand and

conjectured properties of final integrated amplitudes. On the practical level, having a

good basis of master integrals under integral reduction is important for many problems,

including applications to phenomenology. As explained in Refs. [123, 124], uniformly

transcendental integrals obey relatively simple differential equations, making them easy

to work with [126, 167]. This also makes our basis of pure integrands useful for five-point

scattering in NNLO QCD. For a recent discussion of the planar case see Ref. [168].

As already noted in Ref. [1], the types of gauge-theory results described here can have a

direct bearing on issues in quantum gravity, through the double-copy relation of Yang-

Mills theories to gravity [114]. We expect that developing a better understanding of

the nonplanar sector of N = 4 SYM will aid our ability to construct corresponding

gravity amplitudes, where no natural separation of planar and nonplanar contributions

exists.

In summary, we have presented evidence that nonplanar integrands of N = 4 SYM

share important analytic structure with planar ones. We have also presented evidence
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for a geometric structure similar to the amplituhedron [18] based on the idea that such

a structure implies that zero conditions are sufficient to fix the amplitude, up to an

overall normalization. While there is much more to do, these results suggest that the

full theory has structure at least as rich as the planar theory.
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Gravity on-shell diagrams

We study on-shell diagrams for gravity theories with any number of supersymmetries

and find a compact Grassmannian formula in terms of edge variables of the graphs.

Unlike in gauge theory where the analogous form involves only dlog-factors, in gravity

there is a non-trivial numerator as well as higher degree poles in the edge variables.

Based on the structure of the Grassmannian formula for N = 8 supergravity we con-

jecture that gravity loop amplitudes also possess similar properties. In particular, we

find that there are only logarithmic singularities on cuts with finite loop momentum,

poles at infinity are present, and loop amplitudes show special behavior on certain

collinear cuts. We demonstrate on 1-loop and 2-loop examples that the behavior on

collinear cuts is a highly non-trivial property which requires cancellations between all

terms contributing to the amplitude.
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3.1 Introduction

Within the field of scattering amplitudes, a great number of developments in the last

decade or so are based on powerful on-shell methods [23, 38, 39, 134, 138, 157, 169].

Amongst others, BCFW-recursion [38, 39] and generalized unitarity [23, 138, 157] al-

lowed us to push the boundary of computable amplitudes in terms of number of loops

and legs. The core idea behind these methods is that on-shell amplitudes break up

into products of simpler amplitudes on all factorization channels. In the traditional

picture of Quantum Field Theory, locality and unitarity dictate the form and locations

of all these residues. In particular, they arise in kinematic regions where either internal

particles or sums of external particles become on-shell. Associated with these residues

are vanishing propagators and in this context we talk about cuts of the amplitude.

Symbolically, one can write the two types of elementary cuts (singularities) as [40],

(3.1.1)

where the first term corresponds to the factorization into a product of lower point

amplitudes (keeping the total loop degree fixed) while the second term is the forward

limit of an (L − 1)-loop, (n + 2)-point amplitude. In general field theories this term

suffers from IR-divergencies [170] and therefore, in many cases the fundamental cut is

the well-known unitarity cut [171, 172]. Iterating these cuts one can calculate multi-

dimensional residues by setting an increasing number of propagators to zero. This is

known in the literature as generalized unitarity [23, 138, 157].

Generically, it is not possible to set to zero more than two propagators in a given

loop while simultaneously also requiring real kinematics. Therefore, the loop momenta

are complex when constrained by the set of on-shell conditions which implies that

these singularities are outside the physical integration region. The main success of

generalized unitarity then relies on the fact that the integrands are rational functions
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that can be analytically continued so that complex residues (given by a sufficient set

of cuts) completely specify them.

A natural next step in this line of thought is to cut the maximum number of propaga-

tors which factorizes the amplitude into the simplest building blocks [138]. The most

elementary case occurs when all factors are three-point amplitudes. As we will describe

in a moment, these are rather special due to the particular features of three-point kine-

matics. In this scenario we talk about on-shell diagrams [67].

3.1.1 On-shell diagrams

For massless particles, the three-point amplitudes are completely fixed by Poincare

symmetry to all loop orders in perturbation theory up to an overall constant [173]. This

statement holds in any Quantum Field Theory with massless states and just follows

from the fact that there are no kinematic invariants one can build out of three on-shell

momenta. For real external kinematics, the on-shell conditions, p2
1 = p2

2 = p2
3 = 0 and

momentum conservation p1 + p2 + p3 = 0 would force all three point amplitudes to

vanish. However, for complex kinematics in D = 4 we have two distinct solutions [36]

which can be conveniently written using spinor-helicity [174] variables pµ = σµαα̇λαλ̃α̇.

I.) λ̃1 ∼ λ̃2 ∼ λ̃3 (MHV) , II.) λ1 ∼ λ2 ∼ λ3 (MHV) .

Any three-point amplitude is then either of type I.) or II.). In particular, for the

gluon-amplitudes in Yang-Mills theory we have two elementary amplitudes with MHV

(+−−) or MHV (−+ +) helicity configuration (ignoring higher dimensional operators

that could lead to (±±±) amplitudes, see e.g. [175]). In the maximally supersymmetric

case of N = 4 sYM theory these gluonic amplitudes are embedded in the MHV, resp.

MHV superamplitudes (see e.g. [43]) which we denote by blobs with different colors,

=
δ4(P )δ8(Q)

〈12〉〈23〉〈31〉 , =
δ4(P )δ4(Q̃)

[12][23][31]
, (3.1.2)

where 〈ij〉 = εαβλ
α
i λ

β
j and [ij] = εα̇β̇λ̃

α̇
i λ̃

β̇
j . Using the anti-commuting η̃I , I = 1, ..., 4

variables to write the on-shell multiplet as [176],

Φ(η̃) = g+ + η̃I g̃I +
1

2!
η̃I η̃J φIJ +

1

3!
εIJKLη̃

I η̃J η̃K g̃L +
1

4!
εIJKLη̃

I η̃J η̃K η̃L g− ,
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the arguments of the respective delta-functions in (3.1.2) are given by (neglecting all

spinor- and SU(4) R-symmetry indices),

P ≡ λ·λ̃ = λ1λ̃1+λ2λ̃2+λ3λ̃3, Q ≡ λ·η̃ = λ1η̃1+λ2η̃2+λ3η̃3, Q̃ = [12]η̃3+[23]η̃1+[31]η̃2 .

Here and in the following we denote λ · λ̃ ≡∑n
a=1 λaλ̃a, λ · η̃ ≡

∑n
a=1 λaη̃a as the sum

over all external particles.

Having completed the discussion of three-particle amplitudes, we are now in the position

to introduce on-shell diagrams. For us, an on-shell diagram is any graph formed from

the two types of three-point amplitudes (3.1.2) connected by edges,

1

2 3

4

5

67

8

1

2
3

4

5

6

7
8

9

10

that all represent on-shell particles (both internal and external). In this section we

review properties of on-shell diagrams in planar N = 4 sYM and introduce all concepts

relevant for our gravity discussion later. Further details can be found directly in [67]

and the review article [13]. With this definition, the value of the diagram is given by

the product of three-point amplitudes satisfying the on-shell conditions for all edges.

In practice, the delta functions of the elementary three-point amplitudes can be used

for solving for λI , λ̃I , and η̃I of the internal particle and writing the overall result

(including delta functions), using external data only. In this case we talk about leading

singularities [134]. If the number of on-shell conditions exceeds the number of internal

degrees of freedom, we get additional constraints on the external kinematics, while in

the opposite case the on-shell diagram depends on some unfixed parameters. These

cases are easily classified by a parameter nδ counting the number of constraints on

external kinematics nδ = 0, nδ > 0, and nδ < 0.

The simplest example of a reduced on-shell diagram (nδ = 0) actually represents the

color-ordered four-point tree-level amplitude which consists of four vertices. The sim-

pler looking on-shell diagram with only two vertices is the residue of the amplitude

on the t-channel factorization pole and imposes a constraint (nδ = 1) on the external
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momenta.

1 2

34

=
δ4(λ · λ̃)δ8(λ · η̃)

〈12〉〈23〉〈34〉〈41〉

1 2

34

=
δ4(λ · λ̃)δ8(λ · η̃) δ(〈14〉)

〈12〉〈23〉〈34〉

(3.1.3)

As an example for the third possibility (nδ < 0), we can draw a diagram which depends

on one unfixed parameter z.

1 2

34

=
δ4(λ · λ̃)δ8(λ · η̃)

z〈12〉〈23〉(〈34〉+ z〈31〉)〈41〉 (3.1.4)

The counting is easy to understand if we think about the diagram as a hepta-cut of the

two loop amplitude: there are seven on-shell conditions imposed on two off-shell loop

momenta, leaving one degree of freedom unfixed. In the diagram z parametrizes the

momentum flow along the edge between external legs 1 and 4, `(z) = zλ1λ̃4 but also

other internal legs will depend on z. In the standard approach of generalized unitarity,

this diagram represents a maximal cut as there are no further propagators available to

cut and localize the remaining degree of freedom. However, the amplitude does have

further residues at z = 0 and z = 〈34〉
〈13〉 . Each residue corresponds to erasing an edge

of (3.1.4) giving the one-loop on-shell diagram on the left of (3.1.3). This is a leading

singularity of the amplitude – all degrees of freedom in loop momenta are fixed by

on-shell conditions.

It turns out that not all on-shell diagrams are independent, but rather there are equiv-

alence classes of diagrams related by certain identity moves. The first is the merge

and expand move represented in (3.1.5). The black vertices enforce all λ̃’s to be pro-

portional, which is independent of the way the individual three-point amplitudes are
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connected,

1 2

34

⇔

1 2

34

⇔

1 2

34

(3.1.5)

One further nontrivial move is the square move [177], which can be motivated by the

cyclic invariance of the four-particle tree level amplitude,

1 2

34

⇔

1 2

34

(3.1.6)

Together with bubble deletion which does not play a role in our discussion here, these

are all the equivalence moves for planar N = 4 sYM. Modulo the aforementioned

moves, it is possible to give a complete classification of on-shell diagrams [67] in this

theory.

Besides representing cuts of loop amplitudes, on-shell diagrams serve directly as build-

ing blocks for constructing amplitudes. In particular, the BCFW recursion relation for

tree-level amplitudes and loop integrands in planar N = 4 sYM theory is represented

by [40, 67]

This equation is a solution to the question what on-shell function has singularities

given by (3.1.1). Here planarity was crucial because it permitted a unique definition of

the integrand as a rational function with certain properties. It is this integrand which

can be constructed recursively. The key point was the existence of global variables
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(dual variables and momentum twistors [47]) common to all terms in the expansion.

Currently, it is the lack of global labels that hampers the extension of the recursion

relations beyond the planar limit.

While the recursion relations are only formulated in planar N = 4 sYM so far, the on-

shell diagrams are well defined gauge invariant objects in any Quantum Field Theory,

planar or non-planar, with or without supersymmetry. They are defined as products of

on-shell three-point amplitudes (for theories with fundamental three point amplitudes)

and at the least represent cuts of loop amplitudes. From that point of view they

encode an important amount of information about amplitudes in any theory and their

properties are well worth studying in its own right.

3.1.2 Grassmannian formulation

Besides viewing on-shell diagrams as gluing of three-point amplitudes integrated over

the on-shell phase space (including the sum over all physical states that can cross

the cut) there is a completely different way how to calculate on-shell diagrams. This

dual formulation expresses on-shell diagrams as differential forms on the (positive)

Grassmannian [67]. There are a number of ways how to motivate this picture starting

from classifying configurations of points with linear dependencies to representing the

permutation group in terms of planar bi-colored graphs [86]. Physically, the most

direct way to discover the Grassmannian picture for on-shell diagrams is to think about

momentum conservation more seriously. Starting from the innocuous equation,

δ4(P ) ≡ δ4(λ · λ̃) = δ4(λ1λ̃1 + λ2λ̃2 + · · ·+ λnλ̃n) , (3.1.7)

one notes that this is a quadratic condition on the spinor-helicity variables. Naturally,

one can ask if there is a way to trivialize the quadratic constraints and rewrite them

as sets of linear relations between λs and λ̃s separately. The solution to this problem

is to introduce an auxiliary k-plane in n-dimensions represented by a (k×n)-matrix C

modulo a GL(k) redundancy arising from row operations that leave the k-plane invari-

ant. This space is known as the Grassmannian G(k, n). Using these auxiliary variables,

momentum conservation is then enforced geometrically [68–70] via the following set of

delta functions (similar relations hold in twistor and momentum twistor spaces),

δ(k×2)(Cαaλ̃a) δ
((n−k)×2)(C⊥βaλa) , (3.1.8)

where C⊥ denotes the
(
(n − k) × n

)
-matrix orthogonal to C, C · C⊥ = 0. There are

2n delta functions in total; four of them give the overall momentum conservation while

the remaining 2n− 4 constrain the parameters of the C-matrix.

The study of Grassmannians is a vast and active topic in the mathematics community

ranging, amongst others, from combinatorics to algebraic geometry [85–90]. There is
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a close connection to on-shell diagrams which was simultaneously discovered both by

physicists in the context of scattering amplitudes and by mathematicians (in the math

literature these diagrams are called plabic graphs) in searching for positive parameteri-

zations of Grassmannians. In particular, each on-shell diagram gives a parametrization

for the C-matrix using a set of variables αj. When these variables are real with defi-

nite signs, the matrix C has all main minors positive and then we talk about positive

Grassmannian G+(k, n). These variables are associated with either faces or edges of

the diagram. The face variables are more invariant but they can be used only in planar

diagrams. Since in this paper we will include non-planar examples we use edge variables

instead to parametrize the Grassmannian matrix.

Like in the physical picture where on-shell diagrams are products of three-point ampli-

tudes we also start our discussion with elementary three point vertices. We first choose

a perfect orientation in which we attach arrows to all legs. For all black vertices two of

the arrows are incoming and one outgoing while for white vertices one is incoming and

two outgoing. Then we associate a (2× 3)-matrix with the black (MHV, k = 2) vertex

and a (1× 3)-matrix with the white (MHV, k = 1) vertex in the following way:

1

2

3

Α2

Α1

Α3
. .

1

2

3

Α2

Α1

Α3

m . m

C =

(
1 0 α1α3

0 1 α2α3

)
. C =

(
α1α3 α2α3 1

)
.

(3.1.9)

Choosing a perfect orientation fixes a part of the general GL(k)-redundancy of the

C-matrix that represents a point in the Grassmannian. With the remaining GL(1)v-

freedom we are allowed to fix any one of the variables associated to the half-edges of

that vertex to some arbitrary value. The canonical choice would be α3 = 1, but any

other finite, nonzero value is allowed as well. For the moment though, let us keep this

freedom unfixed.

In the next step we glue the atomic three-point vertices together into an arbitrary

planar on-shell diagram to which we associate some bigger (k × n)-matrix C. In the

gluing process, we identify two half-edges of the vertices involved in the fusion to form

an internal edge of the bigger on-shell diagram. Each internal edge of this big diagram

is then parametrized by two variables, α(1) and α(2), coming from the two vertices
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involved in the gluing process so that the C-matrix will only depend on their product

α = α(1)α(2). Pictorially, this process is simple to state (the grey blob denotes the rest

of the diagram),

Α

H1L
Α

H2L
→ Α

H1L
Α

H2L

Α

(3.1.10)

and illustrates that it is natural to directly use edge-variables αk rather than the in-

dividual vertex variables introduced by the little Grassmannians. The identification is

as follows; in the gluing process we encounter another GL(1)e redundancy stemming

from the fact that the internal momentum of that edge is invariant under little group

rescaling λI → tIλI , λ̃I → t−1
I λ̃I which allows us to combine two of the vertex-variables

into a single edge-variable. Doing this for all internal edges, we are only left with the

GL(1)v redundancies for each vertex in the big on-shell diagram which we can use to

set certain edge weights to one for instance.

1 2

34

Α3

Α2Α4

Α1

. . 1

2

3

4

5

Α3
Α2

Α4

Α5

Α6

Α1

(a) . . . (b)

(3.1.11)

In terms of edge-variables, the rule how to obtain the C-matrix from the graph is quite

simple. First, we have to choose a perfect orientation for the diagram by consistently

decorating all edges with arrows. The external legs with incoming arrows are called

sources, while the external legs with outgoing arrows are called sinks. For the diagram

with k sources and n − k sinks we construct a (k × n) matrix C. Note that these

numbers do not depend on the way we choose a perfect orientation but are an invariant

property of the on-shell diagram itself. Each row of the matrix is associated with one

source while the columns are linked to both sources and sinks. Now each entry Cαa is
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calculated as

Cαa =
∑

Γα→a

∏

j

αj , (3.1.12)

where we sum over all directed paths Γα→a from the source α to the sink a by following

the arrows. Along the way we take the product of all edge variables. If the label a = α

is the same source we fix the matrix entry to 1 if a = α′ is a different source the matrix

entry is 0. For the examples above the C-matrices are,

C(a) =

(
1 α1 0 α4

0 α2 1 α3

)
, C(b) =

(
1 α1 + α2α6 α6 α3α6 0

0 α5α6α2 α5α6 α4 + α3α5α6 1

)
. (3.1.13)

Different choices for the sources and sinks corresponds to different gauge fixings of

the C-matrix that are related by GL(k)-transformations. For some gauge choices, the

perfect orientation can involve closed loops. In these cases there are infinitely many

paths from α to a and we have to sum over all of them,

1 2

34

Β2

Β1

Β3

Β4 ⇔ C =

(
1 β1δ 0 β1β2β3δ

0 β3β4β1δ 1 β3δ

)
, (3.1.14)

where δ is given by a geometric series,

δ =
∞∑

σ=0

(β1β2β3β4)σ =
1

1− β1β2β3β4

. (3.1.15)

The important connection between the Grassmannian formulation and physics is that

the same on-shell diagram that labels the C-matrix also represents a cut of a scattering

amplitude in planar N = 4 sYM. The nontrivial relation is that the value of the

on-shell diagram as calculated by multiplying three-point amplitudes is equal to the

following differential form

dΩ =
dα1

α1

dα2

α2

. . .
dαm
αm

δ(C · Z) . (3.1.16)

All the dependence on external kinematics is pushed into the delta functions,

δ(C · Z) ≡ δ(k×2)(Cabλ̃b)δ
((n−k)×2)(C⊥cbλb) δ

(k×N )(Cabη̃b) , (3.1.17)
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which linearize both momentum and super-momentum conservation δ4(P ) δ8(Q) using

the auxiliary Grassmannian C-matrix associated with the diagram. Depending on the

details of the given diagram, the delta functions (3.1.17) allow us to fix a certain number

of edge variables αj. In the case of on-shell diagrams relevant for tree-level amplitudes

(leading singularities), all variables are fixed, while the on-shell diagrams appearing in

the loop recursion relations have 4L unfixed parameters αj which are related to the 4L

degrees of freedom of L off-shell loop momenta `i.

So far, the
(
(n−k)×n

)
-matrix C⊥ orthogonal to C, defined via C ·C⊥ = 0, has played

no significant role in our discussion but is crucial for momentum conservation in (3.1.8)

and (3.1.17). Given a gauge fixed C-matrix, there is a simple rule how to obtain C⊥.

One takes the (n − k) columns of the C-matrix that correspond to the (n − k) sinks

of the on-shell diagram. For each such column of C, one forms a row of C⊥ by writing

the negative entries of the column into the slots that correspond to the sources. The

remaining
(
(n−k)×(n−k)

)
matrix entries of C⊥ are then filled by a

(
(n−k)×(n−k)

)

identity-matrix. Let us apply the construction procedure to some concrete examples.

For the C-matrices in (3.1.13) corresponding to the on-shell diagrams (3.1.11), we get

the following C⊥-matrices:

C⊥(a) =

(−α1 1 −α2 0

−α4 0 −α3 1

)
, C⊥(b) =



−(α1 + α2α6) 1 0 0 −α5α6α2

−α6 0 1 0 −α5α6

−α6α3 0 0 1 −(α4 + α5α6α3)


 . (3.1.18)

Now that we have all ingredients together, we can go ahead and consider a simple on-

shell diagram in detail. Specifically, we calculate the box on-shell diagram (3.1.11)(a),

in which case the delta functions (3.1.17) are equal to

δ(C · Z) =
1

〈13〉4 δ
[
α1 −

〈23〉
〈13〉

]
δ

[
α2 −

〈12〉
〈13〉

]
δ

[
α3 −

〈14〉
〈13〉

]
δ

[
α4 −

〈43〉
〈13〉

]
δ4(P )δ8(Q)

(3.1.19)

and the differential form becomes a function of external kinematics only,

dΩ =
dα1

α1

dα2

α2

dα3

α3

dα4

α4

δ(C · Z) =
δ4(P )δ8(Q)

〈12〉〈23〉〈34〉〈41〉 . (3.1.20)

This is equal to formula (3.1.3) found by multiplying three-point amplitudes.

The same procedure can be applied to planar on-shell diagrams in N < 4 sYM. The

important difference is that the diagrams are necessarily oriented unlike in the maxi-

mally supersymmetric case where the perfect orientations only played an auxiliary role

for constructing the C-matrix. This corresponds to the fact that in less supersymmetric

theories we need two on-shell multiplets to capture the positive and negative helicity
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gluons (and their respective superpartners) and the arrows specify which multiplet we

are talking about. For the external states, we can choose the orientation of the arrows

of a given on-shell diagram depending on the helicity structure we want to consider,

but for internal legs we have to sum over all possible orientations. In addition, for

perfect orientations with closed internal loops we have to add an extra factor, J , in

the measure,

dΩ =
dα1

α1

dα2

α2

. . .
dαm
αm
J N−4 · δ(C · Z) . (3.1.21)

This modification arises when passing from vertex-variables to edge-variables and J is

defined as the determinant of the adjacency matrix Aij of the graph

J = det(1− A) . (3.1.22)

The entries of A are given by,

Aij = weight of the directed edge i→ j (if any) . (3.1.23)

If there is a collection of closed orbits bounding “faces” fi, with disjoint pairs (fi, fj),

disjoint triples (fi, fj, fk) etc., then the Jacobian J can be expressed as,

J = 1 +
∑

i

fi +
∑

disjoiont
pairs i,j

fifj +
∑

disjoiont
triples i,j,k

fifjfk + · · · , (3.1.24)

where each “face” fi denotes the product of edge-variables along that orbit,

fi =
∏

r⊂closed
orbiti

αr . (3.1.25)

This factor cancels inN = 4 sYM but in the case of lower supersymmetries it is present.

For further details, we refer the reader directly to [67], Sec. 14. Here we included a

brief discussion of J as it will play a role in our gravity formulas later.

3.1.3 Hidden properties of N = 4 sYM amplitudes

The Grassmannian formulation of on-shell diagrams make several important proper-

ties of scattering amplitudes in planar N = 4 sYM completely manifest. The Yangian

symmetry [44] is realized as positivity preserving diffeomorphisms [67], and the re-

cursion relations (3.1.1) make manifest that it is also present in tree-level amplitudes

and the loop integrands. The loop integration breaks the Yangian symmetry due to

the presence of IR-divergencies [48] and all known regulators would break it as well.
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There is an ongoing search for a new regulator which would preserve the Yangian using

integrability techniques [104–107].

The other important property which is inherited in the formula (3.1.16) is the presence

of logarithmic singularities only. This property is much stronger than just the presence

of single poles since we require dx
x

behavior near any pole in the cut structure. Each on-

shell diagram is given by a dlog form (dlogx ≡ dx
x

) in terms of edge variables multiplied

by a set of delta functions (3.1.16). One can solve for αk in terms of external momenta

and off-shell loop momenta, and the full integrand can be written as

dI =
∑

j

dlogf
(1)
j dlogf

(2)
j dlogf

(3)
j . . . dlogf

(4L)
j δ(C∗j · η̃) , (3.1.26)

where the f
(k)
j depend both on external and internal momenta and Cj is the Grass-

mannian matrix with αk substituted for. This representation of the loop integrand is

very closely connected to the maximal transcendentality of N = 4 planar amplitudes

[46, 67, 91, 92]. For k ≤ 4 the fermionic delta function does not depend on the loop

momenta and the representation (3.1.26) can in principle be integrated directly so that

one can obtain the final result in terms of polylogarithms [60–66]. For k > 4 the

loop momenta are present in the fermionic delta function and the result is not a dlog

form in momentum space, but it still is in terms of edge variables. This gives rise to

elliptic functions after integration, which suggests that our notion of dlog forms and

transcendentality should be generalized to include these cases.

Finally, the on-shell diagrams make another important property completely manifest

and that is the absence of poles at infinity [67]. In other words, the loop integrand in

planar N = 4 sYM as well as individual on-shell diagrams never generate a singularity

which would correspond to sending the loop momentum to infinity, ` → ∞. This is a

consequence of dual conformal symmetry and the representation of on-shell diagrams

(and loop integrand) makes that manifest when using momentum twistor variables.

3.2 Non-planar on-shell diagrams

On-shell diagrams are well defined for any Quantum Field Theory with fundamental

three point amplitudes and do not rely on the planarity of graphs. We can consider an

arbitrary bi-colored graph with three-point vertices,
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and define the on-shell function as the corresponding product of three-point amplitudes

evaluated at specific on-shell kinematics dictated by the graph.

To each diagram we can associate a point in the Grassmannian, represented by the

matrix C. This identification uses the rules explained in the previous section: associate

variables with edges αk, choose a perfect orientation and calculate the entries of the

C-matrix using Eq. (3.1.12). If the diagram is planar and the edge variables are chosen

real and with definite sign, we obtain a cell in the positive Grassmannian G+(k, n), and

in other cases we end up in some cell in a generic Grassmannian G(k, n).

In general, we want to associate a form dΩ which reproduces the on-shell function given

by the product of three point amplitudes,

dΩ = df(αk) δ(C · Z) , (3.2.1)

where the measure df(αk) depends on the theory while the delta function δ(C ·Z) only

depends on the diagram and external kinematics. Therefore the problem naturally

splits into two parts: finding the measure df(αk) and the C-matrix. While the C-matrix

associated to a given on-shell diagram can be found using Eq. (3.1.12), the classification

of all possible non-planar diagrams and their associated particular subspace in G(k, n)

represent an important problem. For the case of MHV leading singularities the answer

was given in [112] but understanding more general cases is a part of ongoing research

[163, 178].

For a generic Quantum Field Theory the measure df(αk) associated with a given dia-

gram is not known. However, for the case of Yang-Mills theory the answer has been

worked out in [67] and turns out to be surprisingly simple,

dΩ =
dα1

α1

dα2

α2

. . .
dαm
αm
J N−4 · δ(C · Z) . (3.2.2)

The J -factor is given by the determinant of the adjacency matrix (3.1.23) and the

singularities coming from this part of the measure are closely related to the UV-sector

of the theory. In N = 4 sYM this term is absent and we get a pure dlog-form. From
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the discussion so far it is clear that writing the form (3.2.2) did not depend on the

planarity of the diagram so that the formula is identical to (3.1.16) described in the

planar sector. The goal of this section is to extend the knowledge of the Grassmannian

formulation beyond the Yang–Mills case and find the analogue of (3.2.2) for gravity

on-shell diagrams.

3.2.1 First look: MHV leading singularities

The leading singularities are reduced on-shell diagrams (nδ = 0) associated with on-

shell functions Ω (rather than forms) and they represent codimension 4L cuts of loop

amplitudes. The simplest leading singularities are of MHV-type. In planar N = 4 sYM

they are all equal to the MHV tree-level amplitude given by the Parke-Taylor factor,

PT(123 . . . n) =
1

〈12〉〈23〉〈34〉 . . . 〈n1〉 . (3.2.3)

Beyond the planar limit all MHV leading singularities must be holomorphic functions

F (λ) [36]. Furthermore, it was shown in [112] that all MHV leading singularities can be

decomposed into linear combinations of Parke-Taylor factors with different orderings

σ,

Ω =
∑

σ

cσ PT(σ1σ2 . . . σn) , where cσ = ±1, 0 . (3.2.4)

This representation makes manifest the fact that all singularities are logarithmic as each

Parke-Taylor factor behaves like 1
x

near any singularity and one can infer the existence

of the logarithmic form directly from the expression (3.2.4). Following the same logic,

it is very natural to look at the MHV leading singularities in N = 8 supergravity and

study their expressions in more detail.

Gluing together three-point amplitudes we find some suggestive expressions for a few

simple on-shell diagrams (dropping the overall (super-) momentum conserving δ-functions

in N = 8 supergravity δ4(λ · λ̃)δ16(λ · η̃)),

1 2

34 1

2

3

4

5
1

2

3

4 5

↓ ↓ ↓
[13][24]

〈12〉〈13〉〈14〉〈23〉〈24〉〈34〉
[12][23][45]2

〈12〉〈13〉〈15〉〈23〉〈34〉〈45〉
[12][23][45]2

〈12〉〈14〉〈15〉〈23〉〈34〉〈35〉



130

From these examples one could conjecture that all poles 〈ij〉 are linear and the numera-

tor involves only anti-holomorphic brackets [ij]. However, looking at more complicated

diagrams we learn that this is not the case and one gets both more complicated nu-

merators and higher degree poles in the denominator.

1
2

3

4
5

6

1

2

3

4

5 6

7

↓ ↓
〈5|Q16|2]〈2|Q34|5][16]2[34]2

〈12〉〈23〉〈34〉〈45〉〈56〉〈61〉〈25〉2
[23]2〈1|Q23|4]〈4|Q23|1]〈1|Q67|5]〈1|Q57|6]〈4|Q56|7]2

〈14〉3〈12〉〈15〉〈17〉〈23〉〈34〉〈45〉〈46〉〈56〉〈67〉

Analyzing the data more closely, especially looking at the on-shell solutions for the

momenta of the internal edges, one can make the following statement:

On-shell diagram vanishes if three momenta in a white vertex are collinear.

Concretely, the white vertex already enforces the λ’s to be proportional. If, on top of

that, the λ̃’s become collinear as well (which implies the collinearity of momenta) the

on-shell diagram vanishes. Interestingly, each factor in the numerator of the on-shell

function exactly corresponds to such a condition which is why the number of factors in

the numerators equals the number of white vertices in a given MHV on-shell diagram.

Taking a closer look at the denominator of the expressions one realizes that all factors

which correspond to erasing edges from the on-shell diagram (by sending the momentum

of that edge to zero) are single poles. In contrast, all higher poles (and some single

poles) correspond to sending the momenta of an internal loop to infinity. Such poles

are completely absent in the N = 4 sYM case – this is related to the statement of no

poles at infinity [1, 2, 119] – but in gravity they are present.

To clarify some of these statements, we discuss a concrete example and analyze the
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following on-shell diagram:

1

2

3

4

5

`1 = λ1 Q12·λ3
〈13〉 , `2 = λ5 Q12·λ3

〈35〉 ,

`1 − 1 = 〈23〉
〈13〉λ1λ̃2 , `2 − 5 = 〈34〉

〈35〉λ5λ̃4 ,

`1 −Q12 = 〈12〉
〈13〉λ3λ̃2 , `2 −Q45 = 〈45〉

〈35〉λ3λ̃4 ,

`1 −Q123 = λ3 Q23·λ1
〈13〉 , `1 + `2 = 〈15〉

〈13〉〈35〉λ3 Q12 · λ3 .

Ω =
[12][23][45]2

〈12〉〈13〉〈15〉〈23〉〈34〉〈45〉 . (3.2.5)

As explained above, most of the poles 〈ij〉 correspond to erasing edges in the on-shell

diagram which is equivalent to setting the internal momentum of that edge to zero.

In our example 〈13〉 corresponds to a pole at infinity and on this pole, all momenta

associated with this loop blow up. Finally, let’s look at the structure of the numerator.

Focusing on the white vertex adjacent to external leg 1, the respective on-shell solutions

for `1 and `1−p1 as well as the external leg become collinear when [12] = 0⇒ λ̃2 ∼ λ̃1,

`1
[12]→0−→ ∼ λ1λ̃1, `1−p1

[12]→0−→ ∼ λ1λ̃1. As noted earlier, the gravity on-shell form vanishes

in this limit due to the factor [12] in the numerator. For the remaining white vertices,

a similar analysis recovers all other square brackets [ij] in the numerator of the gravity

form (3.2.5).

We can take these observations as a starting point in the search for the Grassmannian

formulation of gravity on-shell diagrams. We learned that on-shell diagrams can have

multiple poles associated with poles at infinity, and importantly the numerator factor

must capture the curious collinear behavior observed above.

3.2.2 Three point amplitudes with spin s

The most natural starting point for a Grassmannian representation of gravity on-shell

diagrams focuses on the atomic building blocks, the three-point amplitudes, first. We

start with a maximally supersymmetric theory of particles with spin s. In that case, the

amount of supersymmetry is given by N = 4s. As noted before, in massless theories,

the elementary three-point amplitudes are completely fixed by their little group weight

to all orders in perturbation theory (up to an overall constant). In particular, the

three-point MHV-amplitude for spin s particles is given by,

A
(2)
3 =

δ4(P )δ2N (Q)

〈12〉s〈23〉s〈31〉s . (3.2.6)

The on-shell diagram for this amplitude is just a single black vertex to which we can

give a perfect orientation in exactly the same manner as for N = 4 sYM discussed in
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section 3.1.2. We can use exactly the same rules from before to write the C-matrix,

1

2

3

Α2

Α1

Α3 ⇔ C =

(
1 0 α1α3

0 1 α2α3

)
. (3.2.7)

Here we purposely do not choose any GL(1)v gauge fixing in the vertex because gauge-

independence will be one of our criteria for finding the correct formula. The first step

towards the Grassmannian representation of (3.2.6) is to write the linearized delta

functions, which have a very similar form to (3.1.17),

δ(2×2)(C · λ̃) δ(1×2)(C⊥ · λ) δ(2×N )(C · η̃) =
1

α2
3〈12〉N−1

δ(4)(P )δ(2N )(Q) . (3.2.8)

Using the two bosonic delta-functions from δ(1×2)(C⊥ · λ), we can solve for two of the

auxiliary αk variables,

α1 =
〈23〉
α3〈12〉 , α2 =

〈13〉
α3〈12〉 . (3.2.9)

The general form of the Grassmannian representation of (3.2.6), for which the measure

depends only on the αk-variables and is permutation invariant in all three legs, is

dΩσ =
dα1

ασ1

dα2

ασ2

dα3

ασ3
δ(2×2)(C · λ̃) δ(1×2)(C⊥ · λ) δ(2×N )(C · η̃) , (3.2.10)

for some integer σ. We can plug (3.2.8) and (3.2.9) into (3.2.10) to get

dΩσ =
dα3

α2−σ
3

· δ(4)(P )δ(2N )(Q)

〈12〉N−1−2σ〈23〉σ〈31〉σ . (3.2.11)

This expression must be permutation invariant in 〈12〉, 〈23〉, 〈31〉 and independent of

the gauge-choice for α3. In order to ensure GL(1)-invariance, dα3

α3
has to factor out as

the volume of GL(1)-transformations. These two requirements leave us with a unique

choice: σ = s = 1 which corresponds to N = 4 sYM with the logarithmic measure.

Of course, one can also make a special choice, α3 = 1
〈12〉 so that α1 = 〈23〉, α2 = 〈13〉,

which allows us to write any three point amplitude (3.2.6) using edge variables only.

But our goal is to find a form which is independent of any such choices. Consequently,

the form (3.2.10) is not able to reproduce the gravity or any higher spin three-point

amplitude.
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The natural modification of the form (3.2.10) involves some dimensionful, permutation

invariant object ∆. The δ(C⊥ · λ) allows us to relate α1λ1 +α2λ2 + 1
α3
λ3 = 0 which we

use in the definition of ∆ as follows:

∆ ≡ 〈AB〉 = 〈BE〉 = 〈EA〉 where A = α1λ1, B = α2λ2, E =
1

α3

λ3 . (3.2.12)

Note that this object has exactly the property suggested by our study of MHV leading

singularities: it vanishes when all three momenta are collinear. Now we consider a form

dΩ =
∆ρ · dα1 dα2 dα3

ασ11 α
σ2
2 α

σ3
3

δ(2×2)(C · λ̃) δ(1×2)(C⊥ · λ) δ(2×N )(C · η̃) . (3.2.13)

Repeating the same exercise that led to (3.2.11) by solving for edge variables, convert-

ing the delta functions, imposing permutation invariance and the independence on α3

uniquely fixes ρ = s− 1 and σ1 = σ2 = σ3 = 2s− 1. The modified form becomes

dΩs =
∆s−1 · dα1 dα2 dα3

α2s−1
1 α2s−1

2 α2s−1
3

δ(2×2)(C · λ̃) δ(1×2)(C⊥ · λ) δ(2×N )(C · η̃) , (3.2.14)

which is a Grassmannian representation of (3.2.6). We would find the same unique

solution even if we consider ∆ = 〈12〉 or any other function of α1, α2, α3 and 〈12〉 (〈23〉
and 〈13〉 are proportional to 〈12〉 and α’s). Note that this formula is well defined for

all integer spins s and maximal supersymmetry N = 4s. In particular, for s = 1 it

reproduces the logarithmic form of N = 4 sYM.

There is an analogous Grassmannian representation for the MHV (k = 1) three-point

amplitudes,

1

2

3

Α2

Α1

Α3
, C =

(
α1α3 α2α3 1

)
. (3.2.15)

which can be encoded by the form,

dΩ̃s =
∆̃s−1 · dα1 dα2 dα3

α2s−1
1 α2s−1

2 α2s−1
3

δ(1×2)(C · λ̃) δ(2×2)(C⊥ · λ) δ(1×N )(C · η̃) , (3.2.16)

where ∆̃ = [AB] = [BE] = [EA] with A = α1λ̃1, B = α2λ̃2 and E = 1
α3
λ̃3.
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3.2.3 Grassmannian formula

Equipped with the Grassmannian representation of the three-point amplitudes (3.2.14)

and (3.2.16), we can write the Grassmannian representation for any spin s on-shell

diagram. Much like in N = 4 sYM, using the amalgamation procedure [67] to glue the

three-point vertices into larger diagrams, we write the form in terms of edge variables,

dΩs = Γ · dα1 dα2 . . . dαd

α2s−1
1 α2s−1

2 . . . α2s−1
d

·
∏

b∈Bv
∆s−1
b ·

∏

w∈Wv

∆̃s−1
w (3.2.17)

× J N−4 · δ(k×2)(C · λ̃) δ((n−k)×2)(C⊥ · λ) δ(k×N )(C · η̃) ,

where Γ denotes any color factor/coupling constant associated with the diagram. The

products of ∆b and ∆̃w are associated with the set of black (Bv) and white (Wv)

vertices respectively. They can be easily calculated using edge variables and external

spinor-helicity variables. We are going to show some explicit examples in section 3.3.

Note that the Jacobian factor J is the same as for N < 4 sYM on-shell diagrams

(3.1.22). The reason is that it originates from rewriting the (super-)momentum con-

serving delta functions in the linearized form using the C-matrix. In particular, it does

not depend on the measure df(αk) in (3.2.1) and therefore is the same for theories of

arbitrary spin and number of supersymmetries. However, depending on the number

of fermionic delta functions related to the amount of supersymmetry N , the respec-

tive power J N−4 changes and for N = 4 always cancels. While the formula has been

originally derived for N = 4s it is actually valid for any s and any N , so it also cap-

tures theories with lower supersymmetries. The reason is that J comes from solving

the delta functions in the gluing three point vertices and also depends on the number

supersymmetries, not the measure for a given theory.

Before proceeding further, note that the on-shell diagrams for spin s > 2 make perfect

sense as they are obtained from gluing elementary three point amplitudes together –

which in turn are well defined. However, in Minkowski space, we know that there are no

consistent long range forces mediated by spin s > 2 particles [179, 180]. From the point

of on-shell diagrams, we can see that s = 1, 2 are special if we look at the identity moves

on on-shell diagrams. There are two moves satisfied by planar on-shell diagrams: the

square move (3.1.6) and merge-expand (3.1.5). These moves leave invariant the cell in

the positive Grassmannian G+(k, n) as well as the logarithmic form dΩ which calculates

the value of the on-shell diagram in N = 4 sYM theory.

The content of the first move is the parity symmetry of a four point amplitude, and it

does not really depend on planarity. Indeed, calculating the four point on-shell diagram
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(3.1.11)(a) we find that for general s it is equal to

Ωs =

(
[12][24]

〈13〉〈34〉

)s−1

· δ
(4)(P )δ(2N )(Q)

〈12〉〈23〉〈34〉〈41〉 , (3.2.18)

which is indeed invariant under the parity flip due to the totally crossing symmetric

prefactor.

The merge-expand move gets modified beyond the planar limit. In fact, it is not a

two-term relation (3.1.5) but now involves a third (non-planar) contribution,

0 =

1 2

34

+

1 2

34

−

1 2

34

Calculating all three diagrams either by gluing three point amplitudes or using the

Grassmannian formula (3.2.17) we find that the invariance under this move requires

Γs(〈12〉〈34〉)s−1 + Γt(〈14〉〈23〉)s−1 = Γu(〈13〉〈24〉)s−1 (3.2.19)

where Γk are the group factors for s-, t- and u-channels. There are only two solutions

to this equation: either s = 1 and Γs + Γt = Γu, which is nothing but the Jacobi

identity for the color factors Γs = f 12af 34a, Γt = f 14af 23a, Γu = f 13af 24a. Here we

easily recognize N = 4 sYM. The other option for which the merge-expand move holds

is s = 2 and Γs = Γt = Γu (and equal to some constant) due to the Shouten identity.

This case corresponds to N = 8 supergravity. All higher spin cases (as well as for

s = 0) are not consistent with the merge-expand move.

The merge-expand move is not an essential property of on-shell diagrams, indeed the

N < 4 SYM diagrams do not satisfy it. But for maximally supersymmetric theories it

seems like a good guide when the theory is healthy. From now on, we will focus on the

s = 2 case of N = 8 supergravity. For this theory, the Grassmannian representation

becomes

dΩ =
dα1 dα2 . . . dαd
α3

1α
3
2 . . . α

3
d

∏

b∈Bv
∆b

∏

w∈Wv

∆̃w (3.2.20)

× J 4 · δ(k×2)(C · λ̃) δ((n−k)×2)(C⊥ · λ) δ(k×8)(C · η̃) .

Note that a similar formula is valid forN < 8 SUGRA subject to the simple replacement

J 4 → J N−4. In these cases we also have to sum over all possible orientations of internal

edges, in complete analogy to the Yang-Mills case.
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3.3 Properties of gravity on-shell diagrams

In this section we are going to elaborate on the Grassmannian formula for gravity

(3.2.20) obtained in the last section. We will show in examples how to use the formula

to calculate particular on-shell diagrams and comment on their properties.

3.3.1 Calculating on-shell diagrams

After deriving the Grassmannian formulation for on-shell diagrams inN = 8 supergravity

in an abstract setting, let’s consider a few concrete examples to show that we can re-

produce the correct values of the on-shell functions derived before. As a first non-trivial

example, we consider a reduced on-shell diagram for five external particles. For the

construction of the C-matrix, we chose a convenient perfect orientation. Of course, the

final result will be independent of the particular choice. Since we were able to choose

a perfect orientation without any closed loops, the Jacobian factor J in Eq. (3.1.22)

from converting between vertex- and edge-variables is trivial, J = 1.

In complete analogy to the Yang Mills case, we have used the GL(1)v-freedom from

all vertices to gauge fix several of the edge-weights to 1. Starting from the gauge-fixed

on-shell diagram, we can follow the same rules described in Sec. 3.1.2 to construct the

boundary-measurement matrix C by summing over paths from sources to sinks and

multiplying the edge weights along the path.

1

2

3

4

5

Α3Α2

Α4

Α5

Α6

Α1

B1

B2
B3

W1
W2

W3
W4

C =

(
1 α1 + α2α6 α6 α3α6 0

0 α5α6α2 α5α6 α4 + α3α5α6 1

)
(3.3.1)

The orthogonal matrix C⊥ is then given by

C⊥ =



−(α1 + α2α6) 1 0 0 −α5α6α2

−α6 0 1 0 −α5α6

−α3α6 0 0 1 −(α4 + α3α5α6)


 . (3.3.2)

We can use the δ(3×2)(C⊥ · λ) delta-functions to solve for all edge variables αi,

α1 =
〈23〉
〈13〉 , α2 =

〈12〉
〈13〉 , α3 =

〈45〉
〈35〉 , α4 =

〈34〉
〈35〉 , α5 =

〈13〉
〈35〉 , α6 =

〈35〉
〈15〉 . (3.3.3)
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Solving for all the αi induces a Jacobian JC⊥·λ = (〈35〉2〈13〉)−1
. Plugging these solutions

αi = α∗i back into the remaining δ-functions, we find,

δ(2×2)(C · λ̃) = 〈15〉2δ4(λ · λ̃) , δ(2×N )(C · η̃) =
1

〈15〉N δ
2N (λ · η̃) . (3.3.4)

As a quick sanity check, we can recover the N = 4 sYM result,

dΩN=4 =
6∏

i=1

dαi
αi
δ(2×2)(C · λ̃)δ(3×2)(C⊥ · λ)δ(2×4)(C · η̃)

= PT(12345) δ(4)(λ · λ̃)δ(2×4)(λ · η̃) . (3.3.5)

The only missing ingredient for the gravity result are the various ∆b and ∆̃w factors

required in the definition of the measure (3.2.20). In order to calculate ∆b and ∆̃w

the knowledge of the adjacent λ and λ̃ are required. Naively one could think that one

has to solve for all internal momenta explicitly in order to construct the ∆’s and ∆̃’s.

However, the on-shell diagram knows about all relations between the internal λ’s and

λ̃’s and the external kinematic data automatically. That is the point of constructing

the C matrix using the paths and there are simple rules how to read off ∆b and ∆̃w

directly from the diagram.

Let us first formulate the rule for the white vertices ∆̃w, which is defined as a contraction

of two incoming λ̃ spinors in the vertex,

∆̃w = [λ̃A λ̃B] . (3.3.6)

This naively depends on the split of the internal momenta pI = λI λ̃I into spinors as

well as the choice which two of the λ̃’s to pick. However the on-shell diagram gives

us the correct split automatically, similar to how it is provided in the delta functions

(3.2.20). Furthermore, since the λ̃-spinor is conserved in each vertex —which is exactly

the purpose of the linearized delta functions— it does not matter which two we pick.

Following the rules used in the construction of the C-matrix, we choose two of the

outgoing λ̃. Then we track each of them back to the external momenta following the

rules:

If we hit a black vertex we follow the path, and if we hit a white vertex we sum over

both paths. At each step we multiply by the edge variables on the way.

Note that this is exactly how the C-matrix is constructed, except that there we start

with the incoming external legs rather than with the legs attached to an internal vertex.
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In case of closed internal loops, it might be necessary to sum a geometric series as in

the construction of the C-matrix.

The rule for ∆b is similar, it is a contraction of two λ spinors,

∆b = 〈λA λB〉. (3.3.7)

Now we choose the two incoming arrows in the black vertex and trace them back to

external legs going against the arrows rather than following the arrows. This can be

trivially understood from the linearized delta functions, where the λ̃ spinors are coupled

to the C-matrix but the λ spinors are coupled to the C⊥, which can be thought of as

the C-matrix for on-shell diagrams where all black and white vertices as well as all

arrows are flipped.

In our example (3.3.1), let us start with the white vertices. Following the arrows from

the vertex W1 we leave the diagram via the sinks, and the spinors are

λ̃A = α4λ̃4, λ̃B = α5α6(α3λ̃4 + λ̃3 + α2λ̃2) , (3.3.8)

corresponding to ∆̃1,

∆̃1 = [λ̃A λ̃B] = −α4α5α6([34] + α2[24]) . (3.3.9)

Similarly, for the other vertices we get,

∆̃2 = α1(α3[24] + [23]), ∆̃3 = α2[23], ∆̃4 = α3([34] + α2[24]). (3.3.10)

For the black vertices we just go against the arrows and leave the diagram via the

sources.

∆1 = α3α4α6〈15〉, ∆2 = α5〈15〉, ∆3 = α1α2α5α6〈15〉 . (3.3.11)

Collecting all terms in (3.2.20) our formula for the on-shell diagram is (omitting dαk)

dΩ=
([23]+α3[24])2([34]+α2[34])[23]〈15〉3

α1α2α3α4

δ(2×2)(C · λ̃)δ(3×2)(C⊥ · λ)δ(2×8)(C · η̃) .

(3.3.12)

Substituting the solutions for the edge variables (3.3.3), converting the δ-functions and

including the Jacobians reproduces the same gravity result (3.2.5) we obtained from

gluing three-point amplitudes directly,

dΩ =
[12][23][45]2

〈12〉〈23〉〈34〉〈45〉〈51〉〈13〉δ
4(λ · λ̃)δ16(λ · η̃) . (3.3.13)

Note that the formula (3.3.12) has only single poles in αk in contrast to the cubic poles

in the general form (3.2.20). We will expand on this point later in this section.



139

3.3.2 More examples

So far we have mostly considered simple MHV examples. Here we would like to stress

that our Grassmannian formulation for gravity on-shell diagrams is not restricted to the

MHV sector but works for arbitrary k as well. To illustrate this point, let us consider

a simple NMHV on-shell diagram,

Α8Α7

Α6
Α5

Α4Α3

Α1
1

2 3

4

56

Α2

⇔

C =




1 α1 0 0 0 α2

0 α6 1 α5 0 α6α7

0 α6α8 0 α4 1 α3 + α6α7α8




C⊥ =



−α1 1 −α6 0 −α6α8 0

0 0 −α5 1 −α4 0

−α2 0 −α6α7 0 −(α3 + α6α7α8) 1


 .

Here we are going to have additional fermionic δ-functions which exactly give us eight

extra powers of η̃ required for NMHV on-shell functions. Solving the bosonic δ-functions

for the edge variables we find,

α1 = − [16]

[26]
, α2 =

[12]

[26]
, α3 =

s345

〈5|Q345|6]
, α4 =

〈34〉
〈35〉 , α5 =

〈45〉
〈35〉 ,

. α6 =
〈5|Q345|6]

〈35〉[26]
, α7 = −〈5|Q345|2]

〈5|Q345|6]
, α8 = −〈3|Q345|6]

〈5|Q345|6]
.

Converting the δ-functions,

δ(C · Z) =
[26]〈35〉 ∏8

i=1 δ(αi−α∗i )
〈5|Q345|6]〈35〉8[26]8

δ4(P )δ16(Q)δ8([26]η̃1 + [61]η̃2 + [12]η̃6) , (3.3.14)

and writing all numerator factors ∆bi , ∆̃wj exactly as before, the on-shell function is,

dΩ =
〈12〉〈16〉[34][45] δ8([26]η̃1 + [61]η̃2 + [12]η̃6)

[12][26][61]s345〈34〉〈45〉〈53〉〈5|Q345|2]〈3|Q345|6]
δ4(P )δ16(Q) . (3.3.15)

As a further example, we can check that our Grassmannian formula for gravity on-shell

diagrams also reproduces the correct result in cases where the graphs are non-reduced,

i.e. contain additional degrees of freedom not localized by the bosonic δ-functions. The
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simplest case to consider is the following:

1 2

34

Α1

Α2

Α3 Α4

Α5

⇔
C =

(
1 0 α3α4α5 α1 + α2α3

0 1 α4 + α3α5 α3

)

C⊥ =

( −α2α3α5 −(α4 + α3α5) 1 0

−(α1 + α2α3) −α3 0 1

)
.

Choosing α1 to be the free parameter, we solve for the remaining edge-variables:

α2 =
〈42〉 − α1〈12〉
〈14〉 , α3 =

〈14〉
〈12〉 , α4 =

〈43〉 − α1〈13〉
〈42〉 − α1〈12〉 , α5 =

〈32〉
〈42〉 − α1〈12〉 .

As a cross check, we can again look at the Yang–Mills result dΩYM = 1
α1〈12〉〈14〉〈23〉(〈43〉−α1〈13〉) ,

which agrees with the form found earlier in (3.1.4) once we identify α1 ↔ −z.

The gravity result can be obtained using our rules from the previous sections,

dΩ =
[24][23][41]

α1〈12〉〈13〉〈23〉〈41〉(〈43〉 − α1〈13〉)δ
4(P )δ16(Q) (3.3.16)

All previous examples were in the context of maximal supersymmetry. Here we will

explicitly consider a non-supersymmetric case to demonstrate that our Grassmannian

formula also holds there. Since the only difference to the maximally supersymmetric

theory is the Jacobian J for on-shell diagrams with a perfect orientation containing

closed internal cycles (c.f. (3.2.20)), we look at the simplest diagrams:

1 2

34

Α3

Α2Α4

Α1

⇔
C(a) =(

α2α3α4δa 1 α2δa 0

α4δa 0 α4α1α2δa 1

)

1 2

34

Β1

Β2

Β3

Β4 ⇔
C(b) =(

β1δb 1 β1β4β3δb 0

β3β2β1δb 0 β3δb 1

)

As mentioned before, in order to obtain the correct result, we have to sum over all pos-

sible orientations of the internal loop which is why we include both diagrams. Introduc-

ing the usual short-hand notation for the geometric series δa = (1− α1 · · ·α4)−1, δb =

(1− β1 · · · β4)−1 and solving for the edge variables, we find

δ(C(a)·Z) =
〈24〉4 δ4(P )

〈12〉2〈34〉2 δ
[
α1+
〈23〉
〈13〉

]
δ

[
α2−

〈13〉
〈12〉

]
δ

[
α3+
〈14〉
〈13〉

]
δ

[
α4+
〈13〉
〈34〉

]
,

(3.3.17)
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δ(C(b)·Z) =
〈24〉4 δ4(P )

〈14〉2〈23〉2 δ
[
β1−
〈13〉
〈23〉

]
δ

[
β2−
〈21〉
〈13〉

]
δ

[
β3−
〈13〉
〈14〉

]
δ

[
β4−
〈34〉
〈13〉

]
.

(3.3.18)

We can easily find the respective numerators and Jacobians J (3.1.22) required for our

gravity formula (3.2.20),

N (a) = α2
1α

2
3s

2
12 , J (a) = 1− α1α2α3α4 , N (b) = β2

2β
2
4s

2
14 , J (b) = 1− β1β2β3β4 ,

to put everything together (N = 0⇔ J −4),

dΩN=0 =
〈24〉4
〈13〉4

(
s2

12

〈12〉〈34〉
〈14〉〈23〉

[〈13〉〈24〉
〈12〉〈34〉

]−4

+ s2
14

〈14〉〈23〉
〈12〉〈34〉

[〈13〉〈24〉
〈14〉〈23〉

]−4
)
δ4(P ) ,

(3.3.19)

which agrees with the formula obtained by simply gluing three-point amplitudes to-

gether. This serves as a further verification of our Grassmannian formula for gravity

on-shell diagrams (3.2.20).

3.3.3 Structure of singularities

There are two different types of singularities of on-shell diagrams. In terms of edge-

variables, these are αk → 0 or αk →∞ which correspond to either erasing edges or are

associated with poles at infinity when all on-shell momenta in a given loop are located

at `→∞.

Let us show the different cases for the on-shell diagram discussed in previous sub-

sections, and also calculated in section 3.1. when we first looked at gravity on-shell

diagrams.

1

2

3

4

5

Α3
Α2

Α4
Α5

Α6

Α1

`1 = λ1 Q12·λ3
〈13〉 , `2 = λ5 Q12·λ3

〈35〉 ,

`1 − 1 = 〈23〉
〈13〉λ1λ̃2 , `2 − 5 = 〈34〉

〈35〉λ5λ̃4 ,

`1 −Q12 = 〈12〉
〈13〉λ3λ̃2 , `2 −Q45 = 〈45〉

〈35〉λ3λ̃4 ,

`1 −Q123 = λ3 Q23·λ1
〈13〉 , `1 + `2 = 〈15〉

〈13〉〈35〉λ3 Q12 · λ3 .

α1 =
〈23〉
〈13〉 , α2 =

〈12〉
〈13〉 , α3 =

〈45〉
〈35〉 , α4 =

〈34〉
〈35〉 , α5 =

〈13〉
〈35〉 , α6 =

〈35〉
〈15〉 .

Here we can see that four of the edge variables, α1, α2, α3, and α4, directly parametrize

the momentum flow in a given edge. If we send one of them to zero, the zero momentum
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flow effectively erases that edge. Similarly, sending α6 → ∞ erases the corresponding

(`1 + `2)-edge. Whether the location of the pole is at 0 or ∞ is determined by the

orientation of the arrow on the edge, flipping the orientation of the arrow inverts the

edge variable αk → 1
αk

and the location of the pole changes. Independent of the details

of the orientation, the important statement is that all of the discussed edges are erasable

by sending αk → 0 or ∞. Note that the edge corresponding to α5 is not erasable. The

reason is that if we tried to erase this edge, the remaining diagram would enforce both

[45] = 〈13〉 = 0, which imposes too many constraints. In fact, sending α5 → 0 or ∞
blows up one of the loops with `1 → ∞ or `2 → ∞. The same happens if we set α1,

α2, α3, α4 to infinity or α6 to zero. In the example above, we have already chosen a

particular GL(1)v gauge-fixing, corresponding to the fact that some edge-variables are

set to 1. For a different gauge-fixing we could analyze these edges as well, leading to

the same set of erasable edges described above.

In the case of N = 4 sYM theory the form is logarithmic in all edge variables inde-

pendent whether an edge is erasable or not. Furthermore, the final expression does

not contain any poles that send loop-momenta to infinity so that all singularities cor-

respond to erasing edges only. This is an important distinction to N = 8 supergravity,

where poles at infinity do appear.

Let us investigate the properties of our Grassmannian form for gravity on-shell diagrams

a little more closely. First, it is relatively easy to see that the form (3.2.20) has only

linear poles for αk → 0, when the corresponding edge is erasable. The denominator

contains the third power of this edge variable, α3
k but the numerator always generates

two powers leaving only a single pole. We remove the erasable edge in the on-shell

diagram for αk → 0 if the arrow points from a white to a black vertex, while it is

erased by αk → ∞ if the arrow points from a black to a white vertex. The edges

between same colored vertices are never removable.

Λ
�

A

ΑΛ
�

B
W1 B1

ΛA ΛB

The numerator for such subgraph is given by the products of ∆b and ∆̃w. Based on our

rules, we have ∆b1 = 〈λAλB〉 ∼ α and ∆̃w1 = [λ̃Aλ̃B] ∼ α, while all other ∆b and ∆̃w

do not depend on α. Therefore the numerator generates ∼ α2. We can also consider
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a modification of the subgraph by adding another white vertex (or in general a chain

of white vertices), or consider some more distant vertex and look if they can possibly

generate additional α factors in the numerator,

Α

W1 B1

W2

Α

W1 B1

W3

In both cases the numerator will have further α-dependence but in either situation, it

will look like ∆̃w2, ∆̃w3 ∼ α(. . . )+(. . . ) and the linearity of the pole in α is not changed.

The argument for erasable edges would be similar when the arrow points from black to

white vertex. The only difference is that we have to keep track of the pole α→∞ but

we would again find a linear pole only. Alternatively, we can take the same diagram

and consider a different perfect orientation in which the arrow again points from white

to black so that the pole is localized at zero. As a result, all poles corresponding to

erasable edges are linear. This immediately implies that all higher poles (including

some simple poles) correspond to poles at infinity, when internal on-shell momenta in

one or more loops are sent to infinity.

Bubbles

Let us comment on one important property of gravity on-shell diagrams which is a

trivial consequence of the formula (3.2.20): any internal bubble vanishes. Let us

consider a diagram with an internal bubble.

1 1
ΛI

ΛJ

Λ
�

I

Λ
�

J

Independent of the rest of the diagram, the perfect orientation chosen and the directions

of arrows, the numerator factors ∆b and ∆̃w vanish for both vertices separately. All

λ̃’s in the black vertex are proportional, and so are all λ’s in the white vertex, which

implies that λ1 ∼ λI ∼ λJ and λ̃1 ∼ λ̃I ∼ λ̃J and ∆b = ∆̃w = 0.
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This fact will have dramatic consequences on properties of loop amplitudes. We will

discuss them in greater detail in the next section. Furthermore, there is one interesting

aspect related to vanishing bubbles: in planar N = 4 sYM, the loop integrand is

expressed in terms of on-shell diagrams containing bubbles. In fact, via equivalence

moves, one can show that four bubbles built the four degrees of freedom of the off-shell

loop momentum for each loop [67]. We do not have any recursion relations in the

gravity case (as well as in N = 4 sYM beyond the planar limit) but if such formulation

exists, it must take this fact into account. In the planar case we could always use the

identity moves to eliminate the bubble from the diagram in the form (see figure above).

The non-planar identity moves for N = 8 SUGRA (and also non-planar N = 4 SYM)

are different, which might lead to a different role of bubbles in the loop integrand.

3.4 From on-shell diagrams to scattering amplitudes

In the last sections we initiated a detailed study of gravity on-shell diagrams and gave

their Grassmannian representation. This formula (3.2.20) exhibited some interesting

properties: (a) higher poles associated with sending internal momenta to infinity and

(b) vanishing whenever three momenta in any vertex become collinear. As it was

stressed several times, the on-shell diagrams represent cuts of loop integrands and they

contain a considerable amount of information about the structure of loop amplitudes

themselves even though we do not yet know how to express the integrand directly in

terms of on-shell diagrams. There are two obvious paths beyond the well-understood

case of planar N = 4 sYM theory: (i) going to lower supersymmetry or (ii) going

non-planar. The recursion relations for planar non-supersymmetric Yang-Mills theory

suffers from divergencies in the forward limit term. Resolving that problem is an active

area of research [181] and it appears to be a question of properly defining the forward

limit term in these theories rather than some fundamental obstruction.

The extension to non-planar theories, even with maximal supersymmetry, seems more

difficult because it is not even clear which object should recurse in the first place.

Beyond the planar limit we do not have global variables and loop momenta are normally

associated with individual diagrams in the Feynman expansion, or its refined version

using a set of integrals in the unitarity method. Therefore it is not clear how to associate

the ”loop-momentum” degrees of freedom with those in on-shell diagrams or how to

cancel spurious poles. Making progress on this problem would certainly open doors to

many new directions of research. However, even without having the recursion relations

at hand, there is an immediate question one can ask:

Does the loop amplitude have the same properties as individual on-shell diagrams?
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This analysis was done in particular examples for amplitudes in full non-planar N =

4 sYM theory and the answer is positive [1, 2, 119]. Additionally, many of the structures

present in the planar limit seem to survive in non-planar amplitudes despite the absence

of good kinematic variables. We review this progress in the next subsection and then

motivated by this success we will test the properties found for gravity on-shell diagrams

on explicit expressions for gravity amplitudes.

3.4.1 Non-planar N = 4 sYM amplitudes

In the N = 4 sYM case we are able to take the step to non-planar amplitudes. On

one hand we have a detailed understanding of the planar sector of the theory and

the properties of the amplitudes: logarithmic singularities, dual conformal [41–43] and

Yangian [44] symmetries as well as the Amplituhedron [18] construction. On the other

hand, we have the non-planar on-shell diagrams which have logarithmic singularities,

and for MHV leading singularities we even know that they are expressed in terms of

planar ones.

All these ingredients lead to the following conjectures [1, 2, 119]:

• The loop amplitudes have only logarithmic singularities, as in the planar

limit. For k > 4 (perhaps even for lower k) we expect the presence of elliptic cuts

but at least for k = 2 the logarithmic singularities must be present directly in

momentum space.

• There are no poles at infinity. This was one of the consequence of the dual

conformal symmetry of planar amplitudes, but also motivated by the observation

about MHV leading singularities.

These conjectures were tested in [1, 2, 119] on the four-point amplitudes at two- and

three-loops, and on the five-point amplitude at two-loops. These tests rely on a two-

step process. First one constructs the basis of integrals Ik with the above two properties

(also with unit leading singularities) and second one expands the loop amplitudes in

this basis. The correctness of the result is guaranteed by satisfying all unitarity cuts.

A =
∑

k

ckIk (3.4.1)

As was argued in [1, 2] this is a strong evidence for a new hidden symmetry (analogue

of dual conformal symmetry) in the full N = 4 sYM theory.

Finally, the step towards the geometric Amplituhedron-like construction was also made

in [2]. The presence of logarithmic singularities only was one of the ingredients of the



146

Amplituhedron, where the dlog forms can be thought of as volumes in the Grass-

mannian. Moreover, motivated by the work [154] it was checked that all coefficients

ck in (3.4.1) can be fixed only from vanishing cuts. This means that the full ampli-

tude is fixed entirely by homogeneous conditions providing nontrivial evidence for an

Amplituhedron-type geometric formulation.

Motivated by this success we can now turn to gravity and see what structures we can

carry over from on-shell diagrams directly to the amplitude. In particular, we want to

test two statements:

• All singularities are logarithmic unless it is a pole at infinity.

• The amplitude vanishes on all collinear cuts.

The first statement is motivated by the singularity structure of gravity on-shell diagrams

described in Sec. 3.3.3. There, we saw that certain single poles correspond to erasable

edges, and all higher poles are associated with sending internal momenta to infinity.

The second statement is the crucial ingredient in the Grassmannian formula (3.2.20)

and checking it for gravity amplitudes will be a main result of this section.

3.4.2 Gravity from Yang-Mills

The relation between scattering amplitudes in Yang-Mills theory and gravity has been

a long standing area of research starting by the work of Kawai, Lewellen, and Tye

(KLT) [182], to the recent discovery of Bern, Carrasco and Johansson (BCJ) [113, 114].

The BCJ-relations state that there exists a representation of the Yang-Mills amplitude

(with or without supersymmetry) in terms of cubic graphs,

AYM =
∑

i∈cubic

nici
si

, (3.4.2)

where ni are kinematic numerators, ci are color factors and si is the denominator of

the cubic graph given by Feynman propagators BCJ [113, 114] states that whenever

the color factors ci satisfy the Jacobi identity ci + cj = ck then the numerators satisfy

the same relation ni + nj = nk. Once we have (3.4.2) the gravity amplitude can be

then obtained by the simple formula15,

MGR =
∑

i∈cubic

niñi
si

, (3.4.3)

15There is a natural identification of coupling constants which does not play a role in our discussion

and we suppress them altogether.
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where the set of numerators ñi do not necessarily have to satisfy the Jacobi relation, i.e.

they can belong to a non-BCJ representation of the Yang-Mills amplitude. If we start

with two copies ofN = 4 sYM then we obtain anN = 8 supergravity amplitude. There

is a dictionary for the squaring relations between amplitudes in lower supersymmetric

theories with different matter content (see e.g. [183]) and even for some effective field

theories [184]. The BCJ-relations are a conjecture which was proven for tree-level

amplitudes and tested up to high loop order for loop amplitudes (there it is a statement

about integrands).

In order to prove that the amplitudes in N = 8 supergravity have only logarithmic

singularities (except poles at infinity) we first assume the loop BCJ-relations (3.4.3)

and also the statement that the N = 4 sYM amplitudes can always be expressed in

(3.4.1) where all basis integrals Ik have only logarithmic singularities. This is certainly

true up to high loop order [1, 2, 119] and it is reasonable to assume it holds to all

loops. Then we can use one copy of the Yang-Mills amplitude written in this manifest

dlog form, and the other copy written in the BCJ-form (3.4.2). The gravity amplitude

is then given by (3.4.3). While the numerator in the dlog form ñi already guarantees

that term-by-term all singularities are logarithmic in the Yang-Mills amplitude, then

the expression (3.4.3) will also have only logarithmic singularities term-by-term. This

is not true for poles at infinity, as adding the extra numerator ni introduces further

loop momentum dependence in the numerator, but for finite ` all singularities stay

logarithmic. This argument was already used in [1] but we repeat it here because it is

in perfect agreement with the results we get from the gravity on-shell diagrams.

Let us comment on the poles at infinity explicitly. The on-shell diagrams have higher

poles at infinite momentum and this is what we also expect from the BCJ-form (3.4.3) as

adding two copies of ni increases the power counting in the numerator. Indeed, looking

at the explicit results we can see that the loop amplitudes in N = 8 supergravity do

have poles at infinity. The simplest example is the 3-loop four-point amplitude. The

cut represented by the following (non-reduced) on-shell diagram,

1 2

34

a→0−→

1 2

34

∼
∫
dz

z
× F (�Az) , (3.4.4)

has a pole at z → ∞, corresponding to ` → ∞. The detailed expression for the

z-independent function F (�Az) is not particularly illuminating but can be obtained by
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either gluing together tree-amplitudes or by evaluating the known representation of

the gravity amplitude [128] on the cut. Starting with the cut on the left hand side of

(3.4.4), the relevant loop momentum ` is parameterized by two degrees of freedom, a

and z,

`(a, z) = (1− a)λ1λ̃1 + aλ2λ̃2 +
a(1− a)

z
λ2λ̃1 + zλ1λ̃2 .

By localizing a→ 0, we go to the maximal cut and select a unique contribution where

no further cancellations are possible. Since we are on the maximal cut, the gravity

numerator in the diagrammatic expansion of the amplitude can be obtained by squaring

the respective N = 4 sYM numerator of any representation and we take [1],

NGR
∣∣∣
cut
∼ stuMtree

4 ·
[
s(`+ p4)2

]2∣∣∣
cut
,

where stuMtree
4 =

(
[34][41]
〈12〉〈23〉

)2

is the totally crossing symmetric prefactor depending on

external kinematics only. The important observation is that the integrand in (3.4.4)

behaves like dz
z

leading to the pole at infinity in `(z) → ∞. At higher loops we even

get multiple poles at infinity [1]. In general, poles at infinity can indicate potential

UV-divergencies after integration as is the case for the bubble integral. However, a

direct association of poles at infinity with a UV-divergence is not possible. The triangle

integral for example also has a pole at infinity but it is UV-finite. Finding a precise rule

between the interplay of poles at infinity and the UV-behavior of gravity amplitudes is

an active area of research and would have a direct bearing on the UV-finiteness question

of N = 8 supergravity [185].

3.4.3 Collinear behavior

Based on the numerator factors in the Grassmannian formula for gravity on-shell dia-

grams (3.2.20) it is natural to conjecture that the residue of loop amplitudes on cuts

that involve a three-point vertex (where the grey blob is any tree or loop amplitude),

factorize in a particular way,

M = 〈`1 `2〉 · R for MHV vertex, i.e. λ̃`1 ∼ λ̃`2 ∼ λ̃`3 , (3.4.5)
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M = [`1 `2] · R for MHV vertex, i.e. λ`1 ∼ λ`2 ∼ λ`3 , (3.4.6)

where R and R are functions regular in 〈`1`2〉 and [`1`2] respectively. If both `1 and `2

are external particles this reduces to the well known behavior of gravity amplitudes in

the collinear limit [165, 186],

M∼ [12]

〈12〉 · M̃ for 〈12〉 → 0, M∼ 〈12〉
[12]
· M̃ for [12]→ 0 . (3.4.7)

Let us stress that our claim is more general as one or both of the `k can be loop

momenta and there is no such statement available in the literature. It is fair to say

that this statement does not follow from formula (3.2.20) for on-shell diagrams but it is

rather motivated by it. The reason is that the lower cuts can not be directly written as

the sums of on-shell diagrams. There are some extra 1/sij factors one has to add when

going from on-shell diagram to generalized cuts, and therefore our statement does not

immediately apply to the other cuts. If we calculate the residue of the amplitude on

the cut when the three point amplitude (say MHV) factorizes then this piece factorizes

〈`1`2〉 but it is not guaranteed that the rest of the diagram does not give additional
1

〈`1`2〉 and cancel this factor. This does not happen in the case of on-shell diagrams but

it could for generalized cuts. Our conjecture is that indeed it does not happen and any

cut of the amplitude of this type would be proportional to 〈`1`2〉. We will test this

conjecture explicitly in several examples.

Four point one-loop

The four-point one-loop N = 8 supergravity amplitude was first given by Green,

Schwarz and Brink [22] as a sum of three box integrals16,

M1
4(1234) = istuMtree

4 (1234)
[
I1

4 (s, t) + I1
4 (t, u) + I1

4 (u, s)
]
, (3.4.8)

where the corresponding tree amplitude Mtree
4 (1234) carries the helicity information.

Multiplying by stu one finds the totally permutation invariant four-point gravity pref-

actor (see e.g. [187]),

stuMtree
4 (1234) =

(
[34][41]

〈12〉〈23〉

)2

︸ ︷︷ ︸
≡K8

. (3.4.9)

16The gravitational coupling constant (κ/2)n−2 for n-pt tree level amplitudes and (κ/2)n for n-pt

one-loop amplitudes will be suppressed (κ =
√

32πGN ).
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The one-loop box integrals I1
4 ( , ) are defined without the usual st-type normalization

which was put into the permutation invariant prefactor K8. All integrals have numer-

ator N = 1 and therefore do not have unit leading singularity ±1, 0 on all residues,

.

.

`1

2 3

4

I1
4 (s ; t) =

`1

2 3

4

I1
4 (t ;u) =

1

2 3

4

I1
4 (u ; s) = `

(3.4.10)

.

As there is no unique origin in loop momentum space, there is a general problem how

to label the loop momentum ` in individual diagrams; we will come back to this point

shortly. In the definition (3.4.10), we chose an arbitrary origin for the loop momentum

routing in each of the three boxes.

Let us consider a double cut of the amplitude where `2 = (`− p1)2 = 0 which chooses

natural labels on the cut. For complex momenta, there are two solutions to the on-shell

conditions. Here we choose the one with ` = λ1λ̃` for some λ̃`, which corresponds to

the cut diagram. The grey blob corresponds to five point (L− 1) loop amplitude, but

in our case L = 1 and it is just tree:

1

2

3

4

(3.4.11)

Note that for `2 = 0 the loop momentum ` becomes null and can be written as ` = λ`λ̃`
so that the other propagator factorizes (`− p1)2 = 〈`1〉[`1]. The solution we chose sets

〈`1〉 = 0 and the Jacobian of this double cut is

J =
1

[`1]
. (3.4.12)

Using the box-expansion of the one-loop amplitude (3.4.8) we can calculate the residue

on this cut for all three boxes (3.4.10) individually and get

[
I1

4 (s, t) + I1
4 (t, u) + I1

4 (u, s)
]∣∣∣∣∣
`=λ1λ̃`

=

=
1

[`1]

[
1

(`− p1 − p2)2(`+ p4)2
+

1

(`− p1 − p3)2(`+ p4)2
+

1

(`− p1 − p2)2(`+ p3)2

] ∣∣∣∣∣
`=λ1λ̃`
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=
1

[`1]

[
1

〈12〉([12]− [`2])〈14〉[`4]
+

1

〈13〉([13]− [`3])〈14〉[`4]
+

1

〈12〉([12]− [`2])〈13〉[`3]

]

=
[`1] · [34]〈14〉

[`1] · [`3][`4]([12]− [`2])([13]− [`3])〈12〉〈13〉〈14〉 . (3.4.13)

From the Jacobian (3.4.12), each term contains a factor 1
[`1]

but combining all three

boxes we generate an expression with [`1] in the numerator which cancels J . However,

this is not enough. Our conjecture was that on this cut the amplitude behaves like

∼ [`1]. The computation above seems to immediately contradict the conjecture but

due to labeling issues mentioned earlier, the calculation is incomplete. In labeling the

box diagrams in (3.4.10), we made a particular choice. We could have labeled the three

boxes in a different way,

.

.

`

1

2 3

4

Ĩ1
4 (s ; t) =

1

2 3

4

Ĩ1
4 (t ;u) =

`
`

1

2 3

4

Ĩ1
4 (u ; s) =

(3.4.14)

.

which gives a different residue on the cut (3.4.11),

[
Ĩ1

4 (s, t) + Ĩ1
4 (t, u) + Ĩ1

4 (u, s)
]∣∣∣∣∣
`=λ1λ̃`

=

1

[`1]

[
1

(`− p1 − p4)2(`+ p2)2
+

1

(`− p1 − p4)2(`+ p3)2
+

1

(`− p1 − p3)2(`+ p2)2

] ∣∣∣∣∣
`=λ1λ̃`

=
[`1] · [23]〈12〉

[`1] · [`2][`3]([13]− [`3])([14]− [`4])〈12〉〈13〉〈14〉 (3.4.15)

Summing over both expression (3.4.13) and (3.4.15) (we should include a factor 1
2

but

that is irrelevant here) and using [23]〈12〉 = [34]〈14〉, we get

M1
4(1234)

∣∣∣∣∣
`=λ1λ̃`

∼ [23]〈12〉[24] · [`1]2

[`1] · [`2][`3][`4]([12]− [`2])([13]− [`3])([14]− [`4])〈12〉〈13〉〈14〉 ,

(3.4.16)

so that our conjecture indeed passes this check as the amplitude vanishes for [`1] = 0,

i.e. ` ∼ p1. This example clearly demonstrates that the symmetrization over labels

is important to getting the correct result. Note that the sum over six terms naturally

arises when one starts directly from the cut-picture (3.4.11). To get all contributions,

one is instructed to expand the five-point tree in all possible ways and find the con-

tributions of all basis integrals. This procedure automatically takes into account all

labellings of loop-momenta.
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Four point two-loop

We will now test the same property for the four-point two-loop amplitude which is

given as a sum of planar- and non-planar double-box integrals including a numerator

factor [127],

.

.

1

2 3

4
I

(P )
(1234) = s2×

4

3
2 1I

(NP )
(1234) = s2×

(3.4.17)

.

M2
4 =
K8

4

∑

σ∈S4

[
I(P )
σ + I(NP )

σ

]
, (3.4.18)

where the sum over σ runs over all 24 permutations of S4.

The full calculation can be performed numerically, but here we present a simplified

version in which we calculate the residue on `2 = 〈`1〉 = [`1] = 0 which sets ` = αp1

directly. When combining all pieces, the numerator again generates [`1]2 so that the

residue on the 1
[`1]

pole vanishes quadratically. Going directly to the kinematic region,

where ` = αp1, we are only able to see a pure vanishing M2
4(1234)

∣∣∣
`=αp1

= 0, but

even this weaker statement requires an intricate cancellation between a large number

of different terms.
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Figure 3.32. Contributing integrals on the collinear cut.

Starting with the collinear cut `2 = 〈`1〉 = [`1] = 0, there are 24 terms contributing.

If we look at the nonplanar integrals, for collinear kinematics ` = αp1, we can use one
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factor of s of the numerator (3.4.17) to decompose the pentagon as a sum of boxes.

This is only possible for this special kinematics.

.
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(3.4.19)

If one uses the pentagon decomposition (3.4.19) on all nonplanar integrals in the first

line of Fig. 3.32 and rewrites the 1
α

and 1
1−α coefficients of the boxes in terms of prop-

agators by multiplying and dividing by appropriate Mandelstam variables, one can

see that all the planar double-boxes cancel. Each nonplanar integral in the first line

cancels exactly two planar double boxes, so that the counting works perfectly. The

remaining two terms of the decomposition that come with a plus sign are almost as

straight-forward. One has to collect all these terms and re-express them as non-planar

integrals. Combined with the non-planar integrals of the second line in Fig. 3.32, one

can show that they always come in the combination (s + t + u) = 0 so that they also

cancel. This concludes our calculation and indeed we find our conjecture to hold. All

signs work out such that the two-loop four-point amplitude in fact vanishes on the

collinear cut ` = αp1.

Internal collinear region

Finally we can show one more example when the collinear region is between internal

loops only corresponding to the cases described in the beginning of Sec. 3.4.3. The

simplest example where we can study this kinematic region is for the two-loop four-point

amplitude discussed above. Instead of going to the triple cut `2
1 = `2

2 = (`1 + `2)2 = 0

we can cut one more propagator to simplify the analysis by limiting the number of
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contributing terms:

12

3

4
(3.4.20)

Parameterizing the cut solution on `2
1 = `2

2 = 0 as

`1 =
[
λ1 + α1λ2

][
α2λ̃2 + α3λ̃1

]
, `2 =

[
λ1 + β1λ2

][
β2λ̃2 + β3λ̃1

]
,

the third propagator `2
3 ≡ (`1 +`2)2 factorizes and we cut 〈`1`2〉 = 0 by setting β1 = α1.

The remaining part of the facotrized propagator becomes, [`1`2] = [21](α2β3 − α3β2).

As mentioned before, we simplify our life by further cutting (`1 + p3 + p4)2 = 0, which

sets α3 = 1− α1α2.

Blowing up the blobs in (3.4.20) into planar and non-planar double-boxes (3.4.17) of

different labels and combining all (8 + 4) terms, we checked numerically that the two-

loop amplitude behaves as,

M2
4

∣∣∣
〈`1`2〉=0

∼ [`1`2]2

[`1`2]1
· R , (3.4.21)

where the numerator generates the [`1`2]2-factor consistent with our conjecture.

3.5 Conclusion

In this paper we studied on-shell diagrams in gravity theories. We wrote a Grass-

mannian representation using edge variables and our formulation includes a non-trivial

numerator factor in the measure as well as higher degree poles in the denominator. We

showed that all higher poles correspond to cases where internal momenta in the loop

are sent to infinity while all erasable edges are represented by single poles only. The

numerator factor can be interpreted as a set of collinearity conditions on the on-shell

momenta. We provide several examples in the paper for both leading singularities as

well as diagrams with unfixed parameters. Because on-shell diagrams are also cuts

of gravity loop amplitudes it is natural to conjecture that loop amplitudes share the

same properties. We tested this conjecture on the cases of 1-loop and 2-loop ampli-

tudes in N = 8 SUGRA and found a perfect agreement. Unlike in the Yang-Mills case

these properties of on-shell diagrams can not be implemented term-by-term and require

non-trivial cancellations between diagrams (even at four-point one-loop).
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There was one aspect of gravity on-shell diagrams we did not discuss in more detail:

poles at infinity. While absent in gauge theory they are present in gravity on-shell

diagrams as poles of arbitrary degree. Poles at finite locations in momentum space

correspond to erasing edges in on-shell diagrams but there is no such interpretation for

poles at infinity. It is not clear how to embed them in the Grassmannian and what

is the on-shell diagrammatic interpretation for them. This also prevents us from writ-

ing homological identities between different on-shell diagrams which was an important

ingredient in the Yang-Mills case. Finally, the poles at infinity are closely related to

the UV-behavior of gravity loop amplitudes and further study of their role in on-shell

diagrams could lead to new insights there.

Note: While this work was completed, [188] appeared and has some overlap with our

results.
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