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Abstract

+

. : = T+ -0 s * 4+ + -
We have studied the reactions mp> 7 rrmnrmpand T p>71177TTn

at a beam momentum of 14 GeV/c. A bubble chamber with a downstream
wire spark chamber spectrometer was used to record the data. The bub-
ble chamber camera was triggered by identifing inelastic events in an
online computer using data from the downstream spectrometer. The film

; &
taken represents an exposure of about 80 events/microbarn for the =
data and 70 events/microbarn for the m data.

We find these reactions to be very rich in subprocesses involving
baryon and meson resonances. The invariant mass spectra are presented
and estimates of the cross sections for the production of known baryon
and meson resonances are given.

; & x © 4 ; :
The reactions 7" p - 7 w p provided more evidence for the existence
*
of an N resonance with mass 17895 MeV and width 81+9 MeV which decays
0 5 4 : s
into w p. Using previously published data along with our results, we
*
find that the production cross section of this N is independent of s.
Studies of the angular distributions raise questions about the wvalidity
3 3 . *
of the spin-parity analyses of this N done so far.
: + F 0. s
We have studied the processes m p - m n p in the relatively unex-
s o} 2R
plored region of low [twﬂl and small n p mass. We found that the m n'p
: : ; = O ; ; ; ;
cross section is about twice the m n p cross section in this region.

0 +

The n p mass spectrum for the m data shows an enhancement at about

1600 MeV while the m data show no evidence of a peak in the nop mass

spectrum.
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Chapter I

Introduction

1. Diffractive Dissociation

The major single component of the total cross section (v30%-50%)
for hadron-hadron scattering is forward diffractive scattering. This
type of scattering comsists of two similar parts: elastic scattering
and inelastic diffractive dissociation. Diffractive dissociation reac-
tions are similar to elastic scattering except that one of the parti-
cles involved in the reaction is transformed into several final state
particles. As was first pointed out by Good and Walker [1960], this
process is analogous to the diffraction of polarized light by a polar-
izer in which the incoming internal state (polarization) is trans-
formed into a new outgoing internal state.

Hadronic diffraction has been extensively studied in many exper-
iments (see the reviews by Leith [1975] for instance). In general,
diffractive dissociation has properties similar to those of elastic
scattering. Compared to other inelastic processes, both have very
little energy dependence, are independent of the non-diffracting
incoming particle (factorizable), and are sharply forward-peaked
(Leith 1975]. Theoretical ideas on diffractive dissociation stress
this similarity; exchange of the Pomeron Regge pole is used to explain
both elastic-scattering and inelastic diffractive dissociation. Other
theoretical models, such as that of Drell, Hiida, and Deck [Drell and

Hiida 1961 and Deck 1964], have been put forward to explain non-resonant
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diffractive dissociation in which the final state particles do not
come from a diffractively produced excited state. Much experimental
work has been invested in studying these non-resonant states as in the
diffraction of beam pions into a low mass 37 system, in particular the
Al and A3 effects. At the same time, studies of the diffractive pro-

duction of the AZ meson from beam pions have shown that excited states

can be diffractively produced.

2. This Experiment

As mentioned above, pion dissociation has been very extensively
studied in many experiments. Nucleon dissociation, unlike pion dis-
sociation, has yet to be examined by any experiment with comparable
statistics. Our experiment was conceived to provide a high statistics
body of data on nucleon diffractive dissociation by pion beams. This
experiment also had to cover most of the 4m solid angle so that the
particle angular distributions resulting from the fragmentation of the
nucleon would be unbiased. The necessity of a laboratory frame 4w
detector can be gotten around by using a nucleon beam where the prod-
ucts of nucleon dissociation appear as a system of fast forward par-
ticles. Such an experiment still requires a large forward detector
system to cover most of the 4m solid angle in the beam nucleon rest
frame. 1In addition there is the added complication of the veto sys-
tem for the nucleon target to insure that only the beam particle dis-
sociates. This veto system introduces further inefficiencies, partic-

ularly in the region of low momentum transfer where the target recoil
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particles may not have enough momenta to reach the veto detectors due
to energy loss in the target and its container. Finally, with a pion
beam it is very easy to change'from a particle to an anti-particle beam
(w+ to w-) to test factorization while antiproton targets do not exist.

By using a liquid hydrogen bubble chamber as the target and detec-
tor, nearly complete coverage of the laboratory 47 solid angle is pos-
sible. . However, a standard bubble chamber experiment designed to
gather large numbers of events in the proton diffractive dissociation
region would require an unmanageably large number of pictures, most of
which would be of elastic scattering, pion diffraction, or non-diffrac-
tive events. The film processing load can be reduced to a workable
size if only those events of interest are recorded by somehow trigger-
ing the bubble chamber. Since the bubble chamber must be made track-
sensitive before each beam pulse (by sharply reducing the pressure, a
process with a millisecond time scale), this trigger must operate bet-
ween the time of the beam pulse and the time (1-2 milliseconds later)
when the camera flash lamps would normally be fired. Thus the trigger
for the bubble chamber is of the camera flash lamps, not the bubble
chamber expansion mechanism.

Our experiment used as a trigger the requirement that the mass
recoiling against a fast forward particle be within preset limits (the
lower limit was just above the elastic peak). We detected and mea-
sured the fast forward particle in a magnetic spectrometer just down-

stream of the bubble chamber. The trigger calculations were done by
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an online computer. Since a triggered bubble chamber does not take a
picture with every beam pulse, a rapid cycling bubble chamber allows
for a modest real event rate even if the trigger conditions are met
for only a few percent of the pulses. The SLAC 40 inch rapid cycling
bubble chamber (4-10 pps) was chosen for this experiment. This cham-
ber also had a beam exit window through the magnetic flux return, a
necessary condition for this experiment. A pion beam with a momentum
of 14 GeV/c was used. At this momentum we had sufficient beam inten-
sity to have about 10 beam tracks per pulse in the bubble chamber in
a very small momentum bite (about *0.3%).

The experimental apparatus and data reduction procedures are dis-
cussed further in later chapters. More details of the experimental
apparatus and the data reduction procedures (especially concerning
hybridization) are to be found in the thesis of L. C. Rosenfeld
[(Rosenfeld 1977]. A discussion of diffractive dissociation in the

reactions:

wip - nipwo (la)
# +

Tp > ﬂ—ﬂ+n (1b)
+ e

Tpo>T TP (le)

observed in this experiment has been published elsewhere [Chadwick

1978
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3. Five-body Final States: wp>mnnmN

The 5-body final states produced by pion beams:

+ -
T p - o °p (2a)

+ + -
T p + n"w+w+w n (2b)

are examined in this thesis. These reactions have been studied by
several other bubble chamber experiments. Tables I.1 and 1.2 list
several of these experiments giving the beam momenta and cross sections
observed for these reactions. These final states have been found to

be very rich with many sub-reactions involving one or more resonances.
The extent to which diffractive dissociation contributes to these

final states is unclear and buried beneath the contributions of many
other processes.

The cross sections given in Tables I.l1 and I.2 were fit with the
form ap—n (p is the laboratory beam momentum) to obtain estimates of
the cross sections at our beam momenta. These estimates of the total
5-body cross sections are given in Table I.3. The cross sections
observed in our experiment are expected to be smaller than those in
Table 1.3 as some unknown fraction of the total cross section is
excluded by the trigger condition. We can expect that our trigger will
exclude all or part of those reactions in which the fastest pion is one
of the decay products of a resonance. The arrangement of our apparatus
is such that only very fast pions (with more than half the beam momen-
tum) of the same charge as the beam can trigger the experiment. Slower

pions and oppositely charged pions are bent into the sides of the



Table 1.1

+ + ,
m p > 7T mrTN cross sections

P g (ub)

Reference (stjz) T p > ﬁ+ﬂ+ﬂ—ﬂop w+p - W+H+W+ﬂ-n
Aderholz 1965 4 930£330
Otter 1975 4 3430690
Brown 1970 4,08 3780x360 970+100
Pols 1971 5 2880*40 850+20
Prentice 1971 543 1940+190
Slattery 1967 7 2200+200
Wagner 1975 Pal, 2160+90
Deutschmann 1964 8 2100£200 900+100
Aderholz 1968 8.04 1910+80 74070
Kung 1969 8.5 2120327
Kennedy 1978 103 1654100 503£38
Baltay 1978 15 100577
Ballam 1971 16 1280170
Ballam 1967 16 350+100
Grassler 1974 16 1050£100 36060
Hones 1974 1.8.:5 1200£150



Table I.2

T p > m nnmN cross sections

Pheam = e oO (“b>_ — T

Reference (GeV/c) TP>TTT T D TP>T T T TN
Bondar 1964 4 211090 110060
Chung 1968 4.2 2180£110 1160%60
Miyashita 1970 6.7 1720£200 1170+100
Milgram 1970 6.9 1600£120
Cason 1970 8 1390+90 53040
Biswas 1964 10,25 1770+350 1030£340
Caso 1967 L1, 1200£200 650£100
Kittel 1971 11 1240110 68050
Brandenburg 1970 13 84080
Ballam 1971 16 1240150
Ballam 1967 16 650£100
Kittel 1971 16 820%100 450%50
Cason 1973 18.5 860£70

Sisterson 1972 20 780+100
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Figure I.1

Plots of the cross sections listed in Tables I.1 and I.2. The lines

-n i s
are from the ap fits used to interpolate to our beam momenta.



..9_
apertures of the magnets. At least half of the events with a neutral
fast meson (such as a po) will be lost due to decays in which the pion
going forward has the opposite charge relative to the beam. Also,
since the software trigger places a modest upper limit on the mass
recoiling against the fast pion, the fraction of such resonance
decays lost will be greater than one half. From an examination of the
quasi-2-body and quasi-3-body cross sections measured in other experi-
ments, we expect that this experiment will observe between 25% and 50%

of the cross sections given in Table I.3.

Table I.3

Predicted maximum cross section estimates

Final State g (ub)
w+n+ﬂ—wop 129070
W—ﬂ+ﬁ—ﬂop 980+130
W+ﬂ+ﬂ+ﬂ-n 460+100
TTom T D 450£70

The previous works on the final states listed above have concen-

trated on meson resonances such as:

ntp - gt(l680)p (3a)
rop - BT (1235)p (3b)
nip - AE(lBlO)p (3¢)

and quasi-2-body reactions including:
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o > w2 (4a)

mp > wa’ (4b)

among others. In these works, the more detailed studies were in addi-
tion to the measurements of semi-inclusive resonance production in
these explicit final states (reactions (2a) and (2b)). Thus there is
no body of data to which we can directly compare our results in detail
for the 5-body final states because reactions such as those given in
(3) and (4) are mostly excluded by our geometrical and trigger accept-
ances. However, there are some quasi-3-body reactions that have been

studied by other experiments in kinematic regions that overlap ours.

u £ G s £ 0
4, m"p>1wpand Tp T NP

The quasi-3-body reactions:

+ +

T p > ﬂ'mop (5a)

+
mp » 1 n% (5b)

have been investigated in bubble chamber experiments as sub-reactions
. : ; + = O 0
of the final states in (2) by virtue of the m m 7 decays of the w
0 : :
and n mesons. Tables I.4 and 1.5 list some of these experiments
giving the beam momenta and observed cross sections for these reac-
tions. The cross sections have been corrected for the unseen decay
o o) ; ; ;
modes of the w and n mesons. As in the previous section, these
: . -n ;
cross sections were fitted by ap and the total reaction cross sec-—

tions at our beam momenta were estimated (see Table I1.6). However,
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Table 1.4

+ + 9 + + o ,
Tp-~>7"pw and T P > T pn cross sections

Reference

Otter 1975
Otter 1975
Prentice 1971
Otter 1975
Kennedy 1978
Baltay 1978
Bartke 1977
Otter 1975

Hones 1970

pbeam

(GeV/c)

4

5

5:5

10.3

15

16

16

18.5

o (ub)
ﬂ+p a ﬂ+pmo ﬁ+p =% n+pno
901222
545223
510+71 162+33
24522
13713 7613
51,5%5.5 31+5
8 2 35%5
70%7
101+14 34%9
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Table I.5

- - 0 = - o0 .
mTp->m"pw and T P > T pn cross sections

" o_(ub)
beam
Reference (GeV/c) T p > w-pwo T p > m pn°
Bondar 1964 4 289£45
Chung 1968 4,2 206x28 89+30
Gordon 1975 6 482x47
Miyashita 1970 6.7 178+24
Armenise 1973 9..L 137£24
Biswas 1964 1020 133+£56
Caso 1967 11 78+33 8542
Bartke 1977 16 8211, 17%5
Cason 1973 18.5 39+5 31&7
Sisterson 1972 20 48+10
Gordon 1975 22 318 19.5£6.6
Table I.6

) 0 o) ; :
Predicted w and n cross section estimates

Total Observable
Reaction g (ub) g (ub)
AP 92+14 39:8
7 pw’ 6310 20£10
n+pno 38%9 3+2
7 pn° 22+11 6+5

(t corrected for unseen decays)
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Plots of the cross sections listed in Tables I.4 and I.5. The lines
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are from ap fits used to interpolate to our beam momenta.
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once again our experiment cannot observe the full kinematic range

of reactions (5). Previous experiments have concentrated on investi-
5 : g o % G

gations of the B meson (reactions (3b) via B ™»m w ), the A_ meson

2

+ o+
—+ﬂ_no), and the quasi-2-body reactions in (4).

(reactions (3c) via A2

It is precisely these reactions that our trigger rejects in whole or
part. Some data does exist [Baltay 1978, Caso 1967, Cason 1973, and
Kennedy 1978] that allows us to make rough estimates of the cross sec-
tions we should observe for reactions (5). These estimates are also
given in Table 1.6 (in the "Observable" column, uncorrected for unseen
: 3 % o, ++
decays). These estimates are made by subtracting the B p and w A or
0,0 ; = 0 y
w A" cross sections from the total m w p cross section and subtract-
, i £ 8 ; o {
ing the Azp <A2+ﬂ n ) cross section from the total m n p cross section
-0 . . .
(the error on the m n p estimate is due to the scantiness of the data).
Several experiments, including ours in preliminary results, have
: 0
reported observation of a pw enhancement at about 1800 MeV. All
these experiments were bubble chamber experiments and their results
are based on relatively few events (exposures on the order of a few
events per microbarn). A collection of the observations are given in
Table I.7. Preliminary results reported for our experiment [Davidson
1974 and Linglin 1974] are included for completeness. For many of the
experiments (as noted in the table) the cross section of the enhance-
ment was estimated by us from data and figures given in the reference.
P 3 g 0 ¢
Given the observation of this pw enhancement in several beams at
*
many energies, this effect seems to be an N which couples strongly to

0 : s
pw . The narrow width seen for the enhancement seems to support this
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Table I.7

. ; " o)
A compilation of the observations of the pw enhancement

pbeam
a)
Reference Beam (GeV/c) Mass (MeV) Width (MeV) g (ub)
Atherton 1975 P 5.7 1810+15 87+20 14£3%)
Davidson 1974 T 4.5 1820 120 9+1.9
6 1) 10.6+2.7
14.2 5.2+1.2
Guyader 1971 P 13,1 1750425 100+25 16+4°)
Juhala 1969 K~ 4.6-5 1780 9+3%)
+
Linglin 1974 . 7 b 7.2+2
13.7 180015 11020 6+1
Milgram 1970 T 3 9.2%2
7 1764+18 11550 8.1+1.5
Chien 1976 Kt 6.8 15259
Colton 1970 - 6.6 Jigas® )
Desviis 1972 gt 12 2.5:0.8%
Sisterson 1970 T 20 8t2d)
Theocharopoulos K~ 8.25 SiZd)
1974
Wohl 1978 K~ 14.3 3229

. , o + -0
a) cross section is for w -»m ™ 1 decay mode.
b) preliminary results of this experiment.

c) cross section is one half that quoted in or estimated
from reference for comparison to mp or Kp data.

d) cross section estimated from data and figures in
reference.
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view. This interpretation has been pointed out in other papers as

well [Atherton 1975 and Milgram 1970]. Some experiments have attempted
to explain the enhancement with a Double Regge Pole Model (DRPM) with
varying degrees of success [Sisterson 1970, Milgram 1970, and Juhala
1969]. For the most part, however, this effect seems as well estab-
lished as an N* as some of the other resonances listed in the Particle
Data Tables [Particle Data Group 1978]. With our large statistics, we

can investigate this effect in more depth, including more detailed

studies of the wop angular distributions than done previously.

5. Summary of the Results

We present plots of the invariant mass distributions for the

reactions:

+

* +
TP >

T ﬂ—wop (6a)

+

% + +
T p >

T T T n (6b)

H o+ Fh i

+
where the fast pion (ﬁ;) was used to trigger the experiment. Our
experiment separates these reactions into a fast pion with a momentum
above 8 GeV/c and a slow system of three pions and a nucleon. The slow

system particles have momenta below 1 GeV/c for the majority of the

0

+
events. The fast invariant masses (involving the ﬂ%) show strong of

4o

and pE peaks. These fast mesons are correlated to some extent with

the production of resonances A or p) in the slow system. By subtract-
ing the estimated contributions of the fast meson resonances, the

resulting reduced channel cross sections are nearly independent of the
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sign of the beam as would be expected for diffractive dissociation.
+ =~ 0 s ; ;

The reduced m m 7 p channel cross sections are approximately twice the
+ + - ,
T 7™ 7™ n channel cross sectioms.

Examination of the slow system mass distributions reveals that

" , i 2 =

they are very rich in resonance production. The A and A are par-

. , G ol e o
ticularly strong with about one half of the m_m m 7 p channel events

f

. + = 0 b : :
being from LU A . Some double resonance production in the slow

system is seen, in particular the reaction:

+ t -
TP > M

.H
A (7)
has a fairly large signal. The quasi-3-body reactions (including (7),

pwa, and ppr) are very prolific while the quasi-2-body reactions are

relatively weak. The most prominent quasi-2-body reactions are:

T i (8a)
44

rp > 094" (1890) (8b)

T p > pZN(l688) (8¢)

+ + %

T p - WEN (8d)

+ + -
A peak in the m m 7 n mass spectra at about 1700 MeV appears to be a

%
new decay mode of a known N . The decay scheme seems to be:

* +
N - 7 N(1470) (9)

+ -
T A

L



~18-

A second peak, this one in the ﬂ+v_ﬂop mass spectra, was found to
be the pwo resonance discussed in the previous section. This N* was
found to have a mass of 1790%+5 MeV and a very narrow width of 81%9 MeV
(narrow relative to the known N*'s). Studies of the angular distribu-
tions of the wop system were made in an effort to determine the spin-
parity of the N*. Though our results are in good agreement with other
experiments from which Lednicky [1975] found a JP of 3/2° for the mop
resonance, the failure of some of the predictions using this
result when compared to our data raises questions about the validity
of the assumptions underlying the spin-parity analysis.

We have also studied the no production in the relatively unex-
plored kinematic region of low ltﬂﬂ| and small nop mass. We found that

+

0 y :
the nfn P cross section was about twice the =

£

kinematic region. We interpret this difference in the cross sections

0 : ; ;
n p cross section in this

due to the change in the sign of the beam as evidence for the impor-
ance of negative signature Regge trajectory exchange (such as the p)
in this reaction at our energy. This interpretation can also explain
the presence of a 1600 MeV peak in the nop mass spectrum of the n+

data while the ™ data has no indications of such a peak.
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Chapter II

Experimental Method

1. Overview

In this experiment, we have merged a missing mass technique with
a bubble chamber to study nucleon diffraction-like processes. A mag=-
netic spectrometer equipped with wire spark chambers was placed down-
stream of the bubble chamber to measure the momentum and angles of the
pion scattered out of the beam. This measurement allowed an online
computer program to calculate the missing mass of the nucleon system
recoiling against this fast forward particle. We then used this online
missing mass measurement to trigger the bubble chamber flash lamps in
order to enhance the number of inelastic nucleon excitations observed
on the film. The spectrometer information was also used in the offline
data reduction to improve the measurement of the momentum of the fast

forward particle.

2. Beam

The experiment was done in beam line 14 of the Stanford Linear
Accelerator Center. A schematic of the beam line is shown in Fig.
IT.1. A 19 GeV/c electron beam from the accelerator was targeted on
a 1 radiation length beryllium target to produce the secondary pion
beam at a 1° production angle. The pions produced in the target were
transported to the bubble chamber (BC) by a series of bends in the
vertical plane. The beam was brought-to a focus at two positions

before reaching the BC. The first focus (Fl) provided preliminary
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momentum definition for the beam. The slits at Fl were preceeded by .
1.1 radiation lengths of lead to reduce the electron and positron beam
fractions. Though the F1 slits were moveable, they were left in fixed
positions during the data taking. We varied the secondary beam inten-
sity by changing the intensity of the primary electron beam.

The second focus (F2) came after the main vertical bend so that
the collimator located there served as the momentum defining slit
(fixed position and size). For both the n+ and T beams, the F2 slit
was followed by a pair of scintillation counters (Bl and B2) that were
primarily used in beam tuning and monitoring. During part of the w+
running we also had a scintillator (BO) and a set of proportional wire
chambers (PWC's) before the momentum slit as aids in beam tuning.

Immediately before the BC vacuum tank, we placed another scintil-
lator (B3). The computer trigger software used B3 to prevent a BC
picture from being taken if too many or no beam particles passed
through B3. For the ﬂ+ running, another set of PWC's were added
upstream of B3. These two chambers were arranged with their wires at
right angles and then rotated about the beam as a unit through an angle
of 45° (see the discussion of the spectrometer's XY and UV coordinate
systems below). This orientation was used because the beam had a very
narrow horizontal width. These PWC's were used to define the beam
profiles during tuning and were used for part of the n+ data reduction
to reduce the uncertainty in the beam particle's momentum vector.

The nominal beam shape and momenta are given below in Table II.1l.
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Table II.l

Beam shape at the bubble chamber

Vertical FWHM 15 cm
Horizontal FWHM 0.8 cm
Azimuthal angular FWHM 1.5 mrad
Horizontal (dip) angular FWHM 2.2 mrad

Beam momentum at the bubble chamber

p_(GeV/c) o (MeV/c) Sp/p

T 14.20 36 0.22%
+
T 13.72 55 0.40%

3. Bubble Chamber

The SLAC 40" liquid hydrogen bubble chamber was used as the targét
for this experiment. The beam was brought to a horizontal focus and
dispersed to an approximately parallel beam in the vartical plane as
seen from the observed beam dimensions in Table II.1l. The 40" bubble
chamber can be run at a rate of 2 to 12 expansions per second; we took
most of the m beam data at & pps while much of the W+ data was taken
at 8.6 pps. Although the bubble chamber can be expanded and made track
sensitive at these rates, its camera can only take 2 pictures per
second.

The magnetic field of the 40" bubble chamber was set to bend the
beam upwards in a vertical plane so the non-interacting beam particles
and the fast forward scattered pion passed through the bubble chamber's

vacuum tank exit window (8 inch diameter). The field value was set to
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26 kilogauss to bend a 14 GeV/c beam through about 6.6°. The exact
field values were determined from the data by the standard method of
measuring the apparent invariant mass of neutral vees. For those vees
that fit the hypothesis K2+w+w—, the field scale was adjusted until the
n+n_ invariant mass was centered on the K° mass. The position depen-
dent values of the field were determined from this scale value and a
separately measured field map made by the SLAC technical staff. 1In
addition to the main field map, we also used a map of the fringe field

in HYBRID, the program used to connect the bubble chamber and spark

chamber measurements.

4. Spectrometer

Unscattered beam particles and fast forward scattered pions left
the bubble chamber through the 8 inch (diameter) exit windown of the
BC vacuum tank. This aperture limited the maximum angle acceptance
of our magnetic spectrometer. The spectrometer consisted of four
stations of magnetostrictive readout wire spark chambers, two on
either side of the magnet (see Fig. I1.2). The magnet was a 40D48
with an del of 28.56 Kg-m, thus bending.a 14 GeV/c particle through
an angle of 61.2 milliradians. The 15 inch vertical aperture of the
magnet limited our low momentum acceptance because low momentum part-
icles left the bubble chamber at larger vertical angles than the high
momentum particles due to being bent more in the bubble chamber mag-
netic field. Thus low momentum particles that made it through the BC

vacuum exit window generally hit the spectrometer magnet above its
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aperture. The spectrometer magnet bent particles in the horizontal
plane to facilitate physical construction of the final (wide angle)
spark chamber station.

Our spectrometer coordinate system was such that the Z direction
was defined to be downstream along the beam, Y was in the vertical
(opposite gravity) direction, and X was the horizontal direction such
that the coordinate system was right handed. Each spark chamber sta-
tion then consisted of at least two XY spark chambers. Each spark
chamber contained two perpendicular magnetostrictive wands to provide
a readout of the spark position in two dimensions. Stations 1 (nearest
to the bubble chamber) and 3 (immediately downstream of the magnet)
contained an extra pair of UV spark chambers. These UV chambers were
rotated 45° about the Z-axis so the UV position measurements would
allow the separation of the XY measurements of two or more tracks into
their correct (X,Y) pairs. The final station (4) was really two pairs
of chambers (or sub-stations, called 4R and 4L for right and left
halves) situated side by side; this was done to allow measurement of
widely bent (lower momentum) particles,

All the chambers were similar. They consisted of two 1 meter by
1 meter areas of wire and nylon mesh (wires in one direction, nylon
fibers in the other) separated by 1 cm. The wires of the two sides
were oriented at right angles to one another to provide for the simul-
taneous XY (or UV) measurements. The wires in the mesh were separated
by 0.5 mm, but by using two sets of chambers and the pulse-center find-

ing circuitry in the electronic readout system, we were able to achieve
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a resolution of about 0.3 mm. The chambers were filled with 80% Ne/
20% He gas at atmospheric pressure and the high voltage pulse was
controlled by a triggered thyratron switch.

The unscattered beam particles passed through the center of the
spark chambers in stations 1, 2, and 3 and between the two halves (4R
and 4L) of station 4. The spark chambers were made inactive (dead) in
the regions normally traversed by the beam, since otherwise one or more
beam tracks would frequently appear in the spectrometer along with the
trigger candidate track. For the XY chambers this was done by not
providing high voltage on the HV plane in a narrow (in the X direction)
stripe. For the UV chambers, a foam block was inserted between the HV
and ground planes to prevent the formation of sparks in the beam region.
These dead regions provided the lower limit to the scattering angles
accepted in the spectrometer. To reduce multiple scattering effects,
helium filled bags were placed between the stations (including inside
the magnet gap).

Stations 1 and 3 also included the Al and A3 trigger counters.
These were plastic scintillator paddle counters, a pair at each station
(an R or right and an L or left counter) with a gap between then to
pass the beam. At each station, the scintillators covered the active
area of the spark chambers at that station. The A counters were used
to form the (single track) trigger by the coincidence of any pair with

one counter at each station:

RR = AIR-A3R (1la)
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Figure II.3
Schematic of the triggering, spark digitization, and computer input

electronics. Fl and F2 are fiducial pulses, and Spk is a spark pulse.
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RL = AlR-A3L (1b)
LR = AlL-A3R (1c)
LL = AlL-A3L (1d)
SCTRIG = RR + RL + LR + LL (2)

This logic is also shown in the diagram in Fig. II.3. This fast trig-
ger fired the spark chambers and initiated the digitizing of the spark
positions. These and other signals were accumulated in a set of com-
puter read scalers which were reset before each beam pulse (see Fig.
II.3). After a delay of 300 upsec to allow all the sparks to be digit-
ized, the computer DMA (Direct Memory Access) began to read the counter
scalers (not shown in Fig. II.3) and SC (spark chamber) scalers into
memory. When this operation was complete, the computer was interrupted
and control transferred to the BC trigger program (called FAST).

Each spark chamber wand included two fiducial wires that bounded
the active area of the spark chamber (the fiducials were separated by
37 to 41 inches, depending on the particular chamber). The fiducial
and spark signals were detected and amplified by a pre~amplifier built
into the wand. The amplified signals were sent to the digitization/
scaler box for further amplification and digitization. The time bet-
ween the first fiducial signal and up to 4 additional signals (either
sparks or the second fiducial) were converted into counts of the 20 MiHz
internal clock and stored in the four scaler registers associated with
each wand. The scaler system included an adjustable discriminator (so

low level noise was ignored) and center-finding for each signal but the
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first. A separate unit provided the control for this system (reset,

begin digitization, and begin readout).

5. Online Trigger and Data Collection Computer and Programs

The data logging and bubble chamber trigger decision were done
with an ounline computer. For this purpose we used a 16-bit Sigma-2
computer (made by Xerox Data Systems) equipped with 32K words of core
and a foreground/background operating system. The foreground programs
did the data logging, performed the calculations necessary to generate
the bubble chamber trigger, and accumulated run statistics. The back-
ground program was used for software developement or to run a more
complete analysis on a fraction (about 107% in practice) of the data
being taken by the foreground. The computer controlled the data col-
lection and trigger electronics by generating pulses or logic.levels
on a set of output lines. The two most important of these controlled
the BC camera flash lamps and the beam gate respectively. The computer
also read the BC roll and frame numbers and ready-condition signal
from input lines. The BC roll and frame numbers were recorded on the
spark chamber data tape so the BC and SC data for a particular event
could be located and matched. By checking the BC status line, the
computer could automatically pause data collecting (via its control of
the beam gate) when the BC went offline for any reason. The experi-
menter controlled the trigger conditions, began and ended data runs,
and monitored the performance of the equipment with the computer. A

special part of the foreground program monitored and displayed (on a
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Figure II.4

Flow of control in the online trigger
and data collection computer programs.
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set of Nixie tubes) the beam intensity in real time to allow the beam
line operator to maintain a stable beam. The background program pro-
vided us with histograms of relevant quantities which were used to
monitor and re-calibrate constants used in the trigger program.

Fig. I1.4 gives a flow chart sketching the control flow of the
foreground program. The foreground program was initiated a few milli-
seconds before each beam pulse to allow time for initialization. At
this time the status of the equipment was checked to insure that the
beam pulse could be used. Once the beam pulse had occurred and the
spark chambers were fired, the readin-completion interrupt from the
spark chamber electronics initiated the BC trigger program (FAST).
Before examining the spark chamber data, FAST used the data in the
counter scalers to check the following event conditions:

(1) a beam gate did occur,

(2) the beam counter B3 recorded the passage of between 1 and 12

particles,

(3) and the spark chambers had been fired.

In addition to these software conditions, FAST also imposed the mass
cut of m2<mx<mu where m, and m were the lower and upper limits on the
mass (mx) recoiling against the fast forward pion. Typically m, and m
were set to 1.1 and 3.8 GeV respectively. The lower limit eliminated
the majority of elastic events and the upper limit removed a large
fraction of the pion diffraction events. The approximations and
track-finding algorithm used by FAST are discussed in more detail in

Appendix A. FAST was required to make its decision within the bubble
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chamber flash lamp delay time (usually set to 2 milliseconds). If
FAST determined a picture was not required, the BC camera control was
inhibited from taking a picture. After FAST was completed, the fore-
ground program checked to see if the event data was to be recorded on
magnetic tape. The event data was written whenever a picture was taken
or, if no picture, when the software conditions listed above were met.
Finally, the foreground program accumulated statistics (printed at the
end of each run) used to monitor the performance of the spark and pro-
portional chambers.

As the background program we normally ran TORTIS which was the
complete (both X and Y-view track finding and matching plus correc-
tions) spark chamber analysis program. TORTIS is described in more
detail in Chapter III on the data reduction methods. The TORTIS used
on the Sigma-2 provided us with a sampling of our data as it was being
collected. This was done by providing a facility for the foreground
program to transfer an event data block directly to the background
program. We used TORTIS to prepare histograms of various quantities
to provide us with checks on the performance of the spectrometer and
trigger software. We also used TORTIS to determine the calibration
constants of the spectrometer and the shape and momentum of the beam

(needed by FAST).
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Chapter IIT

Data Reduction

1. Overview

After the data had been collected in the form of bubble chamber
film and magnetic tape records of spark chamber data, there ensued the
task of reducing the data to a useable form. This involved locating
and measuring thg events on the film, merging the spark chamber data
with the bubble chamber data, and producing data summary tapes contain-
ing four momenta for the particles involved in each event. These final
tapes were then used to prepare histograms of interesting quantities
and as the data input to physics analysis programs. Fig. III.1 gives
a flow chart of the steps (including computer program names in all
capital letters) involved in the data reduction process as detailed in
this chapter. Table III.1 gives the statistics of these experiments
from the number of beam pulses through to the resulting numbers of
events for specific final states resulting from the data reduction

process.

2. Spark Chamber Data

This experiment produced raw data in two forms: pictures of tracks
in the bubble chamber and digitized spark chamber and counter data on
magnetic tapes. This information had to be further analyzed and merged
together into a single set of data before yielding information from
which the desired physics results were extracted. For the spark cham-

ber data, this further analysis was handled by a program called TORTIS.
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Results of the data collection and reduction
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Table III.1

for each experiment

Beam pulses

Spark Chamber triggers
SC triggers/beam pulse
BC picture triggers

BC pictures lost due to
late trigger

Fraction of pictures lost
BC events

Elastic scatter events
Inelastic 2-prong events

4-prong events

£ ol
Tp-—>T"T TP events

o + 4+ -0
Tp>7"T™TTT p events

b * + -
Tp->TTT TN events

+

m

6.8 x 10°
2.9 x 108
0.422

3.7 x 103

1.0 x 10%

2,62%
1.21 =% 10°
4.4 x 10"
4.5 % 10®
36793
17203
7542

4234

]ﬂ

8.7 x 108
2,9 x 108
0.333

5,7 x 105

3.2 x 10%

27102
10792

4839
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TORTIS was actually used in three versions in this experiment. All
three versions used the same spark processing and track finding algor-
ithms; the only differences were in the auxiliary routines and the use
of the program. One TORTIS was the background task in the experiment's
online computer and was used for calibration and monitoring the per-
formance of the equipment and software. Another TORTIS was built into
the HYBRID (or MATCH at SLAC) program that merged the bubble chamber
film measurements and the spark chamber measurements. HYBRID will be
described more fully in a later section of this chapter. The third
TORTIS was a stand-alone program on the CDC 7600 computer at LBL.
This TORTIS was used to fine tune the spark chamber and beam calibra-
tion constants. These constants were then used in HYBRID (or MATCH)
to calculate the parameters of the spark chamber track for each event.
TORTIS accepted as input the raw spark chamber data for an event.
This consisted of the digitized counts of a 20 MHz clock for the
sparks and fiducials. Also included in the event data record were
some computer generated numbers and counts from scintillation counters
as auxiliary data. TORTIS first scanned the raw spark chamber data to
remove obvious bad sparks and the fiducial counts. The fiducials were
recognized and used to form a running average for each wand. Next,
the spark values were converted from clock counts to positions in the
spectrometer coordinate system. The averaged fiducials were used in
this conversion since they measured the distance between the fixed
fiducial wires in terms of time (as clock counts). After converting

the spark data, TORTIS merged the data from the spark pairs at each



-37-
station. This was done by searching for spark pairs (one in each
chamber) whose positions differed by an amount less than a preset
value. The average of these two positions was then used as the posi-
tion of a single spark in the spark chamber station. Thus we ended up
with a set of unique spark positions at each station and in each plane
(X, ¥, U, and V) at that station. Here also, the sparks from the two
halves of station 4 were concatenated so station 4 could be logically
treated as a single station.

Track finding was done by finding projections of tracks in the X
and Y-planes separately. In finding these projected tracks, TORTIS
used the constraint that the track halves (before and after the magnet)
must meet at the magnet center in both views, and that the Y-track had
a very small bend angle in the magnet. No constraint could be made on
the bend in the X-view since that bend is proportional to the momentum.
However, a weak constraint that the X-track intersected the bubble
chamber fiducial region was applied to eliminate track testing with
extraneous sparks. The X and Y-track views were matched into single
tracks by using the information from the UV spark chambers at stations
1 and 3. Each XY combination was used to predict the expected UV
spark positions. If a spark was found in the correct position (within
a preset cut) in either set of UV chambers, then that XY combination
was taken to be a good matched track. In addition, if only a single
XY combination existed (only 1 X-track and 1 Y-track), that track was
also taken to be a good match provided that the X and Y-sparks in sta-

tion 4 came from the same half of the station. The TORTIS track-finding
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algorithm is discussed in more detail in Appendix B.

TORTIS also calculated a four or six component x2 statistic for
each track. This x2 was useful in selecting the best track match from
a set of ambiguous tracks (which had common sparks among them) and in
determining the match x2 in HYBRID. The componentg of the X2 were:

(1) DXM, the difference in the spectrometer X-plane at the magnet
midplane between the projections of stations 1 and 2 sparks
and the stations 3 and 4 sparks.

(2) DYM, the same as in (1) above, but now in the spectrometer
Y-plane.

(3) DUl and DV1, the differences in the positions of the spark in
the UVl chambers (if any) and the position calculated from the
XY measurements of the track.

(4) DU3 and DV3, same as in (3) for the UV3 chambers.

The last two components could appear independently depending upon the
presence of sparks in the UV chambers, thus changing the number of
components in the xz. In particular, the UV3 chambers were not used

in the m run of the experiment. The distributions of these quantities
(the components of the x2) had widths of approximately 1.5 mm (FWHM).
The errors governing these widths (and used a priori in the xz) were
the spark chamber setting errors (0 ~ 0.3mm) and errors arising from
multiple coulomb scattering (contribution about the same as the spark
chamber setting error).

Both TORTIS and FAST (the online trigger program) required a set

of parameters which described the position and size of the spark cham-
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bers and described the beam. Some of these constants were determined
by the design of the spectrometer and spark chambers, such as the
spectrometer design momentum and bend angle and the actual spark cham-
ber fiducial separations. The spark chamber fiducial separation was
also measured by the digitization system in terms of 20 MHz clock
counts. This time measurement was thus a direct measurement of the
speed of sound in the magnetostrictive wands. Since the speed of sound
was very sensitive to the temperature, a running average of the fidu-.
cial time separation was kept. Thus the fiducial separation was an
example of a parameter that varied with time but was treated as a con-
stant for any one particular event. The beam parameters (momentum,
angles, and shape) were also taken as constants that changed when the
beam was retuned. Finally there were the spark chamber spatial posi-
tion parameters that located the zero point of each chamber relative
to the entire spectrometer. The Z-positions (along the beam) were
fixed by the emplacement of the chambers. The transverse (X and Y)
positions were initially measured by a survey, but the values actually
used by TORTIS and FAST were slightly different (by a small fraction
of an inch) from these survey values. The adjustments to the survey
values were made by using TORTIS to calculate the new parameters using
special runs in which we steered the beam into the active area of the
spark chambers. TORTIS was also used to recalculate these constants
for each data run to remove the effects of small random drifts in the
values. The beam calibration runs also permitted us to determine the

beam parameters we needed. The beam runs were repeated at several
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points during the course of the experiment and most particularly after
the beam conditions were changed. The procedures used in these cali-

brations are discussed in more detail in Appendix B.

3. Bubble Chamber Data

In contrast to the spark chamber data, the bubble chamber results
required much more processing to get them to the point at which they
could be merged with the spark chamber results. The film processing
was divided up among the three laboratories participating in this
experiment. Cal Tech was responsible for 24% of the T film, LBL for
76% of the m and 22% of the nt film while SLAC did the remainder of
the n+ film. A portion of the SLAC n+ film (19% of the total) was
actually scanned and measured (first pass) at LBL with the remaining
processing done at SLAC.

A normal roll of film consisted of 1000 frames which contained
about 400 events within the bubble chamber fiducial volume (only 350
for the m film due to a different fiducial volume and the ignoring of
some event types). The remainder of the frames contained events out-
side the fiducial volume (in invisible hydrogen and the beam entrance
and exit windows). In addition, each roll contained an approximately
equal number of events in the fiducial volume which were not associated
with the computer trigger and so had no track in the spectrometer.
Human scanners were used to locate visible events (according to roll,
frame, position on the film, and event type). At SLAC and Cal Tech,

directed scans were done by using the tracks found by TORTIS to predict
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the location of the outgoing fast track on the film. At LBL, an unas-
sisted scan was done with a special program used to filter out events
that werenot associated with spectrometer tracks.

The events selected by the scanners were then measured. As with
the scanning, different measurement schemes were pursued by each of
the involved groups. All the Cal Tech data (including remeasures)
were done on the automatic POLLY film measuring system [Allion 1969].
POLLY was operated by a PDP-10 computer with the human operator
directing its operation and verifying its actions. One of the major
functions of the operator was to manually guide POLLY when measuring
tracks where confusion with other tracks or obstructions (i.e., flash
lamp reflections, é-ray spirals, etc.) made automatic measuring diffi-
cult. The SLAC spiral reader measured most of the SLAC film sample
[Lloyd 1965]. The spiral reader is an automatic machine which does,
however, allow the operator to manually measure otherwise difficult
tracks. Special event classes (more than 4 prongs or a neutral or
charged decay) and certain events judged to be hard to measure on the
spiral reader were measured on the SLAC manual measuring machines. The
remeasures were handled in the same style as the original measurement
pass by dividing the load between the spiral reader and the manual
machines. All the other measurement passes were done on the SLAC
manual machines. At LBL, two measurement systems were also used. The
film was first processed by a flying spot digitizer (FSD, also known
as an HPD or Hough-Powell Device). The FSD is fully automatic with no

provision for operator assistance and was controlled by the DAPR pro-



i T
gram running on an IBM 7094 computer [White 1968]. Those events that
the FSD could not measure were measured on the COBWEB system [Albrecht
1968]. About 55% of the LBL 7 film had to be measured on COBWEB.
After improving the performance of the FSD by using the spark chamber
data in the pattern recognition process, only 20%Z of the LBL W+ film
was measured on COBWEB. COBWEB consisted of several Frankenstein film
plane digitizers being run in semi-automatic mode under the control of
an IBM 7044 computer. The semi-automatic operator allowed the machine
to follow tracks with the operator's help and to automatically digitize
at intervals along the track. Basically, the computer control was used
to speedup the measurement process. In addition to FSD failures,
COBWEB also made all the second pass measurements.

Although the three labs used different measuring systems, their
outputs were similar. The data for an event included identification
information plus several (minimum of two) pairs of film plane digitiz-
ations for each track in each of three views. The data were used as
input to the standard geometrical reconstruction program TVGP (for
Three View Geometry Program) [Solmitz 1966]. TVGP has been used on
many other bubble chamber experiments and is structured such that the
parameters to describe a particular experiment appear as sets of con-
stants. These constants describe such things as the optical path
(from the liquid to the camera), characteristics of the measuring
engine (optical characteristics and measuring error) and the bubble
chamber operating conditions (magnetic field and liquid type and den-

sity). Some of these were set a priori, some (the optical constants)
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from measurements of the fiducials as recorded on the film (their
spatial positions were known by surveying), and some from measurements
of particular events. The latter allowed the magnetic field to be

. . o . o+ -
determined by measuring the K mass in neutral decays (K'»m 7 ) and the
liquid hydrogen density to be gotten from measurements of the muon

: 2 i 5 + + -
range in stopped pion decays‘(w U vu at rest, followed by u -e vevu
also at rest).

With these constants providing needed parameters, TVGP produced a
five parameter description (with an associated 5x5 error matrix of the
parameters) for each track of an event. This was done by using the
film plane digitizations gotten from the measurement tape to calculate
the particle's trajectory in three dimensions. The five parameters
thus deduced are the polar (with respect to the camera axis) and azi-
muthal (about the camera axis) angles at the beginning and end of the
track, and the track's initial curvature. However, due to energy loss
by ionization of the liquid hydrogen, the particle's trajectory
depends on its mass as well as its momentum, especially for lower mom-
entum particles. Thus TVGP provides for a number of different mass
interpretations to be made for each track. The mass interpretations

p . -+ 2
we used for this experiment were m and proton for positive tracks and

m for negative tracks. The SLAC data also included the interpreta-
i
tions K , p, and various strange particles for events with decays to

include the small number of events coming from rarer reactions. The

vast bulk of our data, however, only involved pion and proton tracks.
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4. Merging the Spark Chamber and Bubble Chamber Data

The measurement of the fast forward and beam tracks in the bubble
chamber had large errors on their momenta (Sp/p ~ 5-10% for momenta
above 8 GeV/c or so). The standard bubble chamber technique of beam
averaging using the very well known central beam momentum (Sp/p < 0.5%
for our beam) was used to improve the measurements of the beam. A
similar process which we called hybridization was done to the bubble
chamber measurements of the fast forward track using the better momen-
tum from the spark chamber measurements of the same track. Both these
similar operations were carried out by the computer program HYBRID
which we wrote for this experiment. HYBRID used the TVGP output tape
and a spark chamber data tape as inputs, producing an output tape
resembling a TVGP output tape but with averaged beam tracks and hybrid-
ized fast tracks.

HYBRID proceeded by first using a portion of the TORTIS computer
code to locate spectrometer tracks. The TVGP track banks were then
searched for the highest momentum track of the same charge as the beam.
The matching process then selected the best TORTIS track that was com-
patible with the bubble chamber measurement of the fast pion. This
matching involved a 9 or 11 component xz. The first 4 (or 6) compon-
ents were those from the x2 for the TORTIS track (see Section III.2).
The five new components measured the actual matching of the bubble
chamber and spectrometer measurements:

(1) Difference of the bubble chamber and spectrometer momentum

measurements (FWHM ~ 1.5 GeV/c).
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(2) Difference in the polar (or dip) angles at the end of the

bubble chamber track (FWHM ~ 7.5 mrad).

(3) Difference in the azimuthal angles, again at the end of the

bubble chamber track (FWHM ~ 3.5 mrad).

(4) Difference in the transverse coordinates (Y and Z) at the end

of the bubble chamber track (Y FWHM ~ 2.5 mm and Z FWHM ~ 3.0
mm) .
The x2 also included the TVGP correlations (in the error matrix) for
all but the position measurements.

After a satisfactory match was found, HYBRID then merged the
bubble chamber and spectrometer measurements to form the hybrid fast
track measurements. This hybridization was done by taking a weighted
average of the momenta (which was dominated by the spectrometer meas-
urement due to its much smaller error) as the hybrid track momentum,
using the bubble chamber azimuthal angle, and using the spectrometer
polar (or dip) angle without averaging either angle. Details of the
HYBRID program and its functioning may be found in L. C. Rosenfeld's

thesis [Rosenfeld 1977].
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5. Kinematic Fitting

The four-prong events of this experiment are mostly a result of

the following five reactions:

I+

+

b A
Tp > ngn T p (1)
& ¥ F w

Tp > n%n+n m°p (2)
+ £+ 4 -

TP ;T T T o (3)
+ £ 4+ -

mp > mem wop () (4)

ﬂip - ﬂ§ﬁ+ﬂ+ﬂ—(MM) (5)

where (MM) stands for missing mass consisting of two or more neutral
particles (i.e., Tro(no)n for reaction (4) or n(wo)n for reaction (5),
both with n =2 1). The leading pion is labeled as the fast pion (nf)
that was responsible for triggering the experiment. After hybridiza-
tion, the data tapes contained measurements of the momentum vectors of
all the charged particles of these reactions. Using the principle of
conservation of energy and momentum, the mass of the neutral system of
reactions (2) through (5) can be calculated.

Events were fitted to the reactions (1) through (3) using as con-
straining relations the four equations from conservation of energy and

momentum (four-momentum) :

) E. 1 E, (6a)

0 e i , i
initial final

- >
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initial final
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These kinematic fits were carried out using the SQUAW computer program
[Dahl 1968] which is a companion to TVGP. Since energy-momentum con-
servation is used to constrain the kinematic fits, the resulting values
(after the fit) of the energy and momenta of the particles of the event
will exactly conserve energy and momentum. Reactions (2) and (3)
involve a missing neutral particle whose four-momentum is not measured,
but by assuming a mass for the particle, the kinematic fit determines
the unknown momentum vector. Reactions (2) and (3) thus result in one
constraint (1C) fits since the four energy-momentum equations must
provide for the calculation of the three momentum components of the
missing neutral particle. Similarly, reactions (4) and (5) produce
zero constraint (0C) "fits" which are really the use of equations (6)
to calculate the missing momentum and energy. This is because the
missing neutral system (usually consisting of several neutral parti-
cles) has an unknown mass. In contrast, reaction (1) results in fully
constrained (4C) fits since all the momentum vectors are measured and
all the masses are known.

Reactions (1), (2), and (4) may result in more than one fit per
event. This can be due to the two slow positive particles being
interpreted as W+p or pﬂ+ respectively. Approximately 187% of the 1C
four-prong events that fit reaction (2) made the fit twice, the second
fit having the mass interpretations (w+p) of the slow positive tracks
interchanged (pﬂ+). This was about the same fraction of OC events

1"

which had two "fits" to reaction (4). Only 47 of the 4C events had

two fits with interchanged tracks. This fraction is small (compared
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to the 1C and 0C cases) because the fits with the wrong mass inter-
pretations were frequently failed by SQUAW which resulted in only one
good 4C fit per event. Also, not all events could have had two fits
because the initial momentum and rate of energy loss were inconsistent
for one mass interpretation of a track or one track was definitely
known to be a proton (by being flagged as a stopping proton by the
scanner). The ambiguous events (multiple fits) were reduced to a sin-
gle fit as described in the next section.

All fits to reactions (2) through (4) used the hybrid track for
the fast track (ﬂ;). The 4C fits to reactian (1) were made as HYBRID
fits using the hybrid track and as BCONLY fits for which only the bub-
ble chamber measurement was used for the fast track. Thus both a
HYBRID and a BCONLY 4C fit were attempted for each event. This was
done primarily for the two-prong events to insure that all the elastic
events were found. The elastic events on the film were ones that had
leaked through the trigger and as such, the spark chamber measurement
of the fast track may have been slightly wrong in some way (e.g., a
secondary scattering when exiting from the bubble chamber). In fact,
about 5% of the two-prong elastic events had just the BCONLY fit with
less than 17% having only the HYBRID fit. For the 4C four-prong events,
7% of them made just the HYBRID fit and 4% just the BCONLY fit (the
remainder made both types of fit). These numbers were a result of our
selection of the bubble chamber fiducial volume. We accepted events
very near to the bubble chamber exit windows. These events had very

short (10 cm or so) fast tracks visible and so had very poor measure-
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ments of the fast particle momentum. This was of no consequence in

the HYBRID fits since there the fast track momentum was essentially
determined by the spark chamber measurement.

As discussed earlier, the parameters describing the event (momenta
and energies of the particles) exactly conserved energy and momentum
after kinematic fitting. Since the fits were constrained by energy-
momentum conservation, the errors in the parameters were considerably
reduced by the kinematic fitting process (relative to the errors from
before the fitting). Thus fitting improved the resolutiocn of the
experiment. Finally, the chi-square (x2) statistic of the fit was
useful in selecting between ambiguous fits for a single event as dis-

cussed in the following section.

6. Fit Selection

Although kinematic fitting improved the resolution, it did not
completely solve the problem of dividing the events into separate chan-
nels as given by reactions (1) to (5). Kinematic fitting did provide
the x2 statistic which was useful in selecting among the ambiguous
fits. 1In addition there was extra information to be gotten from the
bubble chamber film. This information was the ionization, or bubble
density, of the track. This quantity is nearly proportional to 1/82
and so the bubble densities associated with different mass interpreta-

tions for the same track go as the mass squared:

1 E2 m?
2= 52 p2 (7
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The bubble density on the film is also proportional to 1/cosA where A
is the dip angle between the track and the plane perpendicular to the
camera axis of the bubble chamber. As the dip angle increases, the
track is becoming more parallel to the camera axis so the camera is
looking along the track to an increasing extent. Thus the apparent
bubble density (as projected onto the film) increases with the dip
angle.

We used a program to prepare a list of events for which the ion-
ization information was needed. For each slow positive track (two
tracks for each four-prong event), the program calculated and printed
the projected bubble densities for different mass interpretations.

This was done for each view and in units of the bubble density of a
minimum ionizing track for which the beam tracks provided a handy ref-
erence, thus considerably reducing the effects of the bubble chamber
operating conditions. These lists were then given to human scanners
who selected the correct mass interpretation having observed the appar-
ent bubble density on the film. These selections were then fed into
the DST program (see below) as the ionization data. For some of the
SLAC ﬁ+ data, these selections were done by programs using bubble dens-
ity information collected automatically by the spiral reader.

Not all the events were scanned for ionization information. Some
events only made a single kinematic fit in SQUAW and so were unambig-
uous. Tracks with momenta above 1.2 GeV/c were skipped since the 1/p?
decrease of the bubble density overwhelms the increase due to the mass

to the point such that the tracks always appear minimum ionizing. In
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addition, the scanners marked some events as undecidable because the
tracks were obscured or had too high a dip angle. The m film was
particularly difficult to scan for the ionization as the film quality
and bubble chamber operating conditions were not as optimal as those
for the n+ film. In either case, the four-prong events were easier to
scan than the two-prong events since the two slow positive tracks
could be visually compared to decide which one was the denser in bub-
bles/cm.

The ionization information plus the output tape from SQUAW con-
taining both the measured and fitted track parameters were used by the
DST generator program to produce data summary tapes (DST's). The
DST's were then used by all the efficiency calculation and physics
analysis programs. In addition to constructing the data record from
a pre-specified map, the DST generator program also assigned each
event to a particular channel by eliminating ambiguous fits. The
algorithm adopted to remove ambiguous fits (leaving one "best' fit per
event) used the information from the ionization scan and the kinematic
fit x2 to effect its choice of the "best'" fit. This process was not
exact and therefore corrections to the cross sections were calculated
by other means as discussed in the final section of Chapter IV. The
general scheme of the selection algorithm was to use the ionization
data to reject all fits with tracks whose mass interpretations were
incompatible with the ionization results. As an exception to this
rule, if all the 4C fits of an event were rejected by the ionization

results, then the ionization information was ignored so that none of
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the 4C fits were rejected (i.e., the 4C fit information was considered
to be more reliable than the ionization data for these events). This
happened for only 2.5%7 of the 4C events. About 4% of the 4C events
had multiple 4C f£its from the W+p/pﬂ+ positive track ambiguity. The
ionization data eliminated 3/4 (3% of all 4C events) of these ambig-
uities by rejecting all but one of the 4C fits. Similarly, 18% of the
7° 1C events (reaction (2)) had more than one fit to the n° reaction
with 2/3 of these ambiguities (12% of the n° events) being removed by
the ionization. Of the events with 1C fits (reactions (2) and (3)),
347 were ambiguous between the 7° and n fits, this being reduced to
only a 17% ambiguity by the ionization data.

If after using the ionization results an event was still ambig-
vous with several non-0C fits, then the 'best" fit for that event was
selected by choosing the fit with the lowest x2 value. This procedure
cannot give a perfect separation of the channels since the x% value
gotten for a fit depends on the exact values of randomly distributed
quantities. Thus if the chi-squares associated with ambiguous fits
were nearly equal, random fluctuations ensured that the true fit some-
times had a x2 greater than that of the ambiguous false fit (and so
was rejected).

With a couple of assumptions and the information given above, an
estimate (as an approximate upper limit) can be made of the fraction
of the 1C events that are misidentified (wrong fit selected). More
precise estimates of the losses and backgrounds and the procedure used

to obtain them are discussed in the final section of Chapter IV. At
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this point, we need to estimate the fracticn of times that the ioniza-
tion and chi-square fit selections pick the wrong fit for an event.
We can take the fraction of times the ionization information causes the
wrong fit to be selected (the error in the ionization) to be less than
30%, especially as the four-prong ionization scan was significantly
easier to perform than that for the two-prongs. This number comes
from looking at the scatterplots of the confidence levels of the chi-
squares for rejected (by the ionization) fits versus those of non-
rejected fits. Similarly, from the scatterplots of the confidence
levels for ambiguous fits, a maximum of about 20% of the chi-square
selection events were in the region where the chi-squares overlap due
to randomness. If we assume that in the overlap band that the worse
case is for the two chi-squares to be independently and uniformly
distributed so that in half of the overlap band cases the selection
process picks the wrong fit, then the chi-square selection failed in
about 10% of the events for which it was applied. Table III.2 summar-
izes the effects of these selection errors as an approxXimate upper
limit for the fraction of the events in the 1C channels that are mis-

identified.
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Table III.2

Estimate of the fraction of 1C events

assigned to the wrong channel

Fraction of Resolved by Resolved by Fraction
1C events in Ambiguous ionization  chi-square misidentified

0
m  channel: 5
with >1 n° fit 187% 127 6% 5%

with n fit 347 17% 17% 8%
n channel:o .

with n~ fit 34% 177% 17% 8%

So we see that the selection algorithm misidentifies approximately
10% of the events in a channel. This number represents an upper limit
to the errors introduced by the selection process, but does not take
into account losses to the 0C channels or backgrounds made up of true
0C events (with multiple neutrals) that made a passing 1C fit. Also,
about 10% of the 1C events have had all their 1C fits rejected by the
ionization selection and so ended <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>