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Abstract

This thesis presents two different studies of the infrared optical properties of two different semiconductors. Chapter 2 describes the results of the first infrared photoluminescence (IRPL) measurements of a HgTe-CdTe superlattice. IRPL spectra of two different HgTe-CdTe superlattices from two different sources were measured from 100 to 270 K. Sample 1 was grown on (111) Cd$_{0.96}$Zn$_{0.04}$Te, and was grown to have 250 repeats of 38 – 40 Å of HgTe followed by 18 – 20 Å of CdTe. Sample 2 was grown on (111) CdTe and was grown to have 75 repeats of 50 Å of HgTe followed by 50 Å of CdTe. Sample 1 exhibited a single asymmetrical luminescence line at all temperatures studied. (Low signal-to-noise ratio from sample 2 prevented detailed analysis of the lineshape.) The luminescence from both samples occurred at significantly lower energies than that from Hg$_{1-z}$Cd$_z$Te alloys with the same Cd concentrations as the average Cd concentrations of the superlattices. At 240 K, the luminescence peak from sample 1 was near 148 meV, with a full width at half-maximum intensity of 42 meV, while the peak from sample 2 was near 242 meV, with a full width at half-maximum intensity of 69 meV. Analysis of the luminescence lineshape from sample 1 showed it to be consistent with wave-vector conserving band-to-band recombination. In this case, the band-gap energy of the superlattice would be near the low energy threshold of the luminescence peak. This study therefore represents the first direct determination of the band gap of an HgTe-CdTe superlattice. A comparison of the lineshapes from both samples with those measured in GaAs-Ga$_{1-z}$Al$_z$As superlattices showed evidence for fluctuations in the layer thicknesses of both the HgTe-CdTe superlattice samples. A comparison was made between the data and a simple theory of the band gaps of HgTe-CdTe superlattices. The theory was shown to be consistent with the experiments, if there were small errors in the measurements of the superlattice layer thicknesses of each sample. The differ-
ences in the luminescence properties of the two samples show that it is possible to tailor the band gaps of HgTe-CdTe superlattices.

Chapter 3 describes the first observation of $s$-like excited states of a double acceptor in a semiconductor. Two experiments were performed to study the $s$-like excited states of the 78-meV acceptor in GaAs. The techniques used, selective excitation scattering (SEL) and electronic Raman scattering (ERS), are both sensitive to the detection of $s$-like excited states of single acceptors in semiconductors. Measurements on two different liquid encapsulated Czochralski GaAs samples showed two $s$-like excited state transitions of equal magnitude, separated by 4.0 meV. Only one $s$-like transition is expected in the energy range measured for a single acceptor. A simple effective mass-like model of a double acceptor was developed to account for the two $s$-like excited states. This model predicted a splitting of the $1s^12s^1$ excited state of a double acceptor to be 2.6 meV, in good agreement with the observed value of 4.0 meV. This proved that the 78-meV acceptor in GaAs is due to the first ionization of a double acceptor, the first such identification to be made based on the $s$-like excited state spectrum. It is therefore possible to identify the valency of an acceptor in a semiconductor by measuring the $s$-like excited state spectrum.

Appendix A describes a novel technique for performing infrared photoluminescence measurements using a Fourier transform infrared spectrophotometer. This technique was developed to perform the experiments described in Chapter 2.
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Chapter 1

Introduction

1.1 Background

This thesis deals with infrared optical studies of semiconductors. The interest in optical studies of semiconductors stems from the desire to understand both the optical and electrical behavior of such materials. Semiconductors are useful for fabricating both electrical and optical devices. An understanding of the properties of such materials, and how to control them, is necessary for the successful design of useful devices. One of the studies in this thesis involves determining the basic intrinsic properties of a new material, the HgTe-CdTe superlattice, which, it is hoped, will be useful for fabricating infrared detectors. (The intrinsic properties are defined here to be those material properties which are basic to the ideal material, such as the band structure, lattice constant, effective masses and phonon frequencies.) The other study involves extrinsic properties of GaAs, a material used for the fabrication of high-speed devices. (The extrinsic properties are defined to be those properties which arise from non-ideality, such as the presence of impurities, defects, and the crystal quality, all of which can be influenced by external factors.) Optical studies are useful for these studies since they
can provide a wide variety of information about both the intrinsic and extrinsic properties of semiconductors, and do not involve contacting the material.

The majority of infrared detectors today are based upon semiconductors as the light-sensitive elements. In order to successfully fabricate a detector, it is important to understand how the material interacts with light. This interaction can be affected not only by the intrinsic properties of the material, but by extrinsic factors as well, such as the presence of impurities. Much effort has been spent in trying to improve the performance of infrared detectors by controlling the extrinsic properties of materials used, since most materials have few adjustable intrinsic parameters. Alloy semiconductors, such as Hg_{1-x}Cd_xTe, are extensively used since it is possible to tailor the band gap of these materials (an intrinsic property) by varying the concentrations of the constituents. However, once the desired band gap is chosen, the only remaining adjustable parameters are extrinsic. Recently it has become possible to tailor the intrinsic properties of semiconductors by controlling the structure of the material at near inter-atomic dimensions. This has opened up a whole new field of materials characterization, since the properties of many of these structures have only been investigated theoretically. Optical studies, such as photoluminescence, can provide useful information on the important intrinsic properties of these materials, such as determining the band-gap energies.

Most semiconductor devices are fabricated by doping selective regions of material on an insulating substrate to isolate the various regions. The production of devices using certain materials is limited by the availability of suitable substrate material. It is important for the substrate to remain insulating during the entire fabrication process. This requires good control of the electrical properties of the substrate. For most semiconductor materials, it is the impurities that determine the electrical properties. Therefore it is important to understand how impuri-
ties behave in the material, and the mechanisms for their introduction into the material. Optical studies provide a means for both identifying and studying the behavior of impurities in semiconductors.

1.2 Superlattices

Recently it has become possible to fabricate layered semiconductor materials whose structure is controlled at near interatomic dimensions. Such structures can have properties which differ dramatically from those of bulk materials. One such structure, first proposed by Esaki and Tsu in 1969,1 is composed of a series of alternating thin layers of two different materials. Such a structure is called a superlattice, since the period of the lattice along the direction normal to the plane of layers is many atomic spacings long. Figure 1.1 shows the general structure of a superlattice. The substrate is usually bulk material of one of the constituents, although alternate materials are sometimes used. The superlattice layers may be grown by a number of techniques, with molecular beam epitaxy (MBE) and metalorganic chemical vapor deposition (MOCVD) being the most prevalent techniques. Both of these methods grow superlattices by depositing a number of monolayers of each material onto a substrate. A buffer layer of one of the materials is sometimes grown before the superlattice, usually to guarantee a high quality surface for growing the superlattice. The layer thicknesses are typically anywhere from 20 – 500 Å.

Figure 1.2 shows the spatial dependence of the constituent material band edges for three different types of superlattices.2 In each case, the upper line represents the energy of the conduction band minimum as a function of position, and the lower line represents the energy of the valence band maximum. The different superlattice types reflect the differences in the relative alignments of
Figure 1.1: Structure of a semiconductor superlattice. The superlattice itself is composed of alternating thin layers of two different semiconductor materials. The layer thicknesses are typically in the range of 20 – 500 Å.
Figure 1.2: Spatial variations of the band edges for three types of superlattices. The horizontal direction is perpendicular to the plane of the layers, and the vertical direction is energy. In each case, material A has a smaller band gap than material B. The shaded regions indicate the band gaps of the constituent materials. (Taken from Ref. 2.)
the band edges of the two materials. The energy offset between the valence band maxima of the two materials is called the band offset. Type I superlattices are characterized by having a band offset such that the electrons and holes are both confined in the same layers. GaAs-Ga$_{1-x}$Al$_x$As is an example of a type I superlattice. Type II superlattices have band offsets such that the electrons are confined to the layers adjacent to the holes. This category has been subdivided into two cases. In the staggered case, there is some overlap between the bands, while in the misaligned case there is no overlap. InAs-GaSb is an example of a type II superlattice. The type III superlattice is similar to the type I superlattice, except one of the materials has zero band gap. HgTe-CdTe is an example of a type III superlattice, since HgTe is a zero band gap semiconductor.

Type I and type III superlattices possess a number of advantages over bulk semiconductor materials for certain applications. In such superlattices, as shown in Section 1.2.1, the band gaps depend on the thicknesses of layers, as well as on the band gaps of the constituent materials. The band-gap energies can be adjusted to values between the band gaps of the constituent materials, and a given band-gap energy can be obtained by a number of combinations of layer thicknesses. Thus the superlattice system has two adjustable parameters. This is an improvement over ternary semiconductor alloys, where the choice of a desired band-gap energy determines all the other material properties. These and other unique properties can be exploited for devices.\(^2\) (The GaAs-Ga$_{1-x}$Al$_x$As superlattice system has been very successful for fabricating lasers.\(^3\) For some superlattices, it is possible to determine the effects of the compositional modulation on the band structure using a simple model.

1.2.1 The Kronig-Penney model

For some materials, it is possible to determine the band structure of a super-
Figure 1.3: Periodic square-well potential for conduction band electrons in a superlattice. The horizontal axis is distance perpendicular to the plane of the layers. The vertical axis is energy. $l_A$ and $l_B$ are the thicknesses of the layers of materials $A$ and $B$, respectively.

lattice by considering the behavior of the conduction and valence bands separately. (This study will be limited to the band structure in the direction normal to the layers.) In this case, an electron in the conduction band would see a potential like that in Fig. 1.3. Material $B$ is assumed to have a larger band gap than material $A$. The regions of material $B$ present barriers to the electrons in material $A$. The potential therefore looks like a periodic array of finite square wells. The band structure for such a potential was solved by Kronig and Penney in 1931.\textsuperscript{4} (A good description of the Kronig-Penney model is given in Ref. 5.) In this model, the Schrödinger equation

\[
-\frac{\hbar^2}{2m} \frac{d^2\Psi}{dz^2} + V(z)\Psi = E\Psi, \tag{1.1}
\]

is solved for one electron in the potential

\[
V(z) = \begin{cases} 
0 & n(l_A + l_B) < z < n(l_A + l_B) + l_A \\
V_0 & n(l_A + l_B) + l_A < z < (n + 1)(l_A + l_B) 
\end{cases} \quad n = \text{integer}, \tag{1.2}
\]
where \( l_A \) and \( l_B \) are the thicknesses of the layers of materials \( A \) and \( B \), respectively. In the regions of material \( A \), where the potential is zero, the solution will be a linear combination of traveling waves,

\[
\Psi = Ae^{ik_Az} + Be^{-ik_Az},
\]

where

\[
E = \frac{\hbar^2 k_A^2}{2m}.
\]

In the regions of material \( B \), where the potential is \( V_0 \), the solution is

\[
\Psi = Ce^{k_Bz} + De^{-k_Bz},
\]

where

\[
E = V_0 - \frac{\hbar^2 k_B^2}{2m}.
\]

The boundary conditions are the continuity of \( \Psi \) and \( d\Psi/dz \) at \( z = 0 \) and \( z = l_A \), as well as the Bloch condition. The solution is then given by

\[
\frac{k_B^2 - k_A^2}{2k_Bk_A} \sinh k_B l_B \sin k_A l_A + \cosh k_B l_B \cos k_A l_A = \cos qd,
\]

where \( q \) is the electron momentum perpendicular to the layers, and \( d = l_A + l_B \) is the superlattice period. A similar analysis can be performed for the valence band.

Equation 1.7 gives the band structure of the superlattice normal to the plane of the layers. The band gap will be given by the \( q = 0 \) solutions of the conduction and valence band equations. This analysis is well suited to type I superlattices when the two constituent materials have similar band structures. The GaAs-Ga\(_{1-x}\)Al\(_x\)As superlattice is an example of a type I superlattice where the Kronig-Penney model can be used to describe the band structure. However, it may not be appropriate for other types of superlattices. The Kronig-Penney model is not well suited to type II or III structures since the interactions between the conduction and valence bands of the two materials is important. However, it does provide a basis for understanding the properties of superlattices.
1.2.2 Optical studies of superlattices

New superlattice materials are being proposed and grown at a rapid rate. Optical techniques provide a non-destructive means for determining important properties of superlattice materials. For example, photoluminescence experiments can provide information about the band gap of a superlattice. Non-destructive measurements are required during the early stages of development of a particular system, since the number of samples may be quite limited.

1.3 Impurities and defects

In bulk semiconductors, the presence of impurities or defects can have a profound effect on the electrical properties. The most well known types of impurities are the shallow donors and acceptors. For the majority of semiconductor devices, the electrical characteristics are governed by controlling the concentrations of shallow impurities. An important step in learning how to control the properties of a semiconductor is the identification of the centers responsible for the shallow levels. Optical measurements can be very useful here, since they can provide positive identification of the presence of many specific impurities. One method for identifying acceptors in semiconductors is by measuring the excited state spectra.

1.3.1 Effective mass theory

One method for calculating the binding energy of an acceptor in a semiconductor is the effective mass theory. Here the acceptor is treated as a negative point charge in a uniform dielectric medium. The hole is treated as a positive particle with mass equal to the heavy-hole effective mass. The resulting binding energies for the acceptor ground state and excited states are then given by
scaling the energies given by the Bohr model of the hydrogen atom by $m_h/m_e^2$, where $m_h$ is the hole effective mass and $\epsilon$ is the static dielectric constant for the material. (Baldersechi and Lipari have modified the effective mass theory to include the effects of crystal symmetry and interactions with the light-hole and split-off hole valence bands.\textsuperscript{6,7})

The effective mass theory predicts that all acceptors will have the same binding energy, since only the coulombic part of the acceptor potential is considered. This is typically a poor assumption for acceptors. As can be seen from Table 1.1, the binding energy of an acceptor in GaAs depends upon the actual impurity. The difference between the effective mass acceptor binding energy and the actual binding energy is called the central cell shift. A measurement of the central cell shift provides a means of identifying the impurity producing an acceptor in GaAs. The most accurate method for measuring the central cell shift of an acceptor is to determine the energies of the excited states of the acceptor. The $p$-like excited states of a semiconductor are not sensitive to the central cell shift since they have little probability of being near the impurity center, so they experience only the average coulombic potential. Therefore, the $p$-like excited states for all acceptors will be bound with the same energy with respect to the valence band edge. (The excited state spectrum for effective mass acceptors in GaAs has been calculated in Ref. 7.) The central cell shift is then given by the difference between the measured binding energies of the $p$-like excited states relative to the acceptor and those predicted by the theory. The $s$-like excited are also useful, since they experience the non-coulombic part of the acceptor potential to a lesser extent than the ground state does. This is useful for determining the behavior of the central part of the potential, which can provide insight into the structure of the acceptor. Since the relative amount of the central cell shift for the $s$-like excited states has been calculated, they are also useful for determining the central
Table 1.1: Binding energies of some shallow acceptors in GaAs.  

<table>
<thead>
<tr>
<th>Acceptor</th>
<th>C</th>
<th>Be</th>
<th>Mg</th>
<th>Zn</th>
<th>Si</th>
<th>Cd</th>
<th>Ge</th>
<th>Sn</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy (meV)</td>
<td>26.0</td>
<td>28.0</td>
<td>28.4</td>
<td>30.7</td>
<td>34.5</td>
<td>34.7</td>
<td>40.4</td>
<td>171</td>
</tr>
<tr>
<td>Lattice site</td>
<td>As</td>
<td>Ga</td>
<td>Ga</td>
<td>Ga</td>
<td>As</td>
<td>Ga</td>
<td>As</td>
<td>As</td>
</tr>
</tbody>
</table>


cell shift. There are a number of methods for measuring the binding energies of acceptor excited states optically. Chapter 3 discusses two such techniques which are useful for studying the s-like excited states of acceptors.

### 1.4 Outline of thesis

This thesis is divided into three parts, two devoted to the description of optical studies of semiconductors, and the third to a description of a novel technique for performing infrared photoluminescence measurements.

#### 1.4.1 IRPL from HgTe-CdTe superlattices

Chapter 2 describes the first photoluminescence results from HgTe-CdTe superlattices. This study is important because it represents the first direct determination of the band gap of a HgTe-CdTe superlattice. The HgTe-CdTe superlattice system was first proposed as an interesting infrared material in 1979. Since this system is a type III superlattice, infrared band gaps should be easily attainable
for reasonable layer thicknesses. (Ignoring effects due to the discrete nature of the layer thicknesses, it should be possible to obtain band gaps anywhere from near 0meV to near the band gap of the barrier material in type III superlattices.) There has been a great deal of interest in this system for use in infrared detectors, since the superlattice structure should allow for the tailoring of some properties at a chosen band-gap energy. It is hoped that the HgTe-CdTe superlattice would therefore be superior to the Hg_{1-x}Cd_xTe alloy system, where all the material properties are fixed for a given choice of the band gap.

The first HgTe-CdTe superlattices were grown in 1982. However, these samples were grown with very thick HgTe layers due to difficulties in controlling the layer thicknesses. According to the theories, these first samples should have had band-gap energies very near 0meV, and would not be suitable for optical studies or as detector material. The degree of growth control has improved since then, and the first samples with HgTe layers thin enough to have infrared band gaps were grown in 1984. The photoluminescence study reported in Chapter 2 was performed using two of these samples.

The results of this study showed that the HgTe-CdTe superlattice system is a promising infrared material. Two superlattices with different layer thicknesses and from different sources were shown to luminesce in the infrared. The luminescence was shown to be consistent with wave-vector conserving band-to-band recombination, allowing the first direct determination of the band gap of a HgTe-CdTe superlattice. Analysis of the luminescence lineshapes showed evidence for the existence of fluctuations in the layer thicknesses. In each case the luminescence was shown to occur at significantly lower energies than that of Hg_{1-x}Cd_xTe alloys with the same Cd concentrations as the average Cd concentrations of the superlattices. The temperature dependence of the luminescence was compared with theoretical predictions. The theory predicted the band gaps of the two
structures fairly well, if allowance was made for fluctuations and small errors in the measurements of the sample layer thicknesses. The differences in the behavior of the two superlattices prove that it is possible to tailor the properties of HgTe-CdTe superlattices.

1.4.2 The 78-meV acceptor in GaAs

Chapter 3 reports the first observation of the $s$-like excited states of a double acceptor in a semiconductor. The center being studied was the 78-meV acceptor in GaAs. It has been found that the presence of the 78-meV acceptor in liquid encapsulated Czochralski (LEC) GaAs indicates the material is $p$-type, and not suitable for use as a semi-insulating substrate material. It was suspected that this level was due to a double acceptor, possibly involving the Ga$_{As}$ anti-site defect. A determination of the nature of this acceptor will be necessary for controlling the properties of LEC GaAs. The purpose of this study was to measure the $s$-like excited state spectrum of this level, which should provide information on the potential of this acceptor.

Two experiments were performed, and each showed a splitting of the first $s$-like excited state of the 78-meV acceptor. The techniques used, selective excitation luminescence (SEL) and electronic Raman scattering (ERS), were chosen for their ability to measure the $s$-like excited states of single acceptors in semiconductors. An effective mass-like description for a double acceptor in a semiconductor was proposed to explain the observed splitting. This theory was the first to predict a splitting of the $1s^12s^1$ state a double acceptor in a semiconductor. A comparison of the data with the theoretical predictions for single acceptors and the double acceptor model led to the conclusion that the 78-meV level in GaAs is due to the first ionization of a double acceptor. The techniques used for this study should be useful for identifying double acceptors in other materials.
1.4.3 Photoluminescence using an FTIR

Appendix A describes the method used to adapt an FTIR to infrared photoluminescence measurements in the presence of a thermal background. The experiment in Chapter 2 required the ability to detect a weak infrared signal whose wavelength was unknown. Initial attempts to use a standard grating spectrometer were unsuccessful due to the poor signal-to-noise ratio inherent in such a system. The grating spectrometer was then replaced with a Fourier-transform infrared spectrophotometer (FTIR). The FTIR had the ability to scan a large wavelength region in a short time with a greater signal-to-noise ratio than that achievable with the grating instrument. However, the small signal strength and the presence of a 300K blackbody radiation background prevented the observation of the signal. This led to the development of a novel technique for eliminating the background signal when using an FTIR.
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3. The experiment in Chapter 2 was performed using a commercially available GaAs-Ga$_{1-x}$Al$_x$As multi-quantum well laser diode. The experiment would not have been possible with conventional laser diodes due to the high optical power requirements.


Chapter 2

IRPL from HgTe-CdTe

Superlattices

2.1 Introduction

2.1.1 Background

The Hg$_{1-x}$Cd$_x$Te alloy system has been an important material for use in infrared detectors for many years. The usefulness of this system arises from the basic properties of HgTe and CdTe. HgTe is a zero band gap semiconductor, while CdTe has a band gap near 1.6 eV.\(^1\) As an alloy system, the band-gap energy of Hg$_{1-x}$Cd$_x$Te can be tailored to any value between 0 and 1.6 eV. This allows the tailoring of detectors for specific regions in the infrared. Hg$_{1-x}$Cd$_x$Te detectors have been used mostly in the regions where the atmosphere is transparent, usually in the 3 – 5 and 8 – 13 \(\mu\)m ranges,\(^2\) although there has been recent interest in using Hg$_{1-x}$Cd$_x$Te detectors with fiber optics in the 1.3 – 1.5 \(\mu\)m range. There are a number of material-dependent parameters which can affect the performance of an infrared detector.\(^3\) In the alloy system, once the desired band-gap energy has been chosen, all the other parameters, such as the carrier effective masses, are
determined. Given such fundamental limitations to $\text{Hg}_{1-x}\text{Cd}_x\text{Te}$ detectors, new infrared materials are needed to improve device performance.

The HgTe-CdTe superlattice system was proposed as an alternative to the $\text{Hg}_{1-x}\text{Cd}_x\text{Te}$ alloy system. A HgTe-CdTe superlattice consists of alternating thin layers of HgTe and CdTe. It is predicted that such a superlattice would have markedly different properties from a HgCdTe alloy of the same average composition. With this system, it is possible to obtain a given band-gap energy with a number of different combinations of HgTe and CdTe layer thicknesses (ignoring for the moment the discrete nature of the layer thicknesses). The choice of the layer thicknesses used can then be made to optimize other material properties such as effective masses. These properties might be exploited to improve the performance of devices.

A number of groups have reported the successful fabrication of HgTe-CdTe superlattices. The samples have been characterized by Auger-electron spectroscopy, transmission-electron microscopy, secondary-ion-mass spectroscopy and reflectance, all of which indicate the existence of spatial variations of the Hg to Cd ratios. However, until this study, no direct determination of the band gaps has been made. Infrared transmission measurements have been made on some superlattices. However, in each case the samples consist of a rather thin layer of superlattice on a substrate. The small change in transmission along with Fabry-Perot resonances make the interpretation of the data rather difficult, leading to some question as to the precise value of the band gap. In contrast, photoluminescence measurements are expected to give a less ambiguous value for the band gap. The advantage here is that photoluminescence should produce a peak near the band gap. Infrared transmission experiments usually involve fitting the transmission curve to a theoretical model, and extrapolating to find the band-gap energy. This can produce ambiguous results with thin samples
since the absorption may not become significant until the energy is well above the band gap.

2.1.2 Results of this study

This chapter reports on the first measurements of photoluminescence from HgTe-CdTe superlattices. Two superlattice samples of differing composition, and from different sources, were shown to luminesce in the infrared. Analysis of the luminescence lineshapes showed the luminescence to be consistent with that expected for wave-vector conserving band-to-band recombination. These measurements then represent the first direct determination of the band gaps of HgTe-CdTe superlattices. The dependence of the luminescence on the sample temperatures was also studied, from 100 to 270 K. In each case, the luminescence was shown to occur at significantly lower energies than that of Hg$_{1-x}$Cd$_x$Te alloys with Cd concentrations equivalent to the average Cd concentrations of the respective superlattices. This result is consistent with the current theories, which predict such an effect.\textsuperscript{4,5,11} A comparison of the data with a simple temperature-dependent model of HgTe-CdTe superlattices was made, showing good qualitative agreement. This study proves that HgTe-CdTe superlattices have different optical properties than Hg$_{1-x}$Cd$_x$Te alloys. The photoluminescence data seemed to show a lack of impurity luminescence, indicating that the electrical properties of the HgTe-CdTe superlattices may be superior to those of Hg$_{1-x}$Cd$_x$Te alloys. The difference in the luminescence from the two samples shows that it is possible to tailor the properties of HgTe-CdTe superlattices, an important requirement for device fabrication.
2.2 Sample descriptions

Two different HgTe-CdTe superlattice samples from two different sources were used for this experiment. Both samples were grown in molecular-beam epitaxy (MBE) machines specially tailored to handle Hg. Sample 1 was grown to have 250 repeats of 38 to 40 Å of HgTe followed by 18 to 20 Å of CdTe. The layer thicknesses were obtained from the calibrated growth rates for the source fluxes used. The total superlattice thickness was measured by a surface profilometer, and confirmed by analysis of the interference fringes in the infrared transmission data. The total superlattice thickness obtained by these methods (~1.5 μm) is approximately equal to that obtained by using the source fluxes. The substrate material for sample 1 was (111)-oriented Cd$_{0.96}$Zn$_{0.04}$Te. The zinc concentration was chosen such that the lattice constant of the substrate would be between that of CdTe and that of HgTe. It has been shown that higher quality crystal growth of both HgTe-CdTe superlattices and Hg$_{1-z}$Cd$_z$Te alloys can be obtained by using such CdZnTe substrates. Sample 2 was grown to have 75 repeats of 50 Å HgTe followed by 50 Å CdTe. The total thickness as measured by a mechanical stylus was ~0.75 μm, in approximate agreement with the sum of the layer thicknesses. The substrate material for sample 2 was (111)-oriented CdTe. A 2500 Å CdTe buffer layer was grown before the superlattice. (No buffer layer was grown on the substrate for sample 1 since the MBE machine was not equipped to grow CdZnTe.) No direct measurement of the individual layer thicknesses of either superlattice was made, therefore the accuracy of the quoted thicknesses is not easily determined.

A HgCdTe alloy sample was used for comparison with the superlattice photoluminescence spectra. The sample was Hg$_{0.71}$Cd$_{0.29}$Te, grown by the solid state recrystallization method, and was annealed in Hg vapor to reduce the number of Hg vacancies.
2.3 Description of experiment

2.3.1 General

The photoluminescence experiment for this study required good response over a wide range of infrared wavelengths. Early theoretical predictions for the band gap values of the samples used in this study ranged from 5 to 12 μm at 0K. Thus there was no way of knowing where to expect the luminescence. Scanning this large a wavelength region presents a few problems. First, the detectors available for this range have rather limited detectivities (see Table 2.1). This necessitates long integration times to observe even moderately strong sources. The type of optics to be used is another important consideration (see Table 2.2). Many of the materials which are transparent in the infrared have drawbacks such as water solubility or large thermal expansion coefficients which limit their usefulness. The experiment is further complicated by the large background of 300K blackbody radiation, which peaks at 10 μm. All of these factors must be carefully considered when designing the experiment.

2.3.2 Dispersive spectrometer experiment

The initial experimental setup used was based on a SPEX 1404 double grating spectrometer (see Fig. 2.1). This setup was used for all the substrate luminescence studies, as well as the initial search for the superlattice photoluminescence. The spectrometer could cover a range of 0.4 – 12 μm by using a series of gratings, each blazed for a particular wavelength (see Table 2.3). The gratings had to be changed to reach the various ranges, which added to the time required for the experiment.

Three detectors were used to cover the region being studied. The detector used for the 0.4 – 1.2 μm range was an S-1 curve photomultiplier tube cooled
Table 2.1: Properties of selected infrared detectors.\textsuperscript{a}

<table>
<thead>
<tr>
<th>Material</th>
<th>Useful range\textsuperscript{b} ((\mu\text{m}))</th>
<th>(D^*(\lambda_{\text{max}}))\textsuperscript{c} (cmHz(^{1/2})/W)</th>
<th>(\lambda_{\text{max}}) ((\mu\text{m}))</th>
<th>Temp\textsuperscript{e} (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>InAs</td>
<td>1 – 3.3</td>
<td>(5 \times 10^{11})</td>
<td>3</td>
<td>77</td>
</tr>
<tr>
<td>InSb</td>
<td>1 – 5.5</td>
<td>(8 \times 10^{10})</td>
<td>5</td>
<td>77</td>
</tr>
<tr>
<td>Ge:Cu</td>
<td>2 – 27</td>
<td>(1.5 \times 10^{10})</td>
<td>20</td>
<td>4.2</td>
</tr>
<tr>
<td>Ge:Zn</td>
<td>2 – 43</td>
<td>(1 \times 10^{10})</td>
<td>33</td>
<td>4.2</td>
</tr>
<tr>
<td>HgCdTe\textsuperscript{f}</td>
<td>{3 – 15}</td>
<td>(2 \times 10^{10})</td>
<td>(10 – 14)</td>
<td>77</td>
</tr>
<tr>
<td></td>
<td>{5 – 20}</td>
<td>(3 \times 10^{9})</td>
<td>(14 – 16)</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a} The values used in this table are from the SBRC Inc. Infrared Components Brochure.

\textsuperscript{b} This range represents typical wavelengths where the detector may be used, although the performance can be much lower than the peak performance when used far from \(\lambda_{\text{max}}\).

\textsuperscript{c} This value represents the maximum detectivity of the detector.

\textsuperscript{d} The wavelength where the detectivity is greatest.

\textsuperscript{e} The temperature at which the detector is operated.

\textsuperscript{f} The parameters for HgCdTe detectors depend on the alloy composition used, which determines \(\lambda_{\text{max}}\).
Table 2.2: Properties of selected infrared optical materials.\textsuperscript{a}

<table>
<thead>
<tr>
<th>Material</th>
<th>Useful range\textsuperscript{b}</th>
<th>Transmission\textsuperscript{c}</th>
<th>Other Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quartz</td>
<td>.2 – 3</td>
<td>94</td>
<td>hard, will temperature cycle</td>
</tr>
<tr>
<td>Sapphire</td>
<td>.2 – 5.5</td>
<td>94</td>
<td>hard, will temperature cycle</td>
</tr>
<tr>
<td>BaF\textsubscript{2}</td>
<td>.2 – 11</td>
<td>94</td>
<td>cleaves, hygroscopic</td>
</tr>
<tr>
<td>IRTRAN2</td>
<td>.5 – 12</td>
<td>70</td>
<td>hard, will temperature cycle</td>
</tr>
<tr>
<td>KCl</td>
<td>.2 – 17</td>
<td>94</td>
<td>soft, water soluble</td>
</tr>
<tr>
<td>ZnSe</td>
<td>.6 – 20</td>
<td>70</td>
<td>hard, good for CO\textsubscript{2} laser optics</td>
</tr>
<tr>
<td>KRS5</td>
<td>.6 – 40</td>
<td>70</td>
<td>toxic, soft, cold flows under pressure</td>
</tr>
<tr>
<td>CsI</td>
<td>.3 – 50</td>
<td>85</td>
<td>soft, highly water soluble</td>
</tr>
</tbody>
</table>

\textsuperscript{a.} The values used in this table are from the Janos Technology Inc. Precision Optics and Components Catalogue.

\textsuperscript{b.} This range represents the wavelengths where the material is transparent, although the transmission can be much lower than the peak value near the ends of the range.

\textsuperscript{c.} This value represents the maximum transmission of the material. The behavior away from the maximum depends on the material.
Figure 2.1: Dispersive spectrometer experimental setup. The output windows on the dewar were IRTRAN2 and ZnSe. The transfer lenses were BaF2. A Ge filter was placed before the spectrometer entrance slit to prevent higher order light from hitting the detector. The detector was Ge:Cu at 4.2 K. The chopping frequency was 1 kHz.
Table 2.3: Available gratings for spectrometer.

<table>
<thead>
<tr>
<th>blaze wavelength (μm)</th>
<th>grooves/mm</th>
<th>wavelength range (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.6</td>
<td>600</td>
<td>0.4 – 1.2 (second order)</td>
</tr>
<tr>
<td>1.6</td>
<td>600</td>
<td>1.2 – 2.4 (first order)</td>
</tr>
<tr>
<td>3.0</td>
<td>300</td>
<td>2.4 – 4.0</td>
</tr>
<tr>
<td>6.0</td>
<td>150</td>
<td>4.0 – 8.0</td>
</tr>
<tr>
<td>10.0</td>
<td>75</td>
<td>8.0 – 12.0</td>
</tr>
</tbody>
</table>

to 77K. This was used to study the photoluminescence properties of the super-lattice substrates. The 1.2 – 3.0μm range was covered by an InAs photovoltaic detector cooled to 77K. A copper-doped germanium detector (Ge:Cu) was used to cover the remaining 3 – 12μm range. All the external optics used were BaF₂, which is transparent from 0.3 – 13μm and only slightly hygroscopic. The samples were mounted in a Janis DT-8 variable temperature immersion dewar. The use of an immersion dewar presents a problem in the infrared. There are few infrared materials which can be cemented to the aluminum sample chamber and cycle from room temperature to 1.8K. IRTRAN2 was the best compromise for this application, since it could tolerate the temperature range, and has a similar coefficient of thermal expansion to that of aluminum. This choice limited the long wavelength transmission to about 12μm (see Table 2.2). The dewar also had an internal cold shield between the sample chamber and the outer wall, but no window was used here (the transmission of the available windows is not very high, and their effectiveness as a cold shield is limited by their transparency to infrared radiation) The outer window was ZnSe, used mainly due to its avail-
ability (BaF$_2$ would have been preferable). The window was not anti-reflection coated, which would have limited its range of usefulness. The tradeoff was 70% transmission over the extended range. A Ge band-pass filter was placed in front of the spectrometer entrance slit to filter out the laser light, as well as to prevent higher order light from hitting the detector.

A Coherent CR-3000K krypton ion laser was used as the optical pump source. Either the 6471 Å or the 6764 Å line was used, and was chosen by using a SPEX 1460 grating spectrometer to filter the beam. To minimize the effects of the 300 K blackbody radiation background, the standard method of synchronous detection was employed. When using the Ge:Cu detector, the laser light was chopped at a frequency of 1.02 kHz, chosen to maximize the signal-to-noise ratio of the detector. The Ge:Cu detector used was an SBRC 9145-2, with a matching model A130 preamplifier. The output of the preamplifier was fed into a PAR model 124A lock-in amplifier using a model 117 preamplifier. The input filter on the lock-in was set at band-pass mode at the chopping frequency, and the Q was set to 100 (the maximum setting). This was designed to filter noise, since the signal would be a slowly varying modulation at the chopping frequency. The output time constant was typically 1 – 3 seconds with a 12 db/octave slope. This output filtering was necessary due to the weak signal strength. The output from the lock-in amplifier was sent to a VCO based on an Analog Devices 458J chip. The VCO provided an output pulse rate proportional to the input signal, and had a dynamic range of $10^5$, since the full scale output voltage of the lock-in matched the full scale voltage of the VCO (10 volts). The gain setting on the lock-in amplifier could then be chosen such that the RMS noise level corresponded to about 100 counts out of the VCO. In practice, this meant the lock-in was always set for the lowest gain (× 20). By using this technique, the maximum benefit of the VCO dynamic range could be obtained, and it was possible to avoid
overloading the input amplifier of the lock-in with a strong signal. The output pulses from the VCO were then fed to a multichannel analyzer for storage, and on to a computer for analysis.

### 2.3.3 Limitations of the dispersive approach

A photoluminescence scan of the HgCdTe alloy sample is shown in Fig. 2.2. The signal-to-noise ratio in this spectrum is not very good, considering that it required an integration time of 15 minutes. Luminescence from this sample could be detected only at temperatures below 20 K using this setup. Using this setup, no luminescence signal was seen from either superlattice in the 1.6 – 12 μm range. All the luminescence at wavelengths shorter than 1.6 μm could be attributed to the substrates. The low signal-to-noise ratio observed here can be traced to limitations in the setup. In a double grating spectrometer, the grating efficiency drops very rapidly as it is tuned away from the blaze angle. For the spectrometer used here, the throughput for gratings blazed at wavelength λ will be down to 25% of the maximum at 2λ/3 and 2λ. The gratings must be changed frequently when scanning large wavelength ranges to achieve maximum throughput, and there are still regions where the efficiency is quite low. Atmospheric absorptions are quite strong in some regions in the infrared, therefore it is important to limit the optical path length in air for the signal. Unfortunately, even though the spectrometer was nitrogen purged, the flow rate was not great enough to lower the absorption significantly (the optical path length within the spectrometer is nearly 8 meters, making it by far the longest path in the system). Further, the BaF₂ optics used were not optimized for either the detector or the spectrometer. The field of view of the detector was 60°, which corresponds to f/0.58, and was not matched by the optics. All of these factors lead to a lowering of the signal-to-noise ratio.
Figure 2.2: Photoluminescence spectra of a $\text{Hg}_{0.70}\text{Cd}_{0.30}\text{Te}$ alloy, taken with the grating spectrometer setup. The gratings used were blazed for 6 $\mu$m (see Table 2.3). A Ge:Cu detector was used, and the total scanning times were 15 minutes in each case. These scans represent the maximum signal-to-noise ratio attainable in this wavelength range due to their proximity to the blaze wavelength.
It was then necessary to devise a photoluminescence experiment with a greater signal-to-noise ratio. The main disadvantage of the above setup is the use of a grating spectrometer. Dispersive instruments are poorly suited to infrared work since any increase in resolution is accompanied by a decrease in the signal-to-noise ratio. Only a small fraction of the total luminescence intensity is incident on the detector at any given time, and as the resolution increases, this fraction decreases. In many photodetectors, the signal-to-noise ratio increases as the intensity of light falling on the detector increases. This is true of the photoconductive detectors used for this study. A better signal-to-noise ratio would be achieved if all the light could fall on the detector during the scan. This is precisely the situation in a Fourier transform infrared spectrophotometer.

A Fourier transform infrared spectrophotometer (FTIR) is basically a Michelson interferometer with a moving mirror for scanning in wavelength (see Appendix A for a more complete description). Such a spectrometer possesses two major advantages over the dispersive instrument: the ability to have a large percentage of the sample luminescence incident on the detector throughout the scan, and the ability to scan large wavelength regions without the need to change gratings. The end result is a much greater signal-to-noise ratio than that achieved by dispersive instruments. An FTIR also doesn’t suffer from the loss of throughput inherent in grating spectrometers off the blaze wavelength, however there are losses due to the efficiency of the beamsplitter.

An FTIR is not a solution in itself, however. Appendix A discusses the problems associated with doing infrared photoluminescence with an FTIR, and presents a unique solution for overcoming them.

2.3.4 FTIR experiment

The final experimental setup was based on a Bomem DA3.01 Fourier trans-
form infrared spectrophotometer (see Fig. 2.3). This particular instrument offered the advantages of an external viewport and easy access to the signal from the detector before it entered the Fourier transform computer. The detector used was zinc-doped germanium (Ge:Zn), cooled to 4.2 K. The internal beamsplitter and the external viewport were KCl (see Table 2.2). The entire spectrometer was evacuated to 17 mTorr during the measurements. The external infrared optics were all KCl, and matched to the f/numbers of the spectrometer input (f/4) and the dewar exit window (f/2). A long-pass Ge filter with a 2 μm cutoff wavelength was placed before the FTIR external viewport to filter out stray laser light.

The optical pump source was an SDL 2410-C multi-quantum well laser diode operated at 77 K, with a typical average power of 200 mW. The laser diode was powered by an HP 214B pulser, operating at a frequency of 40 kHz, with a 50% duty cycle. The signal from the Ge:Zn detector was sent to an Ithaco 1211 current mode preamplifier. The high frequency response limit of the 1211 was 56 kHz; therefore, the pulsing frequency was limited to 40 kHz to prevent attenuation and phase shifting of the signal. The output from the preamplifier was sent to a PAR 124A lock-in amplifier for demodulation. The lock-in preamplifier was a PAR 116 operated in direct mode. The lock-in gain was typically 10⁴. The 116 preamp was not optimized for this configuration, since the output impedance of the 1211 preamplifier was 600 Ω, and the input impedance of the 116 was 10 MΩ. The noise figure for this arrangement was 6 dB (the amplifier added 6 dB to the thermal noise at the input). The input filter on the lock-in was set to 20 kHz, high pass, with a Q of 1. The output time constant on the lock-in was set to minimum, which corresponded to a value of about 600 μs. The slope was set to 6 dB/octave. The output from the lock-in was sent to the Fourier transform computer. Appendix A describes the motivation behind the settings chosen.

The samples were mounted in a Janis Supertran variable temperature dewar,
Figure 2.3: FTIR experimental setup. The infrared optics were all KCl, including the FTIR beamsplitter. A Ge filter was placed before the spectrometer viewport to filter out stray laser light. The detector was Ge:Zn cooled to 4.2K. The laser frequency was 40kHz.
with a KCl exit window. This dewar consists of a liquid-helium-cooled cold finger which is mounted in a vacuum. This arrangement posed a sample heating problem. The samples were originally mounted by the method used in immersion dewars — masking tape was used to hold the samples to the cold finger. While this is sufficient for immersion dewars, it did not work well in a vacuum; when the samples were illuminated with 200 mW average laser power, the samples were observed to heat up from 12 K to over room temperature in a few minutes. The mounting procedure was changed to the following: the samples were placed on indium foil on the copper cold finger. A corner of the foil was folded over to the front of the sample, and used as the contact point for a metal spring clamp. This method worked fairly well for heat sinking the sample, but had the disadvantage of straining the sample slightly. However, there was no indication that the strain had any effect on the luminescence.

The wavelength range covered by this system was roughly 2 – 17 μm. A system response curve was not obtained since there was no broadband infrared source available which could be modulated at 40 kHz. Given the degree of electronic filtering of the system, a meaningful response curve would require the source to be modulated at the frequency used for the measurements. Given the output time constant of the lock-in amplifier, and the 6 db/octave slope, the 3 db signal strength point occurred at 265 Hz. Thus the signals from wavelengths modulated by the FTIR to frequencies higher than 265 Hz would be attenuated by the lock-in amplifier. Figure 2.4 shows the theoretical response curve of this filter is plotted against the energy of the luminescence signal. All the spectra were corrected for this filter response. The effect of the correction is not large, but it is readily visible in the noise amplitude. Without the correction, the noise amplitude decreases toward higher energy (higher frequency), while after the correction the noise amplitude is fairly independent of the frequency.
Figure 2.4: Theoretical response curve for the output low-pass filter, plotted against the energy of the luminescence entering the spectrometer. The curve was determined from the filter response and the wavenumber-to-frequency conversion for the mirror speed used in the experiments.
The improvement in the signal-to-noise ratio gained by using this technique was impressive. Compare the signal-to-noise ratio of the 30K curve in Fig. 2.5 with that of Fig. 2.2. It was possible to measure the photoluminescence from the alloy sample up to room temperature with this setup, whereas the upper limit for the original setup was 20K. The broad feature in the upper two curves centered at 120meV is thought to be due to room temperature blackbody radiation reflected off the sample.

2.3.5 Modulated reflectivity

If the reflectivity of the sample were modulated at the laser frequency, then the detector would see specularly reflected radiation from the room temperature entrance window on the dewar. This would produce a broad spectrum, peaking at 120meV. Such an effect has been seen in Hg$_{1-x}$Cd$_x$Te alloys. In this case, above band-gap radiation creates free carriers in the bands, which behave as an electron-hole plasma. At sufficiently high carrier densities, the dielectric function can be appreciably altered, changing the reflectivity. This effect is most pronounced at long wavelengths.

An experiment was performed to test for modulated reflectivity of the alloy sample used here. The setup is shown in Fig. 2.6. The sample was mounted on an aluminum block at room temperature to provide some degree of heat sinking. The 6471Å line of a krypton ion laser was used as the pump source. The plasma lines were filtered by a Spex 1460 grating spectrometer. The illuminating laser power density was chosen to be 12W/cm$^2$, to match that used in the IRPL experiment. The laser beam was chopped at 1kHz, and was incident normal to the sample surface. A blackbody source at 1470K was placed at 45° to the sample surface, such that the specularly reflected blackbody radiation was incident on a Hg$_{1-x}$Cd$_x$Te detector. A long-wavelength pass Ge filter was placed
Figure 2.5: This figure shows IRPL from a Hg$_{0.71}$Cd$_{0.29}$Te alloy sample. The temperature for each curve is given at the left, along with a relative vertical scale indication. The optical pump density was 12 W/cm$^2$. Note the improved signal-to-noise over the dispersive spectrum. The broad feature centered at 120 meV is due to room temperature blackbody radiation, and is explained in the text.
Figure 2.6: Modulated reflectivity experimental setup. A Kr ion laser was used as the pump source. The specularly reflected blackbody radiation was directed onto a HgCdTe detector, cooled to 77K. A Ge filter was used to block stray laser light. The infrared optics were all BaF\textsubscript{2}. The signal was observed visually on the lock-in amplifier. The sample was at room temperature.
before the detector to prevent scattered laser light from hitting the detector. The output from the detector was synchronously demodulated at the chopping frequency with a lock-in amplifier. If either the laser or the blackbody were blocked, no signal was seen at the detector. This proved that the signal was not due to the laser or blackbody alone. With the laser on, a small signal could be seen at the lock-in. This signal was due to the reflectivity of the sample being modulated at the laser frequency. When the laser power was increased by a factor of 5, a very small signal was observed at 180° out of phase with the stronger signal. This signal was interpreted to be due to modulating the temperature of the sample at the chopping frequency.

A final test for modulated reflectivity was performed using the FTIR experiment by placing a glass window on the cold shield input port. This would ensure that the specular reflection off the sample would be from a surface with a temperature between room temperature and the sample temperature. The signal strength of the 10/μm feature was observed to decrease in this case. The distinguishing features of this signal are that it is very broad, relatively weak, and the peak position is independent of the sample temperature. It seemed to show up more dramatically at high temperatures, due to the lower luminescence signal strength, and hence the expanded vertical scale. The luminescence signal strength is expected to decrease with increasing temperature, and the output low-pass filter rolloff will decrease the observed intensity of signals as they shift to higher energies. Another factor is that the ambient temperature of the dewar is higher; thus, the cold shield will be closer to room temperature.

In the subsequent experiments, care was taken to ensure that the FTIR viewed a cold surface in the specular reflection off the samples. This was accomplished either by placing a glass window on the cold shield input port, or turning the sample such that the specular reflection along the line of sight of the FTIR came
from the cold shield wall. The FTIR experiment made it possible to observe the photoluminescence from the two superlattice samples.

2.4 Results

2.4.1 Hg$_{1-x}$Cd$_x$Te alloy IRPL

Infrared photoluminescence measurements were made on a Hg$_{0.71}$Cd$_{0.29}$Te sample to test the FTIR system and for comparison with the superlattice results. Figure 2.7 shows four IRPL spectra from the Hg$_{0.71}$Cd$_{0.29}$Te alloy sample, each taken at a different temperature. Alloy spectra were taken at a range of temperatures, from 20 – 185 K, although alloy luminescence was detected even at room temperature. The lower scan in Fig. 2.7 shows a distinct peak at 199 meV, a shoulder on the high energy side at 213 meV, and a shoulder on the low energy side at roughly 7 meV. As the temperature increases to 50 K, the low energy shoulder disappears, and the high energy shoulder becomes a pronounced peak. By 100 K, the original peak is merely a slight shoulder on the high energy line, and has completely vanished by 185 K. The dip in the 185 K spectrum at 290 meV corresponds to the 4.2 – 4.3 μm atmospheric CO$_2$ absorption line. The broad feature in the 185 K spectrum near 120 meV is thought to be due to reflected room temperature blackbody radiation, as described in Section 2.3.5. This sample was included for comparison with HgTe-CdTe superlattice sample 1. If the superlattice layers grown in sample 1 had completely interdiffused into a uniform alloy, then the resulting Cd concentration would have been 33%. Thus the band gap would be greater than that for the Hg$_{0.71}$Cd$_{0.29}$Te alloy sample.

2.4.2 HgTe-CdTe superlattice sample 1 IRPL

Figure 2.8 shows infrared photoluminescence data from HgTe-CdTe superlat-
Figure 2.7: Infrared photoluminescence spectra from a Hg$_{0.71}$Cd$_{0.29}$Te alloy. The sample temperature for each spectrum is indicated at the left. The scale reference is used to indicate the relative magnification on the vertical axis for each spectrum, with the bottom spectrum taken as 1.
tice sample 1, taken at four different temperatures. At 180 K, the peak position of sample 1 is at 122 meV, with a full width at half-maximum intensity of 48 meV. Contrast this with the Hg$_{0.71}$Cd$_{0.29}$Te sample at 185 K, where the peak position is at 276 meV. The luminescence peak from sample 1 occurred at lower energy than the peak from the alloy sample at all temperatures, consistent with the theoretical predictions for superlattices. The signal intensity seen from sample 1 was less intense than that of the alloy sample at all temperatures. No luminescence signal was detected from sample 1 at temperatures below 80 K. This is probably due to the luminescence peak position shifting to a wavelength beyond the cutoff of the optical system at 17 $\mu$m (73 meV).

2.4.3 HgTe-CdTe superlattice sample 2 IRPL

Figure 2.9 shows infrared photoluminescence data from HgTe-CdTe superlattice sample 2, taken at four different temperatures. At 170 K, the peak position is near 205 meV, with a full width at half-maximum intensity of 74 meV, considerably broader than the peak from sample 1. There is a second less-intense peak near 87 meV, which is present only at temperatures 170 K and below. It is not certain whether this signal is due to a luminescence process in the sample, or has some other origin. There is a possibility that it is due to modulated reflectivity of the sample, but this is not likely. First, the signal goes away as the temperature is increased, contrary to the alloy case, and second, the peak position is too low in energy to correspond to room temperature blackbody radiation. No luminescence signal was seen from sample 2 at temperatures below 110 K. The peak intensity from sample 2 over most of the temperature range was lower than that from sample 1 by a factor of approximately 3 at a pump power of 1.7 times that used for sample 1. This intensity difference accounts for the additional noise seen in the spectra from sample 2.
Figure 2.8: Infrared photoluminescence spectra from HgTe-CdTe superlattice sample 1. The sample temperature for each spectrum is at the right. The long wavelength cutoff of the optical response of the system is near 73 meV (17 μm). Each spectrum is plotted on a different vertical scale.
Figure 2.9: Infrared photoluminescence spectra from HgTe-CdTe superlattice sample 2. The sample temperature for each spectrum is at the right. The long wavelength cutoff of the optical response of the system is near 73 meV (17 μm). Each spectrum is plotted on a different vertical scale.
2.4.4 HgTe-CdTe sample 1 temperature dependence

Figure 2.10 shows the temperature dependence of the IRPL from HgTe-CdTe superlattice sample 1. The circles indicate the energy of the peak in the photoluminescence intensity, while the bars indicate the energies of the points where the luminescence intensity is one-half the peak intensity. We were unable to observe luminescence at temperatures lower than 80K since the peak wavelength shifted beyond the cutoff of the optical system at 73 meV (17 μm). The solid line gives the band-gap energy for a Hg$_{0.67}$Cd$_{0.33}$Te alloy,$^{16}$ which would have the same average Cd concentration as sample 1. It is clearly evident that the peak energy for the luminescence from the superlattice is lower than that for the alloy. This difference is strong evidence for sample 1 being a superlattice. A limited study of the pump power dependence of the luminescence was made at high sample temperatures, and no change in the lineshape was observed. However, given the narrow range of pump powers available and the signal-to-noise ratio, a small change might not have been discernible.

2.4.5 HgTe-CdTe sample 2 temperature dependence

Figure 2.11 is a similar plot of the temperature dependence of the luminescence from HgTe-CdTe superlattice sample 2. Also included is a curve showing the band-gap energy for a Hg$_{0.50}$Cd$_{0.50}$Te alloy,$^{16}$ which would have the same average Cd concentration as sample 2. The luminescence peak from sample 2 is clearly at lower energy than that for the alloy band gap. There is also a considerable difference in the temperature dependences — the band gap of a 50% Cd Hg$_{1-x}$Cd$_x$Te alloy shows almost no temperature dependence. This is evidence that sample 2 is a superlattice. The position of the low energy peak is not plotted here, nor did its peak position show any temperature dependence. It was not possible to determine whether this peak was related to the superlattice. No
Figure 2.10: Temperature dependence of the infrared photoluminescence signal from HgTe-CdTe superlattice sample 1. The circles indicate the energy of the peak signal, while the bars indicate the energies of the half-intensity points. The solid line gives the band-gap energy for a Hg$_{0.67}$Cd$_{0.33}$Te, which has the same average Cd concentration as sample 1.
Figure 2.11: Temperature dependence of the infrared photoluminescence signal from HgTe-CdTe superlattice sample 2. The circles indicate the energy of the peak signal, while the bars indicate the energies of the half-intensity points. The solid line gives the band-gap energy for a Hg_{0.50}Cd_{0.50}Te, which has the same average Cd concentration as sample 2.
study of the pump power dependence of the luminescence was made due to the low signal strength from the sample (the spectra were taken at the high power limit of the laser).

2.4.6 Signal origins

To insure that the peaks in the IRPL spectra from the superlattices originated from the superlattices and not the substrates, both samples were turned over and the substrates irradiated with the same laser. The laser wavelength was greater than the band-gap energies of either of the substrates, ensuring that the superlattices would not be illuminated. Neither substrate showed a peak in the 73 – 500 meV energy range. The luminescence observed at energies above 500 meV could all be attributed to the substrates. Another way to be sure that the signals are from the superlattices and not the substrates is via the temperature dependence. The band-gap energies of both substrates decrease with increasing temperature, while the luminescence peak energies from the superlattices increase with increasing temperature.

2.4.7 Substrate luminescence

The luminescence from both substrates was measured to identify the signals related to the substrates. The experimental setup used was similar to that in Fig. 2.1, except an S-1 curve photomultiplier with the usual photon counting electronics was used for the 0.5 – 1.2 μm range, instead of the solid-state detector using synchronous detection. In each case, the substrate side of the samples was illuminated with the 6471 Å line of a Kr ion laser. The absorption depth for this wavelength of light in the substrates was less than 1 μm in both cases, avoiding the possibility of exciting the superlattices (the substrates were both roughly 1 mm thick). The substrate for sample 1 was Cd$_{1-x}$Zn$_x$Te, with a stated
Zn concentration of roughly 4%. The substrate for sample 2 was CdTe. The luminescence data in the near-band gap range for both substrates is shown in Fig. 2.12.

Both samples exhibit strong acceptor-bound exciton lines near their respective band gaps. The weak lines toward the high energy side of the large peaks represent the free exciton lines and excited states of bound excitons. The luminescence from the substrate of sample 2 is typical of bulk-grown CdTe. The main bound exciton peak occurs at 1589 meV. The peaks on the low energy side of the main bound exciton peak have all been observed before, and include LO phonon replicas of the main bound exciton line, donor-acceptor luminescence and phonon replicas of to donor-acceptor lines. The large peak near 1473 meV has been seen before in CdTe, and has been attributed recombination of an exciton at an isoelectronic oxygen trap. This line is usually accompanied by a series of LO phonon replicas to lower energy, due to the strong LO phonon coupling of defects in CdTe. This series is evident in the spectrum, showing 3 replicas.

The luminescence from the substrate of sample 1 is shown in the lower trace of Fig. 2.12. The band gap for CdTe at 6 K is 1605 meV, while the gap for ZnTe at 6 K is 2380 meV. As expected, the band gap of the CdZnTe substrate is greater than that of CdTe. The main bound exciton peak occurs at 1613 meV, 24 meV higher in energy than that for the CdTe substrate. All the lines present in this spectrum appear to be analogs of lines previously observed in CdTe. There is a common series of photoluminescence lines in CdTe, with the no-phonon line occurring at 1449 meV, and up to seven phonon replicas to lower energy, commonly referred to as the 1.42 eV band. The periodic structure in the 1470 – 1550 meV range corresponds to this 1.42 eV band in CdTe. The difference in the energies of the lines may be attributed to the larger band gap of Cd$_{1-x}$Zn$_x$Te, and the accompanying change in the binding energies of the impurities involved.
Figure 2.12: Luminescence from the superlattice substrates. The substrates were illuminated directly with the 6471 Å line of a Kr ion laser. The upper curve is from the substrate of sample 2, and shows typical CdTe luminescence. The lower curve is from the substrate of sample 1, and shows luminescence typical of low-Zn concentration CdZnTe.
The luminescence from this substrate was compared with a Cd$_{1-x}$Zn$_x$Te sample with a 4.5% Zn concentration. The luminescence was very similar, and the differences could all be attributed to differences in the band-gap energies (caused by differences in the Zn concentration), or to the presence of different defects. Luminescence from this substrate was also observed through through the superlattice as well, and no difference was observed. For both samples, the luminescence in the 1.65 – 3μm range was all attributed to the substrates.

2.5 Interpretation

2.5.1 Luminescence processes

In order to gain a better understanding of the properties of the superlattices, it is important to determine the process or processes producing the luminescence. The luminescence spectra from sample 1 (see Fig. 2.9) exhibit asymmetrical lineshapes which are narrower at lower sample temperatures. This behavior is suggestive of a process involving a thermal distribution of the charge carriers before recombination. One possibility for the superlattice luminescence signal is the recombination of electrons and holes near the respective band edges. In this case, it is possible to describe the resulting luminescence lineshapes theoretically, and compare them to the superlattice luminescence. Two possible schemes for band-to-band and near band-gap recombination are discussed below, and the lineshapes are compared with spectra from HgTe-CdTe sample 1. The signal-to-noise ratios of the spectra from sample 2 are considerably lower than those from sample 1, limiting the usefulness of such fits in this case.

Wave-vector conserving recombination

In most semiconductors, the recombination of electrons and holes proceeds
via wave-vector conserving transitions. There are a number of possible sources for such luminescence in a semiconductor at high temperatures. The two most likely sources are band-to-band recombination and free exciton recombination. In band-to-band recombination, an electron in the conduction band may recombine with a hole in the valence band. When carriers are excited into the conduction and valence bands, the coulomb attraction between the electron and hole can give rise to a free exciton. The electron and hole in the exciton recombine by conserving wave-vector. The HgTe-CdTe superlattice luminescence is expected to be due to one of these processes. In GaAs-Ga$_{1-x}$Al$_x$As superlattices, free exciton recombination is the dominant source of luminescence at low temperatures,$^{20,21}$ while at higher temperatures band-to-band luminescence is the dominant process.$^{22}$ In either case, the luminescence lineshape will be similar.

The lineshape for such wave-vector conserving transitions is described below. Since a photon has negligible wave-vector, the energy of the electron and the hole are both fixed for a given emitted photon energy (see Fig. 2.13). Thus the density of states at a given photon energy may be expressed as a joint density of states for both bands, $g(h\nu)$. The intensity of emitted radiation at an energy $h\nu$ is given by

$$I(h\nu) = \begin{cases} \quad P_e(E_c)P_h(E_v)g(h\nu) & E \geq E_g \\ 0 & E < E_g, \end{cases}$$ (2.1)

where $P_e(E_c)$ is the probability of an electron occupying a state with energy $E_c$, and $P_h(E_v)$ is the probability of a hole occupying a state with energy $E_v$. If the bands are assumed to be parabolic, then the joint density of states is given by

$$g(h\nu) = A(h\nu - E_g)^{1/2},$$ (2.2)

where $A$ is independent of the photon energy.$^{23}$ $g(h\nu)$ behaves like the density of states for a band whose effective mass is the reduced mass of the electron and
Figure 2.13: Band-to-band photoluminescence diagram. $h\nu$ is the energy of the photon emitted by the recombination. The energy is measured using the conduction band minimum as the origin.
hole effective masses. The occupation probabilities are given by the Fermi-Dirac functions

\[ P_e(E_c) = \frac{1}{1 + e^{(E_c - \mu_e)/k_B T}} \]
\[ P_h(E_v) = \frac{1}{1 + e^{(-E_v + \mu_h)/k_B T}}, \]

where \( \mu_e \) and \( \mu_h \) are the electron and hole chemical potentials, respectively. \( k_B \) is the Boltzmann constant, and \( T \) is the sample temperature. The electron and hole energies are known functions of the photon energy

\[ E_c = \frac{m_r}{m_e} (h\nu - E_g) \]
\[ E_v = \frac{m_r}{m_h} (E_g - h\nu), \]

where \( m_e \) and \( m_h \) are the electron and hole effective masses respectively, and \( m_r \) is the reduced mass of \( m_e \) and \( m_h \).

This distribution is fairly complicated, but it has two interesting limits. In the limit of low carrier concentration and high temperature (non-degenerate limit), the occupation probabilities can be replaced by simple Boltzmann factors, leaving

\[ I(h\nu) = C (h\nu - E_g)^{1/2} e^{(E_g - h\nu)/k_B T}. \]

The constant \( C \) will be a function of the carrier concentration, but it will only affect the amplitude, not the lineshape. The peak position as a function of temperature is given by

\[ h\nu_{\text{peak}}(T) = E_g(T) + \frac{1}{2} k_B T, \]

where \( E_g(T) \) is band-gap energy at the temperature \( T \). Thus the peak position of such luminescence will shift to higher energy at a rate of \( \frac{1}{2} k_B \) faster than the band gap. If the carrier concentration generated by the laser is small compared to the thermal occupation of the bands, then this approximation will hold. In this limit, changing the laser power by a small amount will not affect the lineshape. The other limit where the intensity expression simplifies is in the limit of high carrier
concentration (degenerate limit). In this limit, the electron and hole chemical potentials can be treated as a free-electron fermi gas, and are proportional to $n^{2/3}$. The luminescence lineshape is then a strong function of the carrier concentration. Thus a small change in the laser power will result in a significant change in the lineshape. In the intermediate region, the chemical potentials are described by Fermi integrals, complicating the analysis.

Figure 2.14 shows the least-squares fit of the non-degenerate limit of wave-vector conserving recombination (long-dashed line) to the 270K spectrum from HgTe-CdTe sample 1. The temperature was fixed for the fit, and the free parameters used were the band-gap energy, $E_g$, and the amplitude. Thus the amplitude and the width are coupled at a given temperature. The band-gap value determined from this fit was 143 meV. The use of the non-degenerate limit is justified by the lack of pump-power dependence of the luminescence lineshape, and the high sample temperatures. Such fits were made to the spectra at other temperatures, and the results were similar in each case. The general shape of the luminescence is suggestive of a wave-vector conserving process, however the luminescence linewidth is wider than that predicted by this model. This width may be attributable to fluctuations in the superlattice layer thicknesses. The result of such fluctuations would be a superposition of a range of band gaps, broadening the observed luminescence line width.

Superlattice layer fluctuations

It is quite likely that there are fluctuations in the superlattice layer thicknesses, across the sample horizontally or vertically. There has been much research into this phenomenon in GaAs-Ga$_1-x$Al$_x$As superlattices, where the luminescence linewidths have been ascribed to fluctuations in the layer thicknesses.\textsuperscript{20–22,24} Each of these references attributes the widths to thickness fluctuations within
Figure 2.14: IRPL spectrum from HgTe-CdTe sample 1, with two luminescence lineshape fits. The solid curve is a 270 K IRPL spectrum from HgTe-CdTe sample 1. The long-dashed curve is the least-squares fit to the case of wave-vector conserving recombination in the non-degenerate limit. The short-dashed curve is the least-squares fit to the case of non-wave-vector conserving recombination in the non-degenerate limit.
the layers, as opposed to thickness fluctuations along the direction of growth. This conclusion was based on the degree of control of the layer-to-layer growth rates, and the lack of control over the growth in the plane of the layers, as well as by analysis of the resulting linewidths. In the high temperature photoluminescence study, the luminescence linewidths were observed to be larger for the samples with thinner layer thicknesses. This increase was attributed to the increased effect of small layer thickness fluctuations for such samples. The width was shown to be up to a factor of four wider than that due to the thermal distribution of the carriers.

The observed linewidth of sample 1 at 270 K is a 1.5 times as wide as that predicted for wave-vector conserving recombination. This compares favorably with the GaAs-Ga_{1-x}Al_{x}As results. Thus it seems quite likely that the luminescence from sample 1 is due to wave-vector conserving recombination, and that there is some degree of fluctuation in the layer thicknesses.

**Non-wave-vector conserving recombination**

In some semiconductors, electrons in the conduction band can recombine with holes in the valence band without conserving wave-vector. There are a number of mechanisms which can relax the wave-vector conservation. If the carrier concentration is sufficiently high, carrier-carrier scattering can relax the conservation. In alloy materials like Hg_{1-x}Cd_{x}Te, scattering from disorder in the crystal can also cause relaxation of wave-vector conservation. However, it is difficult to find a mechanism to relax wave-vector conservation in HgTe-CdTe superlattices. Such recombination is not common in other superlattices, and the superlattice should not exhibit the large degree of disorder present in the alloys. Also, the luminescence lineshape showed no dependence on pump power, indicating the carrier concentration is too low to relax wave-vector conservation.
Even though this mechanism is not justifiable for the HgTe-CdTe superlattices studied here, it is instructive to compare this case with the luminescence, since there is evidence for this process in Hg$_{1-x}$Cd$_x$Te alloys.$^{25}$

In this non-wave-vector conserving scheme, an electron in the conduction band can recombine with any hole in the valence band. The intensity of the luminescence can be written as

\[
I(h\nu) = A \int P_e(\epsilon) P_h(\epsilon) D_e(\epsilon) D_h(\epsilon) d\epsilon, \tag{2.7}
\]

where $D_e(\epsilon), D_h(\epsilon)$ are the density of states in the conduction and valence bands, respectively. If the energy origin is chosen according to Fig. 2.13, the result is

\[
I(h\nu) = A \int_0^{h\nu - E_g} \frac{\epsilon^{1/2}(h\nu - \epsilon - E_g)^{1/2}}{[1 + e^{(h\nu - \epsilon - E_g + \mu_j)/k_B T}][1 + e^{(\epsilon - \mu_i)/k_B T}]} d\epsilon, \tag{2.8}
\]

where $k_B$ is the Boltzmann constant, and $T$ is the sample temperature.$^{25}$ Again, $\mu_e$ and $\mu_h$ are the electron and hole chemical potentials, respectively. It has been assumed that the conduction and valence bands are parabolic. This lineshape simplifies greatly in the limit of low carrier density and high temperatures (non-degenerate limit). The Fermi-Dirac functions in the denominator then come out of the integral, resulting in

\[
I(h\nu) = C(h\nu - E_g)^2 e^{(E_g - h\nu)/k_B T}. \tag{2.9}
\]

Again, the carrier concentration affects only the magnitude, not the width of the lineshape. The luminescence peak position as a function of temperature is given by

\[
h\nu_{\text{peak}} = E_g(T) + 2k_B T, \tag{2.10}
\]

where $E_g(T)$ is the band-gap energy at the temperature $T$. Thus, the luminescence peak position will shift to higher energy at a rate of $2k_B$ greater than the band-gap energy.
The least-squares fit of the non-degenerate limit lineshape to the 270 K spectrum from HgTe-CdTe sample 1 is shown in Fig. 2.14 on page 53 as the short-dashed line. The band-gap value determined from the fit was 116 meV. Similar fits were obtained from the spectra at other temperatures. The agreement between the data and the fit might look good, however it is too wide. The full-width at half-maximum intensity of the observed luminescence at 270 K is 65 meV, while the width of the fit is 79 meV. This extra width is significant, and it occurs for fits to spectra at other temperatures. It is very difficult to find a mechanism for narrowing the observed superlattice luminescence linewidth, especially since any fluctuations in the layer thicknesses would increase the observed linewidth. Therefore it is very unlikely that the luminescence from HgTe-CdTe superlattice sample 1 is due to non-wave-vector conserving recombination.

**Wave-vector conserving processes**

As mentioned above, there are two important wave-vector conserving processes which have been observed in GaAs-Ga$_{1-x}$Al$_x$As superlattices. Given the limited range of temperatures for which luminescence spectra are available, it is difficult to make a definitive determination of the luminescence process. It is much easier to determine luminescence process with data at low temperatures, where thermal effects are minimized. However, there is much to be learned from the high temperature luminescence data. The temperature dependence of the peak position of the luminescence is quite linear, and only a single peak is visible at all the temperatures studied. This indicates that only one process is responsible for the luminescence in this temperature range. If either the electron or hole is in a bound state before recombination, the binding energies of the states must be at least 23 meV for it to produce luminescence at 270 K. Given the absence of a peak due to a second process, the binding energy would have to be even
greater. (If it is assumed that a second process would be visible if it were 10% as probable as the main process, then the binding energy of bound state would have to be at least 46 meV.)

In most III-V compounds the free exciton binding energy is usually a few millivolts. It has been shown that the free exciton binding energy in III-V superlattices can be increased by two-dimensional confinement effects, and free excitons have been observed in room temperature absorption data. This increase in the binding energy is caused by an increase in the electron effective mass in the superlattices. The electron effective mass for HgTe-CdTe superlattice sample 1 is 0.02 \( m_e \) parallel to the layers and 0.009 \( m_e \) normal to the layers, while the heavy hole effective mass is expected to be about 0.5 \( m_e \). This suggests a binding energy of only a few meV, which would not be large enough to allow free excitons to be observed at these high temperatures. Therefore, free exciton luminescence is probably not the source of the luminescence from sample 1. This conclusion could be confirmed if luminescence data were available at low temperatures, which should show the presence of free exciton recombination.

There are other processes leading to near-band-gap luminescence. It is possible for excitons to bind to neutral impurities (bound excitons). The binding energy for bound excitons is typically 2-3 meV in low Cd concentration Hg\(_{1-x}\)Cd\(_x\)Te alloys. This luminescence would disappear at temperatures above 30-40 K. There is no evidence to suggest that the binding energies of bound excitons in superlattices are significantly larger than those in the constituent materials. Therefore, it is unlikely that the luminescence from HgTe-CdTe sample 1 is due to bound excitons.

In bulk semiconductors, it is possible to have recombination where either the electron or hole, or both, are bound to impurities. Such impurity luminescence has been reported in GaAs-Ga\(_{1-x}\)Al\(_x\)As superlattices. The luminescence
was observed only at low temperatures, and exhibited different behavior than impurity luminescence in bulk semiconductors. This effect is expected for superlattices, since the binding energies for impurities depend on the position of the impurities within the layers.\textsuperscript{29} A simple model for impurity luminescence is given in Ref. 30. Given the high temperatures studied for sample 1, it is unlikely that the luminescence is impurity related.

The luminescence spectra from sample 1, taken over a range of 100 to 200K, show only a single peak, whose position is a linear function of the temperature. This indicates that a single process is responsible for the luminescence over the entire temperature range. The high sample temperatures imply that neither the electron nor hole are in bound states prior to the recombination. This is compatible with high temperature luminescence data from GaAs-Ga$_{1-z}$Al$_z$As superlattices, where processes involving bound electrons or holes are observed only at lower temperatures. Analysis of the lineshape fits agrees with this conclusion, and indicates that the luminescence process conserves wave-vector. Therefore it may be concluded that the luminescence from HgTe-CdTe sample 1 is due to wave-vector conserving band-to-band recombination.

**HgTe-CdTe sample 2 luminescence**

As can be seen from Figs. 2.8 and 2.9, the luminescence linewidths of sample 2 are much broader than those from sample 1 at all temperatures. The observed signal strength from sample 2 was lower than that from sample 1 as well. The temperature dependence of the peak positions indicates that this sample is a superlattice. The luminescence peak position occurs at significantly lower energy than that of a 50\% Cd Hg$_{1-z}$Cd$_z$Te alloy, and shifts to higher energy with increasing temperature at a rate of 0.59meV/K. This shift is much larger than that of Hg$_{1-z}$Cd$_z$Te alloys, even those whose band-gap energies are similar to
those of sample 2.

There are a number of possibilities for the increased linewidth and lower signal strength from sample 2. As mentioned above for sample 1, it is possible that there are spatial fluctuations in the layer thicknesses of this sample. Given the large widths of the luminescence peaks (74 meV at 170 K), this possibility seems quite likely. Although the linewidth fluctuates from scan to scan, a comparison of the observed linewidths with those expected for wave-vector conserving recombination shows the luminescence to be roughly a factor of 2 to 3 wider than predicted by the theory. These widths compare favorably with those observed in some GaAs-Ga$_{1-x}$Al$_x$As superlattices, indicating that layer thickness fluctuations are the probable source of the increased widths. There are other possibilities which may account for the lower signal strength. The small thickness of the superlattice (~7500 Å) might be expected to produce less luminescence than sample 1. If the carrier lifetime were sufficiently long to allow the carriers to diffuse a significant fraction of the superlattice thickness before recombining, then the integrated luminescence intensity would depend upon the total thickness of the sample. Also, it is possible that the layer thickness fluctuations play a greater role in the luminescence from this sample, perhaps lowering the luminescence efficiency as well as increasing the linewidth.

2.5.2 Comparison with theory

A simple theory for calculating the band-gap energies of HgTe-CdTe superlattices is presented in Refs. 11 and 30. This theory is more complicated than the Kronig-Penney model discussed in Chapter 1. The Kronig-Penney model is essentially a one-band approximation, where the superlattice conduction band energy is determined by considering only the spatial variations in the conduction band energy from one material to the other. This method works satisfactorily
for GaAs-Ga$_{1-x}$Al$_x$As superlattices, but the situation for HgTe-CdTe superlattices is more complicated. In CdTe, the conduction band has $s$-like symmetry and the valence band has $p$-like symmetry, which is common for most wide-gap semiconductors. In HgTe, however, both the conduction and valence bands have $p$-like symmetry. It is this difference in the symmetries of the HgTe and CdTe conduction bands that precludes the use of a simple one-band approximation for the superlattice states. The model developed by G. Bastard in Refs. 11 and 30 is a two-band approximation, which includes effects due to mixing of the $s$-like and $p$-like states which make up the bands. This model makes simple calculations of the band-gap energies possible for a wide range of superlattice parameters, and agrees well with more involved calculations.$^{27}$ However, this model only predicts the band-gap energies of superlattices at 0K.

Guldner et al. introduced temperature dependence into the model by using the temperature-dependent band-gap energies for HgTe and CdTe.$^{31}$ The band-gap energies for HgTe and CdTe at the chosen temperature are used as the parameters for use in the model developed by Bastard. The end result is an approximation to the temperature dependence of the superlattice band gap. This model is sensitive to the band-gap values used for the constituent materials. Unfortunately, there are discrepancies in the literature on the temperature-dependent band gaps of HgTe and CdTe. These differences can change the predicted superlattice band-gap energies by up to 10meV, as well as changing the temperature dependence. For this study, the temperature-dependent band-gap values used for HgTe and CdTe were obtained from the empirical Hg$_{1-x}$Cd$_x$Te temperature dependent model of Ref. 16, applied for the cases of $x = 0$ and $x = 1$. While the model was stated to be valid for these values, it predicted the 0K band gap of CdTe to be 1.645 eV, while the more commonly accepted value is 1.608 eV.$^{32,33}$ The use of these values was not ideal, but it provided a good
enough approximation for comparison with the data.

Theoretical predictions for sample 1

Figure 2.15 shows how the luminescence data from sample 1 compare with the predictions of this theoretical model. An offset of 40 meV between the valence-band maxima of HgTe and CdTe, with HgTe higher, was used for the calculations. This seems to be the most commonly accepted value,\textsuperscript{34,35} although the evidence is not conclusive. Since both superlattices were grown on (111)-oriented substrates, the actual layer thicknesses should be discrete multiples of the lattice constant along this direction (3.73 Å). For both samples, it was assumed that the total layer thickness and the total number of layers were known. Given the stated layer thicknesses for sample 1 (40 Å HgTe and 20 Å CdTe), the nearest layer numbers are 11 layers of HgTe (41 Å) and 5 (18.7 Å) layers of CdTe. If the luminescence were due to a wave-vector conserving band-to-band process, then the actual band gap would be near the low energy threshold of the luminescence peak. However, as Table 2.4 and Fig. 2.15 show, the temperature-dependent Bastard theory for these layer thicknesses predicts too large a band gap. The luminescence lies between the energies predicted for 12/4 layers of HgTe/CdTe and for 13/3 layers of HgTe/CdTe. Assuming the luminescence is due to band-to-band recombination, the best fit to the data from sample 1 is provided by 13 layers of HgTe (48.5 Å) and 3 layers of CdTe (11.2 Å), and is plotted in Fig. 2.15. For these layer thicknesses, the theory gives values of 68.3 meV for the band gap at 100 K, and 114 meV at 240 K. Experimentally, the low energy threshold at 100 K is about 75 meV, and at 240 K the threshold is at 110 meV, so the observed band-gap energy is somewhat greater than that predicted by the theory for these layer thicknesses. If a linear fit is made to the peak positions for the IRPL from sample 1, the slope obtained is 0.42 meV/K. The theory predicts a slope of
Figure 2.15: Comparison of the HgTe-CdTe superlattice sample 1 data with the temperature-dependent Bastard model. The circles represent the IRPL peak positions for sample 1. The bars represent the full-widths at half-maximum intensity. The dashed lines are theoretical curves, where the number of HgTe/CdTe atomic layers is given in each case.
0.33 meV/K, which is $1k_B$ less than the shift of the peak. This is greater than the value expected for wave-vector conserving band-to-band recombination. The agreement is fairly good given that the temperature-dependent band gaps used for HgTe and CdTe are not precise. Using different estimates of the HgTe and CdTe band gaps from the literature, the predicted superlattice band gaps can be changed by up to 10 meV. Therefore, it is best to conclude only that the observed superlattice band gap falls between those predicted by the theory for 12/4 and 13/3 layers of HgTe/CdTe. If the theory is accurate, this implies an error of 24 to 40% in the measurement of the CdTe concentration. Such an error is possible given that the individual layer thicknesses were measured only by calibrated values of the source fluxes.

**Theoretical predictions for sample 2**

Figure 2.16 shows how the luminescence data from sample 2 compare with the predictions of this theoretical model. Given the stated layer thicknesses for sample 2 (50 Å HgTe and 50 Å CdTe), the closest number of atomic layers are 13 each of HgTe and CdTe (48.5 Å). The theoretical prediction for this combination of layer thicknesses is plotted in Fig. 2.16 as the long-dashed line. Note that the slope of the luminescence data is much steeper than that predicted by the theory. Theoretical curves for two other compositions, 15/11 (56 Å/41 Å) and 17/9 (63.4 Å/33.6 Å) layers of HgTe/CdTe, are also plotted in Fig. 2.16. None of the curves seems to match the data very well, although they are all in the right energy range at some temperatures. In each case, the slope of the luminescence peak position is $4k_B$ greater than that predicted by the theory. (It is possible that this discrepancy is caused by the HgTe and CdTe band-gap values used in the theory.) The 0 K band gap for 17/9 layers of HgTe/CdTe is very close to the extrapolation of the luminescence peak position to 0 K. However,
Table 2.4: HgTe-CdTe Superlattice Results.

<table>
<thead>
<tr>
<th></th>
<th>Sample 1</th>
<th>Sample 2</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>stated comp.(^a)</td>
<td>40/20</td>
<td>50/50</td>
<td>Å</td>
</tr>
<tr>
<td>ave. Cd conc.(^b)</td>
<td>33%</td>
<td>50%</td>
<td></td>
</tr>
<tr>
<td>IRPL peak</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>position vs. T(^c)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0K intercept</td>
<td>46</td>
<td>102</td>
<td>meV</td>
</tr>
<tr>
<td>slope</td>
<td>0.42</td>
<td>0.59</td>
<td>meV/K</td>
</tr>
<tr>
<td>equivalent</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HgCdTe alloy(^d)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0K band gap</td>
<td>296</td>
<td>592</td>
<td>meV</td>
</tr>
<tr>
<td>slope</td>
<td>0.17</td>
<td>0</td>
<td>meV/K</td>
</tr>
</tbody>
</table>

— theory —

| stated layer             |          |          |        |
| 0K band gap              | 154      | 172      | meV    |
| slope                    | 0.27     | 0.24     | meV/K  |

— theory —

| best fit                 |          |          |        |
| 0K band gap              | 38       | 101      | meV    |
| slope                    | 0.33     | 0.24     | meV/K  |

\(^a\) The HgTe/CdTe layer thicknesses given by the crystal growers.

\(^b\) The average cadmium concentration in the superlattice.

\(^c\) These values are from linear fits to the IRPL data.

\(^d\) An alloy with the same average Cd concentration as the superlattice.

\(^e\) The values for the HgTe/CdTe layer numbers closest to the stated thicknesses, from the Bastard model discussed in the text.

\(^f\) These values are the best fit of the Bastard model to the data.
Figure 2.16: Comparison of the HgTe-CdTe superlattice sample 2 data with the temperature-dependent Bastard model. The squares represent the IRPL peak positions for sample 2. The bars represent the full-widths at half-maximum intensity. The dashed lines are theoretical curves, where the number of HgTe/CdTe atomic layers is given in each case.
it seems that any curve between 15/11 and 17/9 layers of HgTe/CdTe would provide a reasonable fit to the data. This would imply an error of 16 to 30% in the measurement of the average Cd concentration. It is also possible that associating the superlattice band-gap energy with the low energy threshold for the luminescence is not valid for this sample, since the lineshapes do not really resemble band-to-band recombination.

Limitations of the temperature-dependent Bastard model

There are a number of parameters which can affect the predictions of the temperature-dependent Bastard model. As discussed above, the band-gap values used for HgTe and CdTe can significantly affect the predictions of this model. Unfortunately, there are no universally accepted values for either material. Given the range of data present in the literature, the choice of values can lead to a slight change in both the predicted band gaps, and the temperature dependence. Therefore, care should be exercised when comparing actual band-gap values and temperature dependences.

Another parameter which can change the theoretical predictions is the value of the energy offset between the valence band of HgTe and the valence band of CdTe. The band offset for this system has widely been assumed to be small, usually 40 meV. Schottky barrier height measurements of HgTe-CdTe heterojunctions place an upper limit of roughly 500 meV on the value of the band offset. The band-gap energies predicted by the theory decrease with increasing band offset. In order to draw any conclusions about the band offset from IRPL measurements of HgTe-CdTe superlattices, it will be necessary to perform a systematic study of a number of superlattices configurations whose compositional properties are more well known.

It is also possible that strain effects play a major role in determining the
band structure. The lattice constant of HgTe is 0.3% larger than that of CdTe, which means that HgTe-CdTe superlattices are always strained. Sample 1 was grown on a CdZnTe substrate whose lattice constant was between HgTe and CdTe, spreading the strain out between the CdTe and HgTe layers. Therefore, strain should not be very important in sample 1. Sample 2 was grown on CdTe; therefore, the strain would be contained in the HgTe layers. The effects of strain on HgTe-CdTe superlattices grown on CdTe have been investigated, and it does change the band structure. The calculations have been performed only for a limited number superlattice configurations at 0 K, making it difficult to compare the results with the samples used here. However, the results indicate that strain may play an important role in the behavior of sample 2.

Finally, it is possible that there is some interdiffusion between the HgTe and CdTe layers. The effects of interdiffusion on the band gaps of HgTe-CdTe superlattices have been investigated, and the general result is an increase in the band gap over the value expected without interdiffusion. It is not clear from the data that any interdiffusion has occurred. Such a determination might be made possible by annealing a sample in stages, and observing the changes in the luminescence.

2.6 Conclusions

The results of the first infrared photoluminescence measurements of HgTe-CdTe superlattices were presented here. The temperature dependence of the IRPL spectra of two different superlattices from different sources was measured. In each case the luminescence was shown to occur at significantly lower energies than that for Hg$_{1-x}$Cd$_x$Te alloys with Cd concentrations equivalent to the average Cd concentration of the respective superlattices. The luminescence line-
shapes from one of the samples were asymmetrical, and were also narrower at lower temperatures. Analysis of the lineshape led to the conclusion that the process producing the luminescence was wave-vector conserving band-to-band recombination. The band-gap energy of the superlattice would then be near the low energy threshold of the luminescence peak. A comparison of the data with photoluminescence measurements on III-V superlattices indicated the presence of small fluctuations in the superlattice layer thicknesses.

A comparison of the data with a temperature-dependent model of the band-gap energies showed good qualitative agreement with the theory. As predicted by the theory, the sample with the thicker CdTe layers had the large band gap. The direction of the temperature dependence was also predicted; however, in one case the magnitude of the change predicted was too small. This discrepancy may not be significant given the uncertainties in the parameters used in the theory. Good quantitative agreement between the theory and experiment was possible if the assumption of errors in the layer thickness measurements was made. Given the uncertainties in the parameters used in the theory and in the sample characterizations, the agreement between the theory and experiment was actually quite good.

The differences between the optical properties of the two superlattices prove that it is possible to tailor the properties of HgTe-CdTe superlattices. This is an important result, since it shows that the properties of superlattices are more adjustable than those of Hg$_{1-x}$Cd$_x$Te alloys. The luminescence from the superlattice samples did not seem to show the impurity-related luminescence common to Hg$_{1-x}$Cd$_x$Te alloys. This is typical of III-V superlattices as well, where the strength of impurity-related luminescence is much weaker than in the alloy compounds. This could mean that HgTe-CdTe superlattices will have electrical characteristics superior to those of Hg$_{1-x}$Cd$_x$Te alloys. These reuslts
indicate that HgTe-CdTe superlattices will become a very important infrared material.

After the IRPL experiments involving the two original superlattice samples were completed, similar experiments were performed on five other superlattice samples. No luminescence was observed from any of these samples, from 12 to 300 K. Some of the structures were grown with thick HgTe layers and thin CdTe layers (e.g., 27 layers of HgTe and 13 layers of CdTe). The temperature-dependent Bastard model predicted very small band gaps for these particular configurations. Therefore, it is possible that the luminescence from these samples occurred at wavelengths longer than 17 μm, and were beyond the cutoff of the optical system. It would be useful to extend the range of the optical system to longer wavelengths, but as Table 2.2 shows, such materials are very difficult to work with and hard to obtain. It is possible that the other samples were not of sufficient quality to luminesce, although one of the samples showed signs of damage due to heating by the laser (probably the result of poor sample mounting.)

IR transmission and photoconductivity measurements were made on sample 1 using the FTIR. These experiments confirmed the soft absorption edge predicted for this sample. The absorption and photoconductivity did not become significant until well above the band gap obtained from the IRPL experiment, which is reasonable given the small thickness of this sample.

In order to obtain a better understanding of the photoluminescence and absorption in HgTe-CdTe superlattices, a systematic study of a number of superlattice configurations is necessary. This should help resolve questions concerning the theory as well. It would be better if the total superlattice thicknesses were greater than 2 μm, since this would increase the IR absorption to more manageable levels. The thin samples studied here presented problems due to the low total absorption, and possibly also due to carrier diffusion. While superlattice
thicknesses approaching 2\( \mu \text{m} \) have been reported,\(^9\) greater thicknesses may not be easily attained. At the growth rates used for the superlattices studied here, the growth time for 2\( \mu \text{m} \) of material is about 2 hours. At the growth temperatures used, about 180° C, interdiffusion of the bottom layers during growth may present a limitation on the total thickness which can be obtained.

The current experimental results on HgTe-CdTe superlattices indicate that they should be well suited for work as infrared detectors. Aside from actually fabricating detectors, there are a number of useful optical experiments yet to be performed on the superlattices. Time resolved IRPL would be helpful in indentifying the luminescence process, and measuring the free carrier lifetimes. Raman scattering experiments should provide information on band offsets, layer thicknesses and carrier effective masses. HgTe-CdTe superlattices should prove to be rich field for research in the near future.
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Chapter 3

The 78-meV acceptor in GaAs

3.1 Introduction

3.1.1 Background

Recently, there has been considerable interest in using semi-insulating (SI) GaAs as a substrate for device fabrication. Devices are usually fabricated on GaAs by ion-implantation of dopant layers into a substrate. Ion-implantation produces damage in the material which must be annealed out before defining the device structures. Therefore it is necessary for the substrate to remain semi-insulating during the anneal.

In the past, GaAs was grown by the horizontal Bridgman technique in quartz crucibles. During growth, the material would incorporate silicon atoms from the crucible. Silicon is usually a donor in GaAs, and the material was made SI by compensating the silicon with chromium, which is a deep acceptor. Such material is not thermally stable, however, since the chromium can diffuse out of the substrate during annealing.

This problem led to the development of the liquid encapsulated Czochralski (LEC) growth method, which produces thermally stable, SI material.¹ The LEC
method uses pyrolytic boron-nitride crucibles to eliminate the problem caused by silicon incorporation during growth. The semi-insulating behavior is due to a near mid-gap donor state which compensates the shallow acceptors (carbon is the most common) usually present in GaAs. However, it had been observed that if the melt stoichiometry became gallium rich during the growth process, the material turned out p-type. This material lacked the deep donor level, so the conductivity was dominated by the shallow acceptors. Understanding the process producing this change is an important step in learning how to control the properties of LEC GaAs.

Studies of the p-type material have revealed that it possesses an acceptor level at 78 meV above the valence band, which is not present in the SI material. Temperature-dependent Hall effect and photoluminescence measurements showed similar concentrations of the 78-meV acceptor and another acceptor at 200 meV above the valence band in the p-type material, while neither acceptor was present in appreciable quantities in the SI material. While these measurements do not prove that a relationship exists between the two levels, it has been suggested that this center is a double acceptor, with first and second ionization energies of 78 and 200 meV, respectively. Given the dependence on stoichiometry, the anti-site Ga$_{As}$ (a gallium atom occupying an arsenic site), or a complex involving this center and boron have been advanced as possible explanations.

3.1.2 Results of this work

This study is the first observation of the s-like excited states of a double acceptor in a semiconductor. The excited states of the 78-meV acceptor were measured using two different techniques: selective excitation luminescence (SEL) and electronic Raman scattering (ERS). Both of these techniques are sensitive to
the detection of $s$-like excited states of acceptors, and are useful for identifying acceptors in bulk-grown semiconductors. The measurements made in this study showed that the $1s^12s^1$ excited state of the 78-meV acceptor in GaAs is split into two levels separated by 4.0 meV. An effective mass-like theory for a double acceptor in a semiconductor was proposed to account for the observed splitting. A comparison of the experiments with the double acceptor theory developed here and theoretical predictions for a single acceptor led to the conclusion that the 78-meV acceptor in GaAs is due to the first ionization of a double acceptor. This is the first direct evidence that the 78-meV level in GaAs is caused by a double acceptor.

The theory presented here is the first to predict the $s$-like energy levels of a double acceptor, including the splitting of the first $s$-like excited state. The theory predicts the $s$-like states of a double acceptor to be highly degenerate. It should then be possible to distinguish low-symmetry centers producing double acceptors by their $s$-like excited state spectra. The experimental techniques employed in this study are useful for identifying double acceptors in semiconductors, and should be applicable to many materials with band gaps in the near-infrared and visible. The application of novel tunable optical sources such as F-center lasers should extend the usefulness of these techniques to smaller-band gap materials like Si, and some III-V and II-VI compounds.

### 3.2 Experimental techniques

The $p$-like excited states of the 78-meV acceptor have been measured by infrared absorption. However, $p$-like excited states do not give a strong indication of the valency of an acceptor. The binding energies of the $p$-like excited states relative to the valence band edge are nearly identical for simple single and dou-
ble acceptors, since $p$-like excited states have little probability of being near the acceptor core. Thus, the hole binding energies for $p$-like excited states of single and double acceptors are nearly identical, as is the case in germanium.\(^8\) The $s$-like excited states are expected to provide a better indication of the nature of an acceptor, since they experience the central part of the potential. The experimental techniques used in this study were chosen for their ability to detect transitions between $s$-like initial states and $s$-like final states.

### 3.2.1 Electronic Raman scattering

Electronic Raman scattering is useful for studying the excited states of acceptors in $p$-type material. It is therefore well suited to studying the 78-meV acceptor, which occurs predominately in $p$-type material. In such material, the acceptors are occupied by holes, and the donors are ionized (empty of electrons).

In the ERS experiment, a below band-gap photon in the crystal can decay into a virtual electron-hole pair. Either the electron or hole can interact with a hole bound to an acceptor. The bound hole can then be raised to an excited state of the acceptor. The virtual electron-hole pair can then recombine, emitting a photon. The energy of the scattered photon is given by

\[
\hbar \omega_{\text{scattered}} = \hbar \omega_{\text{laser}} - (E_A - E_{A^*}),
\]

where $\hbar \omega_{\text{laser}}$ is the incident photon energy. $E_A$ is the binding energy of the acceptor ground state relative to the valence band, and $E_{A^*}$ is the binding energy of the acceptor excited state relative to the valence band. Thus, the difference between the incident and emitted photon energies is the ground state to excited state energy difference of the acceptor. The donors are all ionized in $p$-type material; therefore, the ERS experiment will not detect donor excited states. The process of raising the bound hole to an excited state does not involve either
the emission or absorption of a photon; therefore, transitions between $s$-like intial states and $s$-like final states are allowed.

### 3.2.2 Selective excitation luminescence

Selective excitation luminescence is useful for studying the excited states of acceptors in compensated material.\textsuperscript{9,10} Compensated material has roughly equal numbers of donors and acceptors. In this case, the donors and acceptors are ionized — i.e., the donor states are occupied by holes and the acceptor states are empty of holes (Fig. 3.1a). It is easiest to understand this experiment by considering the behavior of the holes.

The SEL experiment involves using below band-gap radiation to promote a hole from a donor state to one of the excited states of an acceptor (Fig. 3.1b). The hole can then relax to the acceptor ground state (Fig. 3.1c). The relaxation process does not necessarily involve the emission of a photon. It could also be done via phonon emission or other non-radiative decay. It is therefore possible for the hole to relax from a $2S$ excited state to the $1S$ ground state. Finally, the hole relaxes back to the donor ground state, emitting a photon (Fig. 3.1d).

The energy required to excite a hole from a donor to one of the excited states of an acceptor is given by

$$
\hbar \omega_{\text{laser}} = E_{\text{gap}} - E_D - E_{A^*} + \frac{e^2}{\epsilon R} + J^*(R),
$$

(3.2)

where $\hbar \omega_{\text{laser}}$ is the energy of the incident photon, and $E_{\text{gap}}$ is the band-gap energy. $E_D$ is the donor binding energy relative to the conduction band edge and $E_{A^*}$ is the binding energy of the acceptor excited state relative to the valence band edge. $R$ is the distance between the donor and the acceptor, and $\epsilon$ is the static dielectric constant. The term

$$
\frac{e^2}{\epsilon R}
$$
Figure 3.1: Schematic diagram of the processes involved in the SEL experiment. The locations of the holes are indicated by the circles. Only one acceptor is shown for clarity. The coulombic interaction between the donor and acceptor is not shown here.

a.) The initial configuration of the compensated material. All the donors are occupied with holes, and the acceptor is empty.

b.) Here an incident photon of the proper energy is absorbed, promoting the hole from a donor at distance R from the acceptor to an excited state of the acceptor.

c.) The hole relaxes to the acceptor ground state.

d.) The hole falls back to the donor, emitting a photon.
represents the coulomb interaction between the donor and the acceptor, screened by the static dielectric constant. The term \( J^*(R) \) represents the non-coulombic interaction caused by overlap of the donor ground state and the acceptor excited state wave functions. When the hole relaxes back to the donor ground state, the energy of the emitted photon is given by

\[
\hbar \omega_{\text{emitted}} = E_{\text{gap}} - E_D - E_A + \frac{e^2}{\epsilon R} + J(R).
\] (3.3)

\( E_{\text{gap}} \), \( E_D \), \( \epsilon \) and \( R \) are the same as for eqn. 3.2. \( E_A \) is the binding energy of the acceptor ground state relative to the valence band edge. The term \( J(R) \) represents the non-coulombic interaction between the donor and acceptor ground state wave functions.

If we ignore the non-coulombic interactions — these terms should be small at large pair separations — then the difference between the energies of the incident and emitted photons is

\[
\Delta \hbar \omega = \hbar \omega_{\text{laser}} - \hbar \omega_{\text{emitted}} = E_A - E_{A^*}.
\] (3.4)

This is just the acceptor ground state to excited state energy difference. If a number of different laser energies are used for the spectra, then the photons from SEL processes will occur at fixed energy loss from the laser photon energy. This provides a means of distinguishing SEL processes from background luminescence processes, which would occur at fixed energy.

### 3.2.3 Applications

Both ERS and SEL have proved to be useful for identifying single acceptors in bulk-grown semiconductors.\(^{11,12}\) In many semiconductors, the binding energy of an acceptor depends on the center producing it. For example, in GaAs the hole binding energy for a carbon acceptor is 26.0\,meV, while that for germanium
is $40.4 \text{meV}$\textsuperscript{13}. This breakdown of the effective mass approximation is called the central-cell shift.

In the effective mass approximation, the acceptor core is treated as a point charge in a dielectric medium. All acceptors would therefore have the same binding energy. In GaAs, the effective mass binding energy for an acceptor is $25.7 \text{meV}$. In an actual semiconductor, this approximation is only valid far from the impurity center — the local potential near the center can deviate appreciably from coulombic. The heavy hole effective mass in GaAs is roughly $0.5m_e$, giving a Bohr radius for an acceptor of $13 \text{Å}$ in the effective mass approximation. The lattice constant of GaAs is $5.65 \text{Å}$; therefore, a hole bound to an acceptor is easily affected by the short range perturbations of the lattice. The short range terms in the potential depend upon the actual center involved. In GaAs, for example, both carbon and germanium form acceptors if they occupy an arsenic site. One major difference between these two atoms is their size. A carbon atom is substantially smaller than a germanium atom. The difference in size will cause different local perturbations of the lattice, giving rise to different short range potentials. The short range potentials also depend on the site occupied by an acceptor. Zinc acceptors in GaAs on a gallium site have a binding energy of $30.7 \text{meV}$\textsuperscript{13}, which is quite different from the binding energy for a germanium acceptor on an arsenic site even though the atomic sizes are similar. The difference between the observed binding energy of an acceptor and that predicted by the effective mass approximation is called the central cell shift.

It is possible to identify the center responsible for producing an acceptor level by measuring the central cell shift. The higher-lying excited states of an acceptor have a much lower probability of being at the impurity center, therefore experiencing only the screened coulombic potential. The central cell shift can be determined experimentally by measuring the binding energies of the excited
states relative to the acceptor ground state. Techniques such as the two-hole shift can be used to identify acceptors in selectively-doped, high-purity material.\textsuperscript{14} The values from ERS and SEL experiments in bulk-grown material can then be compared to these results.

### 3.2.4 Experimental setup

The setup for both experiments is nearly identical (see Fig. 3.2). The 6471 Å line of a Coherent model CR-3000K krypton ion laser was used to optically pump a Coherent model 590 tunable dye laser. The below band-gap light was produced by either one of two carbo-cyanine dyes. DOTC was used for working near the GaAs band gap in the SEL experiment, and HITC was used for working beyond 8500 Å in the ERS experiment. The dyes were dissolved in DMSO (dimethyl sulfoxide), and ethylene glycol was added to increase the viscosity of the dye stream.\textsuperscript{15} Tuning the dye laser was accomplished via a three-plate quartz birefringent filter which had been optimized for use in the 8500 – 9500 Å range. The tuning range for DOTC is given in the literature as 7500 – 8700 Å,\textsuperscript{16} although only 7800 – 8400 Å was achieved in practice. The tuning range for HITC is given as 8300 – 9100 Å, but only 8400 – 8900 Å was obtained. One factor limiting the attainable tuning range was the selectivity of the birefringent filter, which had transmission orders roughly 700 Å apart. This, coupled with the gain curves for the dyes, limited the tuning ranges to about 600 Å. A different set of optimized optics was used for each dye. A resolution of 1.2 Å or better was usually achieved within the tuning ranges. The maximum tuned output power from the dye laser was frequently only 100 mW with an input pump power of 5 W.

The laser light was then directed onto the sample, which was mounted in a Janis model DT-8 cryogenic dewar. The sample was immersed in liquid helium pumped below the lambda point. There are a number of advantages to this: it
Figure 3.2: Schematic diagram of the setup for the SEL and ERS experiments. The infrared laser dyes used were DOTC for SEL, and HITC for ERS.
achieves a very low temperature (typically 1.8 K), the temperature is easily regulated by controlling the pumping speed, and there is very little optical scattering since the fluid does not boil.

The luminescence from the sample was directed into a Spex 1404 double grating spectrometer for spectral analysis. The gratings were blazed for 1.6 μm, and used in second order for maximum efficiency at 8000 Å. A long-wavelength pass filter was sometimes inserted before the spectrometer to eliminate stray room light. The collection optics consisted of a short focal length lens matched to the f-number of the dewar, and a second lens matched to the f-number of the spectrometer.

An S-1 curve photomultiplier tube cooled to 77 K was used as the detector. The long-wavelength response limit of the photomultiplier was about 1.2 μm, eliminating the need to filter out first-order light entering the spectrometer. The output from the photomultiplier was sent through a PAR model 1120 amplifier-discriminator and to a multi-channel analyzer for photon counting. The data from the multi-channel analyzer was then sent to a digital computer for analysis.

3.3 Sample descriptions

Two different liquid encapsulated Czochralski GaAs samples were used for this study. Both samples were grown p-type from As-deficient melts. Temperature-dependent Hall effect (TDH) measurements on sample 1 indicated 1.1 \times 10^{15} \text{cm}^{-3} donor, 5.3 \times 10^{15} \text{cm}^{-3} carbon and 8.1 \times 10^{15} \text{cm}^{-3} 78-\text{meV acceptor concentrations, making it ideally suited for the ERS experiment.}

The SEL experiment required compensated material, which was achieved by neutron transmutation doping sample 2. In neutron transmutation doping the
sample is bombarded with thermal neutrons, causing the reactions:

\[
\begin{align*}
n + Ga & \rightarrow Ge^+ + \gamma + e \\
n + As & \rightarrow Se^+ + \gamma + e.
\end{align*}
\] (3.5)

Selenium will always be a donor, and germanium will usually be a donor unless it sits on an arsenic site \((Ge_{As})\). The neutron filtering during the transmutation doping was not perfect, and it allowed some hot neutrons to hit the sample. This, along with the \(\gamma\) emission, caused damage to the sample.

Neutron transmutation doping of sample 2 added \(3.8 \times 10^{15} \text{ cm}^{-3}\) Se and Ge donors, plus additional damage related donors. The concentrations of the transmuted atoms were calculated from the neutron flux incident on the sample and the respective neutron capture cross sections for gallium and arsenic. The sample was given a partial anneal at \(580^\circ\text{C}\) for 1 hour. Temperature-dependent Hall effect measurements on a non-irradiated sample adjacent to sample 2 and given the same anneal gave concentrations of \(2.6 \times 10^{15} \text{ cm}^{-3}\) donors, \(7.4 \times 10^{15} \text{ cm}^{-3}\) carbon, and \(3.6 \times 10^{16} \text{ cm}^{-3}\) 78-meV acceptors. The measurements on the non-irradiated sample showed the slope for carbon below 4.2 K, indicating that the 78-meV level was fully occupied at this temperature.\(^{17}\) TDH measurements on a sample transmutation doped and annealed in a manner identical to sample 2 showed an 0.07 eV slope at 4.2 K, indicating that the 78-meV acceptor was partially compensated. There was a tradeoff here between annealing out the damage and compensating the 78-meV level. The damage lowers the luminescence efficiency, but annealing makes the material more \(p\)-type, which hinders the SEL experiment.
3.4 Results

3.4.1 Photoluminescence

The presence of the 78-meV acceptor was identified in samples 1 and 2 by photoluminescence and by temperature-dependent Hall effect measurements. Photoluminescence curves for both samples are shown in Fig. 3.3. The lower curve shows the photoluminescence from sample 1. At 1.9 K, the band gap of GaAs is 1520 meV. The near-gap region around 1510 meV shows quite a bit of structure. Most of the lines in this region are believed to be excitonic in nature. The line at 1512.4 meV is due to an exciton bound to a carbon acceptor. The line at 1507 meV is thought to be due to an exciton bound to the 78-meV acceptor, since it only occurs in material containing the 78-meV acceptor. This assignment is in agreement with the rough estimate of the expected acceptor bound exciton binding energy, which can be made as follows. The ratio of the acceptor bound exciton binding energy to the acceptor binding energy should be roughly constant, since they both should experience the central cell shift, although the exciton is affected to a lesser degree. The free exciton luminescence in GaAs occurs at 1515.5 meV at 4.2 K. Thus, the binding energy of the carbon bound exciton is 3.1 meV. The acceptor binding energy for carbon in GaAs is 26 meV, thus the 78-meV acceptor is bound 3 times as strongly as carbon. A rough estimate of the 78-meV exciton binding energy is then 9.3 meV, giving a luminescence peak position of 1506.2 meV, which is close to the 1507 meV line observed in the photoluminescence.

The large feature at 1490 meV is related to the presence of carbon. The main peak is due to donor-acceptor luminescence, where a hole bound to a carbon acceptor recombines with an electron bound to a donor. The high energy shoulder is band-acceptor luminescence, where a hole bound to a carbon acceptor recombines
Figure 3.3: Photoluminescence spectra from samples 1 and 2. The photon energy for the luminescence is plotted against the intensity of the luminescence. The lower curve is from sample 1, and the upper is from sample 2. The two curves are not plotted on the same vertical scale. The excitation source was the 6471 Å line of a Kr⁺ ion laser.
with an electron in the conduction band. The low energy shoulder has not been conclusively identified, although there is evidence suggesting it is due to donor-acceptor luminescence, where the acceptor is zinc. The photoluminescence peak energy for this shoulder is near that expected for zinc — 1488.8 meV.\textsuperscript{13} There is also evidence in SEL and ERS data from sample 1 indicating the presence of zinc.

The weak feature at about 1457 meV is an LO phonon replica of the carbon donor-acceptor luminescence. In GaAs, the LO phonon energy is 36.5 meV;\textsuperscript{19} thus, the LO phonon replica of a luminescence feature occurs at 36.5 meV toward lower energy than the main feature. The peak near 1441 meV is the donor-acceptor luminescence involving the 78-meV acceptor. The weak line near 1405 meV is the LO phonon replica of the 78-meV donor-acceptor luminescence. The relative intensities of the 1 LO phonon replicas of the donor-acceptor luminescence for the 78-meV acceptor and carbon, and their respective no-phonon lines indicate that the electronic transition of the 78-meV acceptor is more strongly coupled to the LO phonons.\textsuperscript{3}

The upper curve in Fig. 3.3 shows the photoluminescence from sample 2. There is no evidence of the near-gap luminescence seen in sample 1, even though the optical pump power was 10 times that used for sample 1. This reflects the damage done to the crystal by neutron transmutation doping, which lowers the luminescence efficiency by providing paths for non-radiative transitions. The peak near 1494 meV is due to carbon donor-acceptor luminescence. The weak peak at 1480 meV may be donor-acceptor luminescence involving Ge acceptors — the expected peak photoluminescence peak energy is 1497 meV\textsuperscript{13} — which could be produced by transmuting gallium atoms, with the resulting germanium atom occupying an arsenic site. This could be caused either by the transmutation of Ga anti-site defects (a suspected source of the 78-meV acceptor), or by displacement
of the Ge atoms during transmutation doping. The peak at 1442 meV is due to donor-acceptor luminescence from the 78-meV acceptor. The peak near 1405 meV is the LO phonon replica of the 78-meV donor-acceptor luminescence.

The peak position of the 78-meV donor-acceptor luminescence occurs at slightly different energies in the two samples. This is indicative of the problems associated with identifying acceptors by photoluminescence in bulk-grown GaAs. A measurement of the excited state binding energies provides a more precise identification.

3.4.2 SEL and ERS

The SEL results for sample 2 for three different laser excitation energies are shown in Fig. 3.4. Two transitions are evident in the SEL data, one at 62.5 meV (line A) and one at 66.5 meV (line B). The broad background in the spectra is due to donor-acceptor luminescence from the 78-meV acceptor. The ERS results for sample 1 for two different exciting laser energies are shown in Fig. 3.5. Three peaks are visible in the ERS data: line A at 62.9 meV, line B at 66.9 meV and line C at 72.9 meV. Lines A and B appear shifted about 0.4 meV toward greater energy loss in the ERS data than in the SEL data. This may be expected since any non-coulombic interaction between the donor and acceptor wave functions in the SEL experiment would tend to shift the measured energies from the actual binding energies. The energies obtained in ERS; however, are a direct measurement of the actual binding energies. Line C was not seen in the SEL experiment.

The two lines, A and B, occur only in material containing the 78-meV acceptor. Figure 3.6 compares ERS spectra from sample 3, which does not contain the 78-meV acceptor, with that from sample 1. There is no indication of lines A or B in sample 3, which does not contain the 78-meV acceptor. This suggests
Figure 3.4: Selective excitation luminescence spectra from sample 2. Intensity of the emitted light is plotted against the difference between the emitted photon energy and that of the laser. Three different laser energies were used to distinguish between SEL features and background processes. The laser photon energy for each spectrum is at the right.
Figure 3.5: Electronic Raman scattering spectra from sample 1. Intensity of the emitted light is plotted against the difference between the emitted photon energy and that of the laser. Two different laser energies were used to distinguish between ERS features and background processes. The laser photon energy for each spectrum is at the right.
Figure 3.6: Electronic Raman scattering spectra from samples 1 and 3. Intensity of the emitted light is plotted against the difference between the emitted photon energy and that of the laser. Narrow lines at 36.5 and 33.6 meV are due to Raman scattering from LO (Γ) and TO (Γ) phonons, respectively. The laser photon energy for each spectrum is given in the center.
that they both are due to the presence of the 78-meV acceptor. Although they lie in the energy region for two-phonon Raman scattering, we can be sure that they are electronic in nature since the excitation intensity in the SEL experiment is too low to observe even single-phonon Raman scattering. There is some evidence for a line at 73 meV in sample 3, which may be related to line C in sample 1. Since we do not observe line C in the SEL experiment, and it appears to be present in sample 3, it may be due to Raman scattering from 2 LO (Γ) phonons (room temperature Raman scattering measurements give a value of 72.9 meV for this transition), and not related to the 78-meV acceptor. However, given the intensity of line C relative to the other two lines, it probably would not be visible above the background in the SEL experiment. Thus, the relationship between this line and the 78-meV acceptor is not firmly established by these experiments.
3.5 Interpretation

The results of both the SEL and ERS experiments indicate that lines A and B are both due to transitions from s-like excited states. The relative intensities of the two lines are nearly identical, while those due to s-like states are usually a factor of 5–10 times more intense than those of p-like excited states when observed by these techniques.\textsuperscript{11,12} A single acceptor would not produce such an excited state spectrum. However, the $1s^12s^1$ (using atomic single particle notation) excited state of a double acceptor will be split into two s-like states by the exchange interaction between the two holes. This splitting might give rise to such a spectrum.

3.5.1 Double acceptor effective mass theory

A simple model of a double acceptor in a semiconductor can be obtained by analogy to the effective mass approximation. The holes are considered to be $j = 3/2$ particles, with mass equal to the heavy hole effective mass, $m_A$. The electric fields will be screened by the static dielectric constant. The acceptor can then be treated like a helium atom in a uniform dielectric medium. This will result in a two-fold splitting of the $1s^12s^1$ state to first order: a 10-fold degenerate ($^3S, ^7S$) state, which is spatially anti-symmetric and has symmetric spins, and a 6-fold degenerate ($^1S, ^5S$) state, which is spatially symmetric and has anti-symmetric spins. The energy of the splitting is given by

$$\Delta E = 2\langle 1 : 2s; 2 : 1s | \frac{\epsilon^2}{\epsilon |R_2 - R_1|} | 1 : 1s; 2 : 2s \rangle,$$

where $\epsilon$ is the static dielectric constant. This is just the exchange splitting due to the coulomb interaction between the two holes. For the purposes of this approximation, single acceptor hydrogenic wave functions can be used as a first-order approximation to this integral. In this case, the value for the splitting can
be obtained by scaling the observed exchange splitting in helium. This is done by multiplying the energy for helium by the ratio of the Bohr radii divided by the static dielectric constant:

$$\Delta E_{\text{semiconductor}} = \frac{m_h}{m_e^2} \Delta E_{He}. \tag{3.7}$$

The observed splitting in He is 0.79 eV,\textsuperscript{21} which scales to 2.6 meV in GaAs. The data shows a splitting of 4.0 meV, which is in good agreement with the data. Including the effects of the crystal field and the spin-orbit interaction with the valence band will not change the splitting to first order, since they will affect the wave functions used, not the potential.

The energy level diagram for a double acceptor in GaAs is plotted in Fig. 3.7. The state assignments are given on the right, and the theoretical estimates of the hole binding energies relative to the valence band are given in the center column. The experimentally observed values for the binding energies are given in the left column. These values were obtained by subtracting the observed transition energies from the ground state energy (78 meV). Both of the experimental values for the $1s^2$ and $1s^*$ (the first and second ionization energies, respectively) states were determined by photoluminescence. While there has been some discussion as to whether the second ionization energy was 200 or 230 meV,\textsuperscript{6,7} recent time-resolved photoluminescence measurements favor 200 meV.\textsuperscript{22} The values predicted by the simple effective mass model agree quite well with the observed values for the ionization energies, as well as with the $1s^1 2s^1$ states. This strongly indicates that the 78-meV acceptor is an effective mass double acceptor.

It is interesting to compare the calculated binding energies for the $1s^1 3s^1$ states to the observed value for line C. Line C occurs at 72.9 meV, while the average energy of the $1s^1 3s^1$ states is 72.5 meV. The theory predicts a splitting of only 0.6 meV between the two states, which would not be resolved in the ERS experiment. Thus it is possible that line C corresponds to the combination of
<table>
<thead>
<tr>
<th>EXPT. (meV)</th>
<th>THEORY (meV)</th>
<th>STATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>200(^{(a.)})</td>
<td>181</td>
<td>(1s^*)</td>
</tr>
<tr>
<td>78(^{(b.)})</td>
<td>81</td>
<td>(1s^2)</td>
</tr>
<tr>
<td>15.1(^{(c.)})</td>
<td>15.5</td>
<td>(1s^12s^1\left(^3S,^7S\right))</td>
</tr>
<tr>
<td>11.1</td>
<td>12.9</td>
<td>(1s^12s^1\left(^1S,^5S\right))</td>
</tr>
<tr>
<td>(5.1)(^{(d.)})</td>
<td>5.8</td>
<td>(1s^13s^1\left(^3S,^7S\right))</td>
</tr>
<tr>
<td>({)</td>
<td>5.2</td>
<td>(1s^13s^1\left(^1S,^5S\right))</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>VALENCE BAND</td>
</tr>
</tbody>
</table>

Figure 3.7: Energy level diagram for a double acceptor in GaAs (not drawn to scale). The state assignments are given in the column on the right. The values obtained from the double acceptor effective mass calculation are given under the theory column. The energies are binding energies measured relative to the valence band. The column on the left gives the experimental values.

a.) See Ref. 22.

b.) From photoluminescence measurements.

c.) Calculated by subtracting observed energies from the \(1s^2\) energy (78 meV).

d.) This assignment is tentative — see the text.
both $1s^13s^1$ states. However, given the proximity of line C to the 2 LO ($\Gamma$) phonon Raman scattering line, and its absence in the SEL data, it is likely that line C is not related to the 78-meV acceptor.

3.5.2 Single acceptor model

The experimental results should also be compared with those expected for a single acceptor with a 78-meV ground state binding energy. In this case, the 78-meV line observed in photoluminescence would indicate a central cell shift of 52.3 meV (the effective mass binding energy for a single acceptor in GaAs is 25.7 meV).\textsuperscript{23} The theory for shallow acceptors in semiconductors has been worked out in great detail by Baldereschi and Lipari.\textsuperscript{23,24} The effect of the central cell shift must be included to correct the energy estimate for the $2S_{3/2}$ binding energy. The probability of finding the hole at the impurity site has been calculated in Ref. 24. Using the value $\mu = 0.767$ given there, the $2S_{3/2}$ state would experience a central-cell shift of 0.133 times that of the $1S_{3/2}$ state. Here that yields a shift of 7.0 meV for the $2S_{3/2}$ state binding energy. Reference 24 gives a value of 70.4 meV for the $1S_{3/2} \to 2S_{3/2}$ transition in GaAs, using 78 meV for the $1S_{3/2}$ binding energy. After adding the central cell correction, a value of 63.4 meV is obtained. The $1S_{3/2} \to 2P_{3/2}$ transition energy would be 66.6 meV. This would lead to the following assignments: line A could be the $1S_{3/2} \to 2S_{3/2}$ transition, and line B could be the $1S_{3/2} \to 2P_{3/2}$ transition of such a single acceptor. Line C could then correspond to the $1S_{3/2} \to 2P_{5/2}(\Gamma^-)$ transition, which should occur at 72.2 meV. While the observed energies seem to agree fairly well with this model, other evidence strongly favors the double acceptor model.
3.5.3 Comparison of theories

A comparison of the possible assignments is given in Table 3.1. As mentioned previously, both SEL and ERS are sensitive to transitions between $s$-like states. Given the nearly identical intensities for lines A and B, they must both be due to $s$-like states. If line C were due to the $1S_{3/2} \rightarrow 2P_{5/2}(\Gamma_7^-)$ transition, then the $1S_{3/2} \rightarrow 2P_{5/2}(\Gamma_8^-)$ transition should be visible at 70.95 meV, where it was observed in the IR absorption experiment,\textsuperscript{4} since both SEL and ERS show $p$-like states with roughly the same intensity. Finally, IR absorption measurements heavily favor $p$-like states over $s$-like states, since the latter are forbidden to first order. Thus one would not expect to see $s$-like states in IR absorption. If line B were actually $p$-like, it should have been observed in the IR absorption experiment of Ref. 4. This leads to the conclusion that lines A and B are both $s$-like, and therefore that the 78-meV acceptor is a double acceptor.

3.6 Conclusion

This study represents the first observation of the $s$-like excited states of a double acceptor in a semiconductor. The observation of these states was made possible by the experimental techniques of selective excitation luminescence and electronic Raman scattering. These techniques should prove useful for identifying other double acceptors in semiconductors. This work also shows that the $1s^12s^1$ state of a double acceptor in a semiconductor is split by the exchange interaction between the two holes, and that the magnitude of the splitting is large enough to be observed by current techniques. This splitting provides a means of distinguishing single and double acceptors. The key to the identification is the determination of the symmetries of the excited states. SEL and ERS are both good techniques for observing $s$-like states, while infrared absorption can be used
Table 3.1: Observed line positions and interpretations.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C&lt;sup&gt;a&lt;/sup&gt;</th>
<th>ΔE&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEL</td>
<td>62.5 meV</td>
<td>66.5 meV</td>
<td>...</td>
<td>4.0 meV</td>
</tr>
<tr>
<td>ERS</td>
<td>62.9 meV</td>
<td>66.9 meV</td>
<td>72.9 meV</td>
<td>4.0 meV</td>
</tr>
<tr>
<td>Double</td>
<td>62.5 meV</td>
<td>65.1 meV</td>
<td>72.5 meV&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2.6 meV</td>
</tr>
<tr>
<td>Acceptor&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1s&lt;sup&gt;2&lt;/sup&gt; → 1s&lt;sup&gt;1&lt;/sup&gt;2s&lt;sup&gt;1&lt;/sup&gt;</td>
<td>1s&lt;sup&gt;2&lt;/sup&gt; → 1s&lt;sup&gt;1&lt;/sup&gt;2s&lt;sup&gt;1&lt;/sup&gt;</td>
<td>1s&lt;sup&gt;2&lt;/sup&gt; → 1s&lt;sup&gt;1&lt;/sup&gt;3s&lt;sup&gt;1&lt;/sup&gt;</td>
<td>(&lt;sup&gt;3&lt;/sup&gt;S, &lt;sup&gt;7&lt;/sup&gt;S)</td>
</tr>
<tr>
<td>Single</td>
<td>63.4 meV&lt;sup&gt;f&lt;/sup&gt;</td>
<td>66.6 meV</td>
<td>72.7 meV</td>
<td>3.2 meV</td>
</tr>
<tr>
<td>Acceptor&lt;sup&gt;e&lt;/sup&gt;</td>
<td>1S&lt;sub&gt;3/2&lt;/sub&gt; → 2S&lt;sub&gt;3/2&lt;/sub&gt;</td>
<td>1S&lt;sub&gt;3/2&lt;/sub&gt; → 2P&lt;sub&gt;3/2&lt;/sub&gt;</td>
<td>1S&lt;sub&gt;3/2&lt;/sub&gt; → 2P&lt;sub&gt;5/2&lt;/sub&gt;(Γ&lt;sub&gt;7&lt;/sub&gt;)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> The evidence suggests that line C is actually due to 2 LO (Γ) phonon Raman scattering and not related to the 78-meV acceptor. The assignments are included for reference to the text.

<sup>b</sup> The energy separation of lines A and B.

<sup>c</sup> Based on the effective mass like calculation discussed in the text.

<sup>d</sup> This was obtained assuming that the experiment could not resolve the splitting between the two 1s<sup>1</sup>3s<sup>1</sup> states. The value here is the average energy of the two states.

<sup>e</sup> Based on the work done in Refs. 23 and 24.

<sup>f</sup> This estimate was obtained by including the observed central cell shift of 78-meV.
to study p-like excited states. This study proved that 78-meV acceptor in GaAs is produced by the first ionization of an effective mass double acceptor. The line observed at 62.9 meV is due to the 1s² → 1s¹2s¹ (3S, 7S) transition, and the line at 66.9 meV line is due to the 1s² → 1s¹2s¹ (1S, 5S) transition. While the line at 72.9 meV may be due to the 1s² → 1s¹3s¹ transition, there is also evidence supporting the assignment of this line to 2 LO (Γ) Raman scattering. It was difficult to make a positive identification of this line due to its low intensity and proximity to the multiple phonon Raman scattering processes in GaAs.

While it was shown that the center responsible for the 78-meV acceptor in GaAs is a double acceptor, the results of this study do not identify the source. Given the similarity of the observed levels to those predicted by the double acceptor effective mass theory, it may be reasonable to assume that the center is not very complex. If the center had very low symmetry, it probably would lead to further splitting of the highly degenerate 1s¹2s¹ states. Thus, the anti-site defect GaₐAs is still a possible source for this acceptor.

**Note added in proof**

Recent work by Bishop et al.²² has shown that there is a connection between the 200-meV level observed in GaAs and the 78-meV level. They conclude that the 200-meV level is the second ionization of the 78-meV double acceptor. They believe that the 230-meV acceptor is due to a different center, and is a single acceptor. However, they were not able to identify the center responsible for the 78-meV acceptor.

Another interesting experiment has been performed on Ga₁₋ₓInₓAs by A. T. Hunter.²⁵ An acceptor at ~ 78-meV was observed in low (a few percent) In concentration Ga₁₋ₓInₓAs alloys. An ERS study of this acceptor showed two lines corresponding to lines A and B of this study. Alloy broadening of the lines
was observed, indicating that they are indeed related to the 78-meV acceptor. (This is expected since there will be a distribution of possible sites for the 78-meV acceptor in the alloy, causing slight variations in the ground state binding energy.) A line similar to line C was also observed, but it did not exhibit broadening. This favors the identification of line C as 2 LO (Γ) phonon Raman scattering.
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15. The dye recipes used were:
   DOTC - 250ml DMSO, 750ml ethylene glycol, 500mg DOTC
   HITC - 250ml DMSO, 750ml ethylene glycol, 500mg HITC
   Both of these dyes can now be replaced by Oxazine 750 using the following recipe:
   625mg Oxazine 750, 53ml propylene glycol, 947ml ethylene glycol.

16. See the Exciton Chemical Co. (Overlook Station, Dayton OH 45431) laser dye catalog and the references contained therein.


Appendix A

Photoluminescence using an FTIR

A.1 Introduction

The majority of photoluminescence measurements on semiconductors are performed using dispersive spectrometers to analyze the wavelength dependence of the signal. Dispersive spectrometers are best suited to operation in the visible and near infrared regions. There is a wide variety of sensitive detectors available in this wavelength range, allowing good signal-to-noise ratios to be obtained in fairly short accumulation times. However, dispersive spectrometers are not well suited to studies of broad wavelength ranges in the mid- to far-infrared. The detectors available for the range beyond 10 μm are not very sensitive (see Table 2.1 on page 21), necessitating long integration times. Grating efficiency also poses a problem. While gratings can approach 90% efficiency near the blaze wavelength, the efficiency can drop dramatically toward shorter and longer wavelengths. The usual remedy for this problem is to have a number of different gratings for each wavelength range to be studied. This problem is exacerbated in optical studies
of semiconductors by the inverse dependence of the wavelength of light on energy. Thus at small energies, a small shift in absolute energy results in a large shift in wavelength in the infrared. The study of even a small energy range requires the ability to cover a large wavelength range. Finally, there is a tradeoff between throughput and resolution in a dispersive spectrometer. This makes high-resolution studies over large wavelength ranges difficult with a dispersive spectrometer. A Fourier transform infrared spectrophotometer (FTIR) is an instrument which can overcome many of these problems. However, a standard FTIR is not well suited for studying weak externally generated signals in the 10μm range, due to the presence of a large background of 300K blackbody radiation. This appendix is a description of a novel technique for performing photoluminescence with an FTIR, which overcomes the problems associated with background blackbody radiation.

A.2 FTIR principles

There is a wealth of information in the literature describing the theory and operation of FTIRs,\(^1\) and the details will not be discussed here. An FTIR basically operates as a Michelson interferometer (see Fig. A.1). Either light from an internal source, or external light entering through a viewport, is directed onto a beam splitter. One beam is directed onto a fixed mirror, which returns it to the beamsplitter and onto the detector. The second beam strikes a moving mirror, and is directed back to the beamsplitter and onto the detector as well. The intensity of the light falling on the detector is modulated at a frequency dependent upon both the wavelength of the incident light and the speed of the moving mirror. The signal out of the detector represents the Fourier transform of the input signal. The signal is then amplified, filtered, and sent to an analog-
Figure A.1: Schematic diagram of a Fourier transform infrared spectrophotometer.
to-digital converter and on to a vector processor. The vector processor takes the Fourier transform of the signal, and sends it on to a computer for analysis.

The advantage of using an FTIR instrument for studying signals in the infrared comes from its ability to collect light over a broad spectral region in a short time period, and allowing nearly all the light from the source to be incident on the detector throughout the scan. As discussed in Chapter 2, the signal-to-noise ratios of most solid state detectors used in the infrared increase as the signal strength increases. Since dispersive instruments trade off the signal strength falling on the detector for resolution, they suffer from lower signal to noise ratios than FTIR instruments. These advantages are usually used for performing infrared transmission measurements. For such measurements, an internal broadband source is directed onto the beam splitter. The sample is placed just before the detector, transmitting the modulated light as a function of wavelength. A high-pass filter on the detector output removes any d.c. components of the signal. This eliminates any unmodulated light from appearing as a signal after the Fourier transform is performed. The output will then show the transmission of the sample as a function of wavelength, but no signal from the blackbody radiation of the spectrometer housing or the sample. While this makes the FTIR well suited for transmission experiments, experiments involving external sources are more complicated.

### A.3 Photoluminescence measurements with an FTIR

#### Blackbody background

When analyzing photoluminescence, or any an external signal, the presence of 300K blackbody radiation poses a real problem, since the FTIR will modulate
all the light incident on the beamsplitter. When using the external viewport, the beamsplitter will "see" the entire optical path, including the external viewport. While the optics may be transparent in the infrared, they are also sources of infrared radiation since they are at room temperature. This large thermal signal can easily mask the weak signals generated by photoluminescence measurements. While cooling the optics might limit this problem, it would be very impractical. In regions where the background blackbody signal is fairly weak, \( \leq 3 \mu m \) in the near infrared and \( \geq 30 \mu m \) in the far infrared, simple digital subtraction of the background signal may be sufficient to observe external signals. Digital subtraction involves subtracting a background scan (where the signal of interest is absent) from the signal scan. This subtraction is performed after digitization, but before the Fourier transform is performed. This technique is less than ideal — the background signal may change during a long scan; it is limited by the resolution of the digitization, and a large change in the signal strength falling on the detector between the scans might change the detector response characteristics. These problems confine this technique to regions where the signal is fairly strong relative to the background. The solution arrived at for the HgTe-CdTe study in Chapter 2 of this thesis allows the detection of very weak signals obscured by a large background, and is much more sensitive than digital subtraction.

A.3.1 Double-modulation technique

This section describes a double-modulation technique used to convert the desired emission signal from d.c. to a relatively high frequency a.c. signal. When using a dispersive spectrometer in the presence of a large background, the usual method for the detection of weak signals is to modulate the signal of interest to an a.c. frequency. This allows for synchronous detection of the emission signal, and lowers the 1/f-noise added to the signal by the detector. There are a
number of considerations when adapting this technique to FTIR spectroscopy. The FTIR itself modulates the external signal to a set of a.c. frequencies, where the frequency depends on the wavelength of the light. This waveform must be preserved if the vector processor is to produce the correct Fourier transform of the signal. This requires modulating the signal before it enters the spectrometer, and demodulating the signal just before the analog-to-digital converter. The basic setup is shown in Fig. A.2. The system must be designed to block all the fundamental FTIR frequencies, since these will correspond to the unwanted unmodulated external signal. Therefore, the external modulation frequency should be greater than the highest frequency produced by the FTIR to allow for filtering. It is best to use as high a modulation frequency as the system will allow, since this will ensure differentiation between the doubly-modulated signal and the singly-modulated background signal, and narrow the bandwidth of the doubly-modulated signal.

As shown in Fig. A.2, the photoluminescence is modulated by a pulsed laser source. It is also possible to use a mechanical beam chopper to modulate the luminescence, but pulsed lasers can operate at much higher frequencies. The luminescence is collected by a set of infrared optics. The collection lens is chosen to match the f-number of the output window on the dewar, and the transfer lens is chosen to match the input f-number of the FTIR. A Ge filter may be placed before the FTIR external viewport to prevent specularly scattered laser light from entering the spectrometer. It is possible that the intense laser light could change the properties of the detector; therefore, it should be blocked. A solid state infrared detector is used (Ge:Zn was used in Chapter 2). The output from the detector is amplified, and sent to a filter. The filter is designed to remove the strong, singly-modulated background signal which could overload the following amplifier stages or the mixer. This filter consists of a high-pass or band-pass
Figure A.2: Schematic diagram of the FTIR experimental setup.
filter, set to pass the bandwidth of the doubly-modulated signal. The filtered signal is then amplified more, since it now consists of only the weak doubly-modulated signal, and sent to a mixer for demodulation. The demodulated signal is amplified so that the maximum signal strength corresponds to the full scale input of the analog-to-digital converter. The signal now appears as if it had only the spectrophotometer modulation and can then be fed into the standard signal processing electronics of the FTIR. The end result is the elimination of the background blackbody signal. Figure A.3 shows two photoluminescence spectra of a Hg$_{1-x}$Cd$_x$Te alloy sample, one taken using the double-modulation technique, and one taken using only the instrument's standard electronics. The lower trace (double-modulation setup) shows a broad doublet structure, corresponding to luminescence from near the band gap of this sample. The upper trace (non-modulated) shows a wide continuum characteristic of 300K blackbody radiation dominating the signal from the sample. The peak intensity of the upper trace is about 200 times that of the lower trace. The photoluminescence signal could not be observed, even by digitally subtracting a background scan from the upper scan. This figure illustrates that a large improvement in the signal-to-noise ratio can be obtained even for very small signals by using this technique.

A.3.2 Actual experimental setup

The actual experimental setup was based on a PAR model 124A lock-in amplifier, which contained the mixer, an input preamplifier, an input filter and an output amplifier. This system worked quite well, and the full-scale output of the lock-in matched the full-scale input of the analog-to-digital converter. A schematic diagram of the actual system setup is shown in Fig. 2.3 on page 30. The actual settings used for the experiment are described in Section 2.3.4. The input high-pass filter frequency and Q were chosen to provide the maximum fil-
Figure A.3: A comparison of the two FTIR measurement techniques. Both scans are measurements of the photoluminescence spectrum of a Hg$_{1-x}$Cd$_x$Te alloy sample. The conditions of each measurement are identical, except for the measurement scheme. The upper scan is a conventional FTIR scan, while the lower scan was obtained using the double-modulation scheme described in the text. The vertical signal on the lower trace is roughly 200 times that of the upper trace.
tering of the singly-modulated signal without introducing phase shifts into the signal. Unfortunately, this necessitated using a fairly low filter frequency, and a low Q, which provided a relatively shallow rolloff. A filter with a sharper turnoff would probably have improved the signal-to-noise ratio. The lock-in amplifier mixer had an output time constant, which was set to the minimum value of about 600\(\mu\)s, causing attenuation of frequencies above 265 Hz. This output low-pass filtering turned out to be useful. While the time constant limited the data collection speed (the FTIR modulation frequencies are determined by the speed of the moving mirror), using the direct mixer output and higher mirror speeds resulted in a lower signal-to-noise ratio. This effect was not expected, but may be due to high-frequency noise in the electronics.

A.4 Possible pitfalls

There are a few possible problems associated with the FTIR double modulation technique. Given the high modulation frequencies used (40 kHz was used for the study in Chapter 2), obtaining a system response curve is fairly difficult due to the shortage of broadband infrared sources which can be modulated to such high frequencies. The attenuation due to the electronic filtering can be measured or estimated, but the optical response is difficult to determine. The response of components such as the beam splitter and optics can be measured without resorting to double modulation, but the response of solid-state infrared detectors is a function of the modulation frequency of the incident radiation. This effect can not be measured in an easy manner using this setup. Therefore, one must take care analyzing the output, since there may be some system response effects. The photoluminescence spectra of \(\text{Hg}_{1-x}\text{Cd}_x\text{Te}\) alloys taken with the doubly-modulated FTIR setup was compared with luminescence of similar samples taken
with a dispersive spectrometer, and no large system response effects were noticed.

This system is very sensitive to any signal modulated at the reference frequency. When performing photoluminescence experiments in the infrared, the sample is frequently placed on a cold finger in a vacuum, since many infrared optical materials can not withstand the thermal expansion and temperature shock present in immersion dewars. Vacuum is a very poor heat conductor, therefore it is possible to heat up a sample very rapidly with only modest laser powers, if the sample is not mounted well. With poor mounting, samples were observed to heat up from 12 K to over room temperature in less than 2 minutes for 200 mW average incident power. However, even if the sample is mounted fairly well, it is possible to modulate the temperature of the sample slightly at the laser frequency. This temperature change could show up either as a change in the blackbody radiation, or a change in the luminescence of the sample. It is also possible to modulate the reflectivity of a sample (see Section 2.3.5). In this case, the sample will reflect room temperature blackbody radiation into the FTIR, modulated at the laser frequency. This effect was observed, although the actual process responsible for the change in reflectivity was not identified; it was probably due to changes in the carrier concentration.

In conclusion, a novel double-modulation technique has been developed for performing photoluminescence using a Fourier transform infrared spectrophotometer in the presence of a large background signal. This technique produces a dramatic improvement in the signal-to-noise ratio for weak signals over standard FTIR experiments. The technique allows the advantages of FTIR spectrometers over dispersive spectrometers for emission experiments to be used in previously inaccessible wavelength regions. The resulting system is much more sensitive than conventional dispersive spectrometers over a wide wavelength range, so sensitive that photoluminescence from \( \text{Hg}_{1-z}\text{Cd}_z\text{Te} \) alloys with Cd concentra-
tions of $\sim 30\%$ was observed at room temperature. A standard system based on a dispersive spectrometer was limited to sample temperatures below 60 K. This technique should find wide applications studying infrared emissions from a variety of sources.
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