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ABSTRACT

The transition-edge sensor (TES) is one of the most productive types of detectors
currently used for observational cosmology. It is the detector technology used in
modern experiments such as POLARBEAR, SPIDER, and BICEP2 for studies of
the polarization of the cosmic microwave background radiation. Next-generation
instruments demand larger arrays of detectors to increase the sensitivity of the
measurement. However, the size of TES arrays is currently limited to∼104 due to the
complexity of the readout system. ATESneeds to be read out by a sensitive ammeter,
and themost sensitive ammeters available are superconducting quantum interference
devices (SQUIDs). Large detector arrays require multiplexed readouts, and SQUIDs
are not inherently easy to multiplex. Thus, a large effort has taken place over the past
decade to develop SQUID multiplexers for TES-based instruments. However, these
multiplexers are complicated, requiring feedback electronics or other tricks in order
to deal with the peculiarities of SQUIDs, such as their nonlinear, periodic transfer
function. In addition, the SQUIDs themselves are complicated and expensive to
fabricate, requiring up to 10 layers in the process. SQUID-based readout systems
appear daunting for the arrays of 104–106 detectors that are needed for the focal
planes of next-generation instruments.

In this thesis we present a class of devices called kinetic inductance parametric
up-converters (KPUPs) that provide a potential solution to the TES readout prob-
lem. Broadly, a KPUP is a superconducting device operating in the microwave band
that has a nonlinear kinetic inductance. Since the kinetic inductance of a super-
conductor is a function of the current flowing through it, a low-frequency current
signal can be detected by being strongly up-converted to the microwave band by
the nonlinearity of the KPUP device, and then measured using a combination of
microwave and low-frequency electronics. This can be done with a microresonator,
where the superconducting kinetic inductance provides a portion of the resonator’s
inductance. A large kinetic inductance can be achieved by using a thin film of a
high-resistivity superconducting material such as TiN or NbTiN. Nanowires used as
lumped-element kinetic inductors in a resonator are of particular interest: a small
current in the nanowire changes its inductance and therefore shifts the resonance
frequency. A device using this principle is demonstrated with a current sensitivity of
8 pA/

√
Hz, making it potentially useful for TES readout and other current-sensing

applications. Since this device is a microwave resonator, it can be easily multiplexed
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in the frequency domain, offering the potential of a considerably simplified readout
compared to SQUID-based systems. We document efforts to integrate this device
with a TES, including a successful measurement of the TES bias curve at several
different temperatures of the heat bath. A two-stage TES multiplexing scheme is
developed, where an array of TESs is read out by a single KPUP device, and an
array of such KPUPs is read out in a microwave transmission measurement.

Another version of the device is a transmission line, where its nonlinear kinetic
inductance contributes to the total inductance of the line. A DC signal current in the
line changes its kinetic inductance, which in turn changes themicrowave phase length
of the line. The change in phase length can be detected via a microwave transmission
measurement of the transmission line. This type of device is demonstrated with a
current sensitivity of 5 pA/

√
Hz, meaning it is also suitable for TES readout as

well as other current-sensing applications. This version of the device has the
advantage of greater dynamic range and multi-gigahertz bandwidth, meaning that
many more TESs can be read out by a single KPUP device. Also demonstrated is a
transmission-line resonator version of the KPUP, which retains much of the dynamic
range advantage of the transmission line KPUP while still being naturally easy to
multiplex in the frequency domain, similar to the lumped-element device. A strong
current response is demonstrated for this version of the device, and efforts to integrate
it with a TES array are described. The current sensitivity of the transmission-line
resonator could in principle reach levels as low as that of the other two devices.

We also demonstrate a lumped-element resonator in a loop configuration that is
natively sensitive to magnetic fields, similar to a SQUID but having the advantage
of being easy to multiplex in the frequency domain. A magnetic field signal per-
pendicular to the loop induces a loop current, changing the kinetic inductance of the
nanowires that form part of the loop and in turn changing the resonance frequency of
the resonator. A strong periodic response to the external magnetic field is observed
for this device. Similar to SQUIDs, the ultimate flux sensitivity of this device could
approach the quantum limit, but the KPUP also offers simple fabrication and ease
of multiplexing. This could make it useful for many magnetometry applications
such as non-destructive evaluation, materials characterization, and medical imag-
ing. Finally, we also demonstrate parametric gain from a microwave resonator in the
presence of a strong pump tone. The noise performance of this parametric amplifier
is close to the quantum limit, and it exhibits gain of up to 29 dB, making it potentially
useful for applications in quantum information and metrology.
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C h a p t e r 1

INTRODUCTION

1.1 Observational cosmology
The cosmic microwave background (CMB), first predicted by Ralph Alpher and
Robert Herman in 1948 [1] as part of Gamow’s nucleosynthesis model [2, 3], is
central to the hot Big Bang paradigm of cosmology, as it provides a snapshot of
the early universe [4]. Its detection in 1964 by Penzias and Wilson [5] established
the Big Bang as the prevailing model for the universe. Since then, the CMB has
proven to be an invaluable tool for cosmological study, as its characteristics can be
predicted by theoretical models and measured to high accuracy. Significant efforts
to measure the CMB in greater detail continue to this day.

The radiation signature observed by Penzias and Wilson corresponds to a black
body temperature of approximately 2.725 K in all directions [5]. NASA’s Cosmic
Background Observer (COBE) Satellite, launched in 1989, mapped out the black
body spectrum of the CMB [6], confirming hot Big Bang model predictions, and
also observed angular temperature fluctuations on a scale of one part in 104 [7]. A
number of experiments followed which had the goal of measuring this anisotropy
on smaller angular scales and higher resolution than COBE. Notably, in 2000,
BOOMERanG, a balloon-based experiment above the South Pole, found an angular
peak in the CMB power spectrum that provided strong evidence that the universe is
flat [8]. This helped establish the inflationary cold dark matter (ΛCDM) model as
the standard model of cosmology, where the universe is spatially flat, is dominated
by cold dark matter, and expands at an accelerated rate (given by the cosmological
constant Λ) at late times [9]. In 2002, the Degree Angular Scale Interferometer
(DASI), a ground-based instrument at the South Pole, reported the first detection of
CMB E-mode polarization, providing further evidence for the ΛCDM model [10].
Additional evidence was provided by 2004 results from the Cosmic Background
Imager (CBI), another ground-based interferometer at the Atacama desert in Chile,
which measured a detailed E-mode power spectrum and showed that it is half a
cycle out of phase with the total intensity spectrum [11]. In 2001, NASA launched
theWilkinsonMicrowave Anisotropy Probe (WMAP), its second space-based CMB
instrument, with the goal ofmakingmuchmore detailedmeasurements of large-scale
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Figure 1.1: Plot of CMB spectrum as measured by the FIRAS instrument on COBE,
fitted with a theoretical black body spectrum. The error bars for the data are smaller
than the thickness of the line used to plot the curve. Figure reprinted from [14].

temperature fluctuations over the entire sky. Although it did not have the small-
scale resolution of concurrent ground-based instruments, WMAPwas able to tightly
constrain a number of cosmological parameters, and its results were consistent with
the standard ΛCDM model [12, 13].

Recent efforts have emphasized measuring B-mode polarization in the CMB, which
had not been detected by previous polarization experiments. B-modes are particu-
larly interesting because their existence would provide stronger evidence for cosmic
inflation. Inflationary models predict that the rapid expansion of space resulted
in a strong burst of gravitational waves, and that these gravitational waves would
leave a unique signature on the CMB [15–21]. In particular, they would induce a
B-mode pattern that could not be generated by primordial density fluctuations. The
amplitude of this B-mode signal is of interest because it is a function of the energy
scale of inflation. In 2014, BICEP2, a ground-based experiment at the South Pole,
claimed detection of B-mode fluctuations in the CMB that were consistent with
inflation [9]. However, when jointly analyzed with data from the European Space
Agency’s Planck satellite, the BICEP2 data was found to be explainable in terms of
polarized thermal emission from interstellar dust [22]. Originally launched in 2009,
the Planck mission produced the strongest constraints on cosmological parameters
and the most detailed full-sky CMB maps to date, and the results were in general in
excellent agreement with ΛCDM cosmology [23–25].
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Figure 1.2: Comparison of a 10° × 10° patch of sky from CMB measured by
COBE (1989), WMAP (2001), and Planck (2009). Image credit: NASA/JPL-
Caltech/ESA [26].

In addition to interstellar dust, B-modes can also be caused by gravitational lensing
of the CMB. This was first detected by SPTpol, a polarimeter installed in 2012 at
the South Pole Telescope (SPT) [27]. Additional measurements of lensing B-modes
were performed by the POLARBEAR instrument in Chile [28–30]. Both of these
instruments are still in operation, and are also searching for inflationary B-modes.
There are a number of other new instruments with similar scientific goals, including
ground-based instruments ABS [31], ACTpol [32], CLASS [33], and BICEP3 [34],
as well as balloon-based instruments EBEX [35], SPIDER [36], and PIPER [37].
With many complementary results expected from these experiments and more, the
cosmicmicrowave backgroundwill remain a useful tool for observational cosmology
for years to come.

1.2 Detector technology
The photon detectors used in cosmology instruments can be grouped into coherent
detectors, such as amplifiers, which preserve the phase of the detected radiation, and
direct detectors, such as bolometers, which destroy the radiation’s phase informa-
tion [38]. Amplifiers have been responsible for many important discoveries related
to the cosmic microwave background. They were used by Penzias and Wilson to
first discover the CMB [5, 39] and by the DASI team to first discover CMB po-
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larization [40, 41], among others. However, especially in recent years, bolometric
detectors have proven to hold an important advantage in noise performance and
detector count at higher frequencies [38].

Noise-equivalent power (NEP) is defined as the incident power required to achieve
a signal-to-noise ratio of unity over an integration time of 0.5 s [42, 43]. A 2003
analysis by Zmuidzinas [44] shows that, for a direct detector sensitive to a single
spatial mode and polarization, the statistics of photon arrival sets a limit of

NEP 2 = 2 (hν)2∆ν n(ν) (1 + η n(ν))
η

, (1.1)

where h is Planck’s constant, η is the absorption efficiency, ∆ν is the bandwidth,
and

n(ν) = 1
e hν/kBT − 1

(1.2)

is the Bose occupation number of the radiation [45]. For a coherent detector, the
corresponding expression is

NEP 2 = 2 (hν)2∆ν
(
1 + η n(ν)

η

)2
. (1.3)

This includes quantum noise that is present even with no incident radiation, i.e.,
when n→ 0 [44]. The ratio of NEP in the coherent to direct situations is

NEP 2
coherent

NEP 2
direct

=
η n(ν) + 1
η n(ν) . (1.4)

This is close to unity when n � 1, so there is no tradeoff for preserving phase
information by using coherent detectors in that scenario. However, CMB measure-
ments are typically made in a regime where the occupation number is comparable
to unity [42]. With recent bolometer noise reaching the limit set by the CMB
(see Fig. 1.3), the added quantum noise becomes significant, and thus bolometers
have now become the predominant type of detector for cosmology experiments at
frequencies above 100 GHz [46].

Bolometers
All thermal radiation detectors consist of an absorber of heat capacity C, a heat bath
at temperature T , and a weak link with thermal conductance G [43]. The absorber
converts the energy from the incident light into heat, and is connected to the bath
through the weak link. If the optical power absorbed by the detector changes by
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Figure 1.3: Photon noise from 1 to 1000 GHz. The thick line is the CMB intrinsic
noise, which sets the limit for detector noise. On the ground, bolometers (dash-dot)
perform better than coherent detectors (solid) except below 20 GHz. Balloon-based
bolometers (dash-dot) are limited by the CMB noise from about 80 to 200 GHz.
Planck coherent receivers (square) and bolometers (star) are also shown. The latter
are close to the CMB noise limit. Figure reprinted from [46].

δP, and if all other power inputs to the device remain constant, then the device
temperature changes by δT = δP/G with a thermal time constant of

τ =
C
G
. (1.5)

The incident power P can be determined by measuring the change in temperature.
Therefore, a sensitive thermometer is necessary. A bolometer is a type of thermal
radiation detector forwhich the thermometer is the temperature-dependent resistance
of a thermistor. We note that a complete description of bolometer operation, found
for example in the 1994 review by P. L. Richards [43], would necessarily include
feedback effects, as a change in resistance causes a change in the power dissipated
in the resistor.

The first bolometer was developed by Langley in 1878 [47]. It consisted of two
platinum strips arranged in aWheatstone bridgewhichwasfittedwith a galvanometer
and attached to a battery. The strips were covered in black pigment, and one was
shielded from radiation while the other was exposed to it. The exposed strip heated
up in response to incident radiation, resulting in a change in its resistance. Since
then, bolometers have found wide application in astronomy, and are often operated
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Figure 1.4: Schematic of spiderweb bolometer used in BOOMERanG. The rect-
angular prism in the center is the NTD germanium thermistor. The released mesh
structure is fabricated from silicon nitride and is metallized in order to couple to
electromagnetic radiation. Figure reprinted from [51].

at cryogenic temperatures for better sensitivity [43]. One of the best-known types of
low-temperature bolometers is the germanium bolometer [48], a prominent example
of which is the spiderweb bolometer [42]. Modern versions utilize a semiconducting
Ge thermistor that has been modified by neutron transmutation doping (NTD), a
process that results in a high, uniform doping level that is necessary for a thermistor
operating at low temperature. The thermistor is suspended on a spiderweb-like
mesh structure formed by etching a thin film of silicon nitride on a standard silicon
wafer. The mesh is coated with a thin gold film in order to allow it to efficiently
absorb microwaves, and its low-area-fill factor provides it a relatively small cross-
section to cosmic rays. Spiderweb bolometers were used in experiments such
as ACBAR [49], MAXIMA [50], and BOOMERanG [51]. Despite this success,
germanium bolometers have the disadvantage of not being able to be fabricated in
large monolithic arrays. The High Frequency Instrument on the Planck satellite
had only 52 Ge bolometers [52], while the Herschel Space Observatory’s SPIRE
instrument had several Ge-bolometer arrays of up to 139 pixels [53]. Eventually,
individual bolometers reached photon-noise limited performance [42], so in order
to improve instrument sensitivity further, it became necessary to increase the total
number of detectors [38, 46]. Adifferent technologywas needed, where the detectors
could be monolithically integrated into large but small-area arrays.
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Figure 1.5: Superconducting transition of a Mo/Cu bilayer film. Figure reprinted
from [54].

1.3 Transition-edge sensors
In 1911, Heike Kamerlingh Onnes discovered superconductivity by lowering the
temperature of mercury to 4.2 K using liquid helium and observing that its electrical
resistance abruptly dropped to zero [55]. Since then, many materials have been
found to exhibit the same phenomenon at various cryogenic transition temperatures.
This superconducting transition, though sharp, has been observed to have a finite
width (see Fig. 1.5). It is possible to bias a superconducting sample within this
finite transition region. The steep change in resistance suggests the utility of such
a sample as a sensitive thermometer, particularly in application as a bolometer.
If electromagnetic radiation is incident on and absorbed by the superconducting
sample, its temperature will increase, and a large change in resistance could be
measured. The superconductor could be biased within its transition by utilizing
Joule heating from a voltage or current source. This type of bolometer is known
as a transition-edge sensor (TES) [54]. D. H. Andrews demonstrated the first
TES in 1941 when he applied a current to a fine tantalum wire operating in its
transition region and measured the change in resistance caused by absorption of an
infrared signal [56]. However, TESs were not widely used until the 1990s. One
of the barriers to their adoption was the difficulty of matching their relatively low
impedance (∼1Ω [42]) to the available low-noise amplifiers, e.g., JFETs, which
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worked best for high impedances [54]. Another issue was temperature instability.
When a TES is current-biased, as in Andrews’ demonstration, the Joule heating
from the source P = I2R(T) increases when the resistance of the superconductor
increases (as in a detection event), and the increased Joule heating further increases
the temperature of the device. This positive feedback makes it very difficult to
operate the device within the narrow transition region, which typically has a width
on the order of ∼1 mK or less [54].

Transition-edge sensors were first made practical by Kent Irwin in 1994 [57]. Irwin
introduced a voltage-biasing scheme for TES operation, shown in Fig. 1.6. Here, the
TES is biased with a constant voltage instead of a constant current. A hallmark of
this scheme is strong negative electrothermal feedback (ETF). When optical power
Popt is incident on the device, the resistance R(T) increases, and thus the Joule
heating from the source

Pbias =
V2

R(T) (1.6)

decreases. Conversely, a decrease in the optical loading results in a decrease in the
resistance and thus an increase in the Joule heating. This strong feedback ensures
a nearly-constant total loading power Popt + Pbias on the TES [42]. Thus, it is
much more straightforward to keep a voltage-biased TES’ temperature stable and
within the narrow transition region. Stability is further improved when the bath
temperature is regulated well below the TES transition temperature, as the device
is then less susceptible to thermal fluctuations from the environment [54]. Another
development that helped make TESs practical is the adoption of superconducting
quantum interference device (SQUID) readout amplifiers. The SQUIDwas invented
in 1964 [58] and developed extensively over the following decades [59]. They are
easily impedance-matched to low-resistance TESs, and quickly became the standard
readout amplifier used in TES applications [54].

Transition-edge sensors have a number of advantages over the semiconductor bolome-
ters that were so successful in cosmology experiments of the 1990s. Their resistance
is much less than that of germanium thermistors [42]. The high impedance of the
latter devices was problematic because mechanical vibrations would cause fluctua-
tions in the capacitance between bias wires. This would manifest as large voltage
fluctuations, contaminating the data stream [42, 60]. The low resistance of TESs
means that similar current perturbations have a smaller effect. In addition, the
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Figure 1.6: Simple readout configuration for TES. The bolometer is biased by a
voltage source, so a change in the TES resistance results in a change in the current
flowing through the circuit. The circuit is inductively coupled to a SQUID in order
to measure this change in current.

responsivity of TESs is much higher. The dimensionless parameter

α =
d ln R
d ln T

=
T
R
dR
dT

(1.7)

is useful for characterizing the thermometer of a bolometer [43]. Semiconductor
bolometers have an α of the order unity, but TESs typically have α between 50
and 500 [42], with very-low-Tc films reaching α ≈ 1000 [57]. This is due to the
extremely sharp nature of the superconducting transition. Finally, unlike germanium
bolometers, it is possible to fabricate monolithic arrays of transition edge sensors
using standard techniques developed by the semiconductor industry, and this has
allowed continued improvement in instrument sensitivity. The superconducting
material is typically deposited on a silicon nitride membrane, which is then released
so that there is weak thermal contact between the absorber and the heat bath [54].
TES arrays of hundreds of pixels have been fabricated for recent experiments such
as POLARBEAR [61], SPIDER [62], BICEP2 [9], and BICEP3 [34], among many
others. Due to their advantages, transition-edge sensors have become the dominant
technology used in modern bolometric cosmology experiments.

Applications outside cosmology
Study of the CMB has driven much of the development of TES bolometers, but
there are applications for TES bolometers outside cosmology. In particular, the
submillimeter-astronomy camera SCUBA-2 [63] used TES bolometers as detec-
tors, and the results of its massive technology-development effort in fact benefitted
many future TES-based cosmology experiments. Additionally, besides the bolome-
ter, there is another mode of operation for transition-edge sensors known as the
calorimeter. While a bolometer is used to measure incident power, a calorimeter is
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used to measure a pulse of energy [54]. Fundamentally, the device principles are the
same as in bolometers, although special considerations must be taken into account
due to the different application [59]. TES calorimeters have been developed for
X-ray astronomy applications [64–66], where they may help advance understanding
of hot and energetic objects such as the coronae of stars, gas in galaxies and galaxy
clusters, supernovae, gamma-ray bursts, and accretion disks around black holes and
neutron stars [59]. Outside of astronomy, TES calorimeters have been developed
for laboratory applications such as materials analysis via X-ray spectroscopy [67].
Such cryogenic microcalorimeters are also useful for mass spectrometry of large
biomolecules [68, 69]. TES calorimeters are also being developed for detection
of very small masses such as neutrinos and weakly-interacting massive particles
(WIMPs), a major candidate for dark matter [70, 71]. In these applications, the
particles of interest induce nuclear recoil in the primary detector substrate. Phonons
produced by the recoil break Cooper pairs in a superconducting absorber on the sur-
face. The absorber is connected to a TES, whose temperature rises upon diffusion
of the quasiparticles.

TES calorimeters have also been developed for detection of near-infrared, optical,
and ultraviolet radiation [72], which has important applications for astronomy in
those frequency bands. They have even been developed as single-photon detectors,
with high counting efficiency [73, 74]. These are very important for applications
in quantum information, such as quantum key distribution and optical quantum
computing [75, 76]. Single photon detectors are also useful for applications in
biology [77], remote sensing [78], and molecular spectroscopy [79], among many
others. Optical TES detectors can also be used to measure terahertz radiation [80],
which is important for many security applications such as the detection of explo-
sives, weapons, and drugs [81]. For most of the applications mentioned in this
section, it is beneficial to have large arrays of detectors, similar to the cosmology
instrument arrays mentioned in the previous section. Since TESs are not inherently
multiplexable, a great amount of attention has been placed on developing readout
systems in order to make such arrays possible.

1.4 SQUIDs
The SQUID is the most sensitive magnetometer in existence [82]. Fundamentally, it
combines two phenomena of superconductivity: flux quantization and the Josephson
effect. F. London was the first to predict that the magnetic flux contained within a
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Figure 1.7: Schematic illustration of an superconductor-insulator-superconductor
(SIS) Josephson junction and its I-V characteristic. In an ideal Josephson junction,
the transition from superconducting to normal would be abrupt, but the smooth
transition of a practical device is shown here. Figure reprinted from [82].

closed superconducting loop would be quantized in units of the flux quantum

Φ0 =
h
2e
= 2.068 × 10−15 Wb, (1.8)

where h is Planck’s constant and e is the electronic charge [83]. This was first
observed experimentally by Deaver and Fairbank [84] and Doll and Näbauer [85] in
1961. Then, in 1962, Josephson predicted that Cooper pairs—pairs of electrons that
serve as the charge carriers in superconductors [86]—could tunnel through a barrier
between two superconductors (now known as a Josephson junction) [87]. The two
superconducting electrodes would each have a many-body wave function

Ψ(r, t) = |Ψ(r, t)| exp[i φ(r, t)] (1.9)

that maintains phase coherence over macroscopic distances [86]. Defining
δ = φ1 − φ2 as the difference between the phases of the two electrodes, Joseph-
son predicted that the tunneling current through the barrier would be given by

I = Ic sin δ, (1.10)

where the critical current Ic is the maximum current the junction can support before
it becomes resistive, as shown in Fig. 1.7 [87]. If there is a voltage V across the
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Figure 1.8: (a) In a practical SQUID, the Josephson junctions are typically biased
slightly above the critical current. (b) SQUID voltage versus magnetic flux for a
constant bias current. The regime where the slope is approximately linear is most
sensitive. Figure reprinted from [82].

junction, the phase difference evolves with time according to

dδ
dt
=

2eV
~
=

2πV
Φ0

. (1.11)

Integrating both sides, we see that the Josephson current is an alternating current
with frequency ω = 2πV/Φ0 [86].

In 1964, Jaklevic et al. connected two identical Josephson junctions in parallel on a
superconducting loop and applied a magnetic field perpendicular to the loop [58].
They found that the peak supercurrent across the loop had maxima at integer multi-
ples of the magnetic flux, varying as

Im = 2Ic

����cos
(
πΦ

Φ0

)���� , (1.12)

where Ic is the critical current of each individual junction [86]. This is analogous
to the intensity pattern from two-slit diffraction in optics. This phenomenon of
quantum interference gave birth to the SQUID. In practice, each of the two Josephson
junctions is usually shunted by a resistor in order to eliminate hysteresis in its I-V
curve [88]. For a SQUID with resistively-shunted junctions, it can be shown that
the voltage is periodic in the magnetic flux (see Fig. 1.8(b)) [86]. A change in flux
can be measured as a change in the voltage across the SQUID. However, due to the
periodic nature of the curve, the dynamic range of a SQUID is small. In particular,
it is valuable to stay within the linear regime of the curve, where the slope is greatest
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Figure 1.9: Flux-modulation SQUID readout. The bias current is applied by a
DC source. An oscillator and modulation coil, inductively coupled to the SQUID
loop, is used to apply an AC flux to the SQUID loop. The oscillator also provides
a reference signal for a lock-in amplifier (labeled ‘sync detector’). The signal is
provided by an input coil. The resulting change in SQUID voltage is amplified and
detected by the lock-in amplifier. The resulting DC signal is integrated and fed back
to the SQUID via another coil in order to keep it at its linear operating point. Figure
reprinted from [82].

and the device is most sensitive. Therefore, external feedback is typically used along
with a SQUID in order to maintain a linear operating point [82]. A widely-used
feedback implementation, known as a flux-locked loop, is shown in Fig. 1.9 [89].

SQUIDs are extremely sensitive, with typical flux-noise levels on the order of
10−6 Φ0/

√
Hz [59]. However, they have a number of limitations. First, Josephson

junctions are difficult to fabricate. There are several different types of barriers,
or weak links, used in practical Josephson junctions, including insulators, normal
metals, and geometric constrictions [59]. For SQUIDs, superconductor-insulator-
superconductor (SIS) and superconductor-normal-superconductor (SNS) junctions
are typically used. This means that at least three layers of lithography are needed,
and up to 10 are needed for some practical situations such as arrays of SQUIDs used
for astronomy [90]. Moreover, the two Josephson junctions comprising a SQUID
must be matched within a few percent of each other, as do the shunt resistors [82].
This means that SQUIDs easily become complicated and expensive to produce.
In addition, SQUIDs are complicated to wire in a practical system. As shown
in Fig. 1.9, a SQUID in a typical operating configuration requires at least four
pairs of electrical leads: bias, modulation, signal, and feedback. In many cases, a
heater circuit is also necessary for driving the SQUID normal in order to remove
trapped flux, adding even more leads to the system [82]. This means that SQUIDs
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are very difficult to multiplex, because each SQUID in an array would require its
own wiring and room-temperature electronics. Because of the limited dynamic
range of the SQUIDs, when dealing with signal changes greater than ∼Φ0/4, the
feedback system must work rapidly to keep the voltage at the operating point [82].
If it is not fast enough, the device will “jump” to a different flux level and the
measurement will be compromised. Thus, the speed of the feedback system limits
the bandwidth of the signals that can be measured using SQUIDs. The type of
commercial electronics used for SQUID feedback systems typically has a maximum
bandwidth of 50–100 kHz [82]. In order to measure signals faster than that, the
SQUID must be operated without feedback, leaving it susceptible to flux jumping.
The combination of low bandwidth and low dynamic range in SQUIDs also limits
their Shannon information capacity, which in turn limits their utility for reading out
large arrays of detectors [91]. Finally, the vector nature of the magnetic field that
SQUIDs are sensitive to also presents a limitation. The orientation of a SQUID in
the Earth’s magnetic field can vary the ambient field by up to ∼100 µT [82]. If the
SQUID is used as a rotating magnetometer, the rotation speed would also need to
be within the bandwidth of the feedback electronics, imposing another limitation
on this application. This even comes into play in applications where the SQUID is
used to measure a current rather than a magnetic field, for example the TES readout
shown in Fig. 1.6. Though it can be canceled with a bias field or blocked by a metal
shield, the Earth’s magnetic field must be considered in these types of applications.

TES readout
Despite their limitations, SQUIDs provide the standardway of reading out transition-
edge sensors [54]. A typical single-pixel readout scheme is shown in Fig. 1.10. The
TES is voltage-biased using a shunt resistor, whose resistance Rbias is chosen to be
much less than the TES normal-state resistance Rbolo [54]. In series with the TES is
an input coil with inductance LSQ, used to couple the TES current into the SQUID.
This introduces a time constant

τ =
L

R(T), (1.13)

where R(T) is the instantaneous resistance of the TES. This electrical time constant
must be several times smaller than the thermal time constant (Eq. (1.5)) in order
to avoid unstable electrothermal oscillations in the TES [54]. It also sets a limit
on the bandwidth of the signals that can be measured by the TES [57]. The coil
inductance, commonly referred to as the SQUID input inductance, is usually on the
order of ∼0.1–1 µH [42, 92, 93].
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Figure 1.10: Readout configuration of a single TES using a SQUID in a flux-locked
loop, from the UC Berkeley cosmology group. This implementation does not use
AC flux modulation for the SQUID. The TES DC bias voltage Vbias is applied using
a battery box with a potentiometer to vary the voltage. The TES is in series with
an input coil that is magnetically coupled to a SQUID, which is driven by an AC
flux from an oscillator. A TES signal results in a current perturbation, which in turn
results in a voltage across the SQUID. This voltage is amplified and then detected by
the lock-in amplifier, whose reference is provided by the same oscillator driving the
SQUID. The DC signal from the lock-in is integrated and fed back to the SQUID,
along with the original AC drive tone, in order to maintain the SQUID’s operating
point. Figure reprinted from [42].

Since large arrays of TESs are desired for cosmology experiments, much of the re-
search effort regarding TES readout has focused onmultiplexing themwith SQUIDs.
This is not a straightforward task. The single-pixel readout scheme of Fig. 1.10
requires multiple pairs of leads: detector bias, SQUID bias/output, and SQUID
feedback. Often, a second amplifier stage consisting of an array of SQUIDs is also
used, in which case wire pairs for bias/output and flux bias for this second stage
are also needed [54]. All of these wires must run between room temperature and
the cryostat. Simply arranging a series of these in an array of the size needed for
cosmology experiments would result in thousands of leads going between room tem-
perature and cryogenic temperatures. The complexity, cost, and power load of such
a system would make it impractical. Thus, innovative solutions are necessary for
reading out large arrays of TESs. A number of SQUID multiplexing schemes have
been developed that reduce the number of necessary wires [54]. Broadly, they can be
categorized under either time-division multiplexing (TDM) or frequency-division
multiplexing (FDM).

Time-divisionmultiplexing of SQUIDs has been developed largely at NIST [92–94].
In this approach, each TES is biased with a separate shunt resistor and inductively
coupled to a separate SQUID. The TES currents are sampled sequentially by pe-
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Figure 1.11: Readout of a two-dimensional TES array with a time-division SQUID
multiplexer. The TESs are all on a common bias line. A series of boxcar functions is
used to turn on one row of SQUIDs at a time and read their respective TES currents.
Each SQUID is coupled to an output coil, and all of the output coils in a column are
all connected in series so that the sum of the detected currents is read out by a single
output SQUID per column. The voltage of this output SQUID is then amplified by
another series-array of SQUIDs before going to the room-temperature electronics.
Each column of first-stage SQUIDs is linearized by a common feedback line. Figure
reprinted from [54].

riodically turning “on” their respective SQUID amplifiers while leaving the other
SQUIDs “off”. Typically, each SQUID is turned on for a duration of ∼1 µs at
a time. This results in a detector sampling frequency of about 20 kHz, which is
greater than the Nyquist frequency corresponding to the detector bandwidth [94].
A diagram is shown in Fig. 1.11 for two-dimensional array multiplexing. If the
array has M columns and N rows, then the the total number of wires running from
room temperature to the cryostat is 4M + N [59]. This is a substantial reduc-
tion from the brute-force situation, where the number of wires scales as M × N .
Time-division multiplexing is a mature TES readout technology: 32-channel multi-
plexers have been developed and shown to have good noise performance of less than
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Figure 1.12: Readout of a two-dimensional TES array with a frequency-division
SQUID multiplexer. Each TES is in series with an LC resonator/filter with a unique
resonace frequency, and each row of these is in parallel with a shunt resistor. The row
of resonators is excited by a frequency comb, and the output currents are summed
and inductively coupled to a SQUID array. Feedback is used to keep the input coil at
a virtual ground, and carrier nulling combs are applied in order to ease the SQUID
dynamic range requirements. Figure reprinted from [54].

1 µΦ0/
√

Hz [93]. They have been deployed in many instruments for cosmology and
astronomy such as SPIDER [36], SCUBA-2 [63], and BICEP3 [34]. However, the
array size of an instrument with a TDM system is still limited. Practical constraints
generally limit the multiplexing factor to 100:1 [94]. Thus, a different solution is
needed for next-generation instruments requiring much larger array sizes.

An alternate approach is frequency-domain multiplexing, which has been developed
by several groups [95–98]. A common implementation of FDMis shown inFig. 1.12.
Here, each TES acts as the resistor in an LCR tank circuit, where the inductors and
capacitors are typically discrete components on a circuit board. Each tank circuit
has a slightly different resonance frequency, generally on the order of ∼1 MHz [99].
The frequency variation is usually achieved by varying the capacitance between the
resonators and keeping the inductance constant, as that allows each resonance to have
the same linewidth [59]. This linewidth sets a limit on the bandwidth of the TES, and
also works to filter environmental noise. The tank circuits are continuously driven
by a frequency comb, and the sum of their outputs is measured by a SQUID. When
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Figure 1.13: Frequency-division multiplexing of two SQUIDs using microwave
resonators. Each TES current is coupled to a SQUID using an input coil (left
edge of diagram). The SQUID is part of a tank circuit whose resonance frequency
depends on the flux contained in its loop. The resonators are excited in parallel by
a microwave source, and the reflections from the SQUIDs are coupled to a HEMT
readout amplifier. Figure reprinted from [98].

the TES resistance changes, the current at its respective filter-frequency changes,
and this change can be observed as a change in the SQUID voltage at that frequency.
However, sincemany currents are summed and sent to the SQUID, its dynamic range
becomes a limitation, especially because the ratio between the bias signal and the
noise is typically 106 [59]. A solution to this is to null the carrier amplitude after the
resonator and before the SQUID input. This can be done by applying a frequency
comb with the same set of amplitudes as the bias, but 180° out of phase. Feedback
can be utilized in order to keep the amplitudes of these two signals the same. In
addition to reducing the dynamic range requirement for the SQUID, carrier nulling
can also reduce crosstalk between the resonators [59]. Despite the need for nulling,
the total number of wires required in an FDM scheme is substantially reduced when
compared with TDM. Each row in Fig. 1.12 has four pairs of wires going to/from
room temperature: carrier, nulling, feedback, and SQUID output. Thus, the number
of wires simply scales with the number of SQUIDs, and in this case is 8M .

A newer technology is frequency-division multiplexing in the microwave regime.
Using microwave resonators instead of lower-frequency RF resonators has several
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advantages [98]. First, the gigahertz range offers much greater available bandwidth
for multiplexing. This allows for a greater number of multiplexed detectors, and
it also allows for a greater bandwidth (or resonator linewidth) for each detector.
In addition, the system would be more compact. Since the resonator frequencies
are higher, the values of the components are reduced in comparison with the RF
situation. This makes the components physically smaller, making it even easier to
integrate more detectors in an array, especially if monolithic, lithographed com-
ponents are used rather than discrete components connected on a circuit board.
This type of scheme has other important differences from lower-frequency FDM.
A simple example diagram is shown in Fig. 1.13. In this case, each TES is cou-
pled to a SQUID, and the SQUID is part of a resonant circuit instead of the TES.
The resonance frequency depends on the magnetic flux in the SQUID loop, which
changes when the TES current changes [100]. The reflected signals from all of the
SQUIDs are summed and sent to a high-electron-mobility transistor (HEMT), a type
of low-temperature amplifier with high dynamic range [101, 102]. A 32-SQUID
multiplexer of this kind has been fabricated and shown to have good noise perfor-
mance below 1 µΦ0/

√
Hz [103]. One issue is that, when there are so many SQUIDs,

they must be operated without feedback circuits, so their dynamic range suffers [98].
This is not as much of an issue as it would be in the low-frequency case, because
each SQUID is only reading out one TES. However, because of the periodic nature
of the V-Φ curve, SQUIDs can easily leave the linear regime when operated with-
out feedback, requiring a new approach to the measurement. A scheme proposed
by NIST [103] involves applying a sawtooth-wave flux bias to the SQUID, where
the amplitude is many flux quanta. A signal from the detector can be measured
as a change in the phase of the periodic SQUID response. Crucially, the entire
SQUID response curve is sampled in this technique, including portions with zero
slope (where the SQUID is insensitive to changes in flux). Thus, the sensitivity is
degraded by a factor of

√
2.

Other applications
SQUIDs have many applications beyond TES readout. To start, they can be used
for readout of other types of low-temperature detectors. One such detector is the
metallic magnetic calorimeter (MMC), a type of X-ray detector [104–106]. In this
technology, an X-ray absorber is placed in tight thermal contact with a paramagnetic
material that has a temperature-dependent magnetization. Similar to a TES, the
magnetic material has a weak thermal link to a heat bath. A SQUID is used
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Figure 1.14: SQUID magnetometer with pickup coil. Figure reprinted from [82].

to monitor the magnetization. An MMC-SQUID system has been demonstrated
that was lithographically patterned and fabricated on a single substrate, which is
promising for making arrays of these detectors [107]. Another type of X-ray detector
is the SIS tunnel junction [108]. This type of detector uses anSIS Josephson junction,
with the one of the electrodes acting as an X-ray absorber. An incident high-energy
X-ray breaks many Cooper pairs, and the resulting quasiparticles can tunnel to the
other electrode. This tunneling current can be measured by a SQUID. Typically, the
Josephson supercurrent is suppressed by an external magnetic field [59]. An NIS
junction can be used in similar applications [109], and has additional utility as a
bolometer [110]. Finally, hot-electron bolometers are being developed for terahertz
radiation detection [111]. This technology utilizes a material in which the electrons
absorb energy from radiation, increasing their temperature above that of the lattice.
The resulting increase in resistance is detected as a change in current by a SQUID.
SQUID multiplexers can be used to read out arrays of these bolometers, much like
they are with TESs [111].

When operated as magnetometers, SQUIDs are typically used in conjunction with
a pickup coil (see Fig. 1.14). While magnetic fields can be picked up by the
SQUID loop itself, this is not ideal, as the area of the SQUID loop is small and
consequently has a small inductance of ∼0.1 nH [82]. An important scientific appli-
cation of SQUIDmagnetometers is the measurement of nuclear magnetic resonance
(NMR) [112]. This is a widely-used technique to investigate the structure of ma-
terials, including new pharmaceuticals [59]. The nuclear magnetic susceptibility
measurement that is central to this technique was difficult with earlier methods. The
sample is placed in a magnetic field, typically a combination of a static field and a
perpendicular oscillating field, causing the nuclear magnetic moments in the sample
to precess. This resonance can be detected by a SQUID, by arranging the sample
inside the SQUID’s pickup loop [113]. The advantage of using SQUIDs instead of
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Figure 1.15: MRI of bell pepper slice taken in a 132 µT field using SQUIDs. Figure
reprinted from [114].

less-sensitive magnetometers is that weaker polarizing magnetic fields can be used,
reducing the overall cost of the system. SQUID-based NMR has been used for a
variety of important scientific measurements [112].

Another important application of NMR is magnetic resonance imaging (MRI), a
technique that is widely used in medicine to image organs and tissues. Typically,
MRI systems use high magnetic fields that are expensive to obtain and maintain.
If highly-sensitive magnetometers were used, smaller magnetic fields would be
required, making MRI more accessible. MRI with microtesla fields and SQUID
magnetometers has been demonstrated [114]. While the need for conventional high-
field MRI systems will remain, low-field MRI is attractive for several situations. For
example, MRIs are also needed when magnetoencephalography (MEG), another
medical imaging technique using SQUIDs, is performed. A combined instrument
that could use the same SQUIDs to perform both measurements would be very
practical, and such a system has been demonstrated and used to image the human
brain [115]. Low-fieldMRI is also attractive for situationswhere cost or convenience
is a major factor, as a SQUID-based system would be inexpensive compared to one
needing a large superconducting magnet [114]. A SQUID-basedMRI systemwould
benefit from using a large array of magnetometers. Much like the sensitivity of TES
arrays in astronomy, it has been shown that the signal-to-noise ratio and scanning
efficiency of MRI systems improve by using many detectors [116]. Thus, arrays of
SQUIDs are necessary for continued improvement of low-field MRI systems.

In addition to MRI, SQUIDs are being used for several direct biomagnetic imag-
ing techniques in medicine. Magnetoencephalography, mentioned above, is the
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largest and most successful commercial application of SQUIDs to date [82]. In this
technique, magnetometers are used to measure the small, picotesla-level magnetic
fields that are produced by currents in the brain. MEG can localize brain activity to
within a few millimeters [117], a major advantage over the widely-used technique of
electroencaphalography (EEG). MEG systems, especially those covering the entire
cortex, currently use hundreds of magnetometers in order to minimize noise and
maximize data-collection efficiency [82]. However, since SQUIDs are difficult to
multiplex, array sizes are limited and it is difficult to improve MEG systems further.
In addition to MEG, SQUIDs are also attractive for newer biomagnetic imaging
techniques used for the heart (magnetocardiography), muscles (magnetomyogra-
phy), stomach (magnetoenterography), and lungs (magnetopneumography) [82].
All of these techniques would benefit from arrays of magnetometers like MEG does.

Another important practical application of SQUIDs is non-destructive evaluation
(NDE), which seeks to detect flaws in materials and structures [118]. In magnetic
NDE methods, a metallic sample is magnetized, and the presence of a defect is
detected by monitoring the flux leakage outside the metal with a magnetometer.
SQUIDs offer a number of advantages for this kind of technique. For example,
like with MRI, the magnetizing field can be much lower with SQUIDs than with
conventional methods [118]. Alternatively, the detector could be placed at a greater
distance from the specimen. A SQUID is also sensitive enough to detect remnant
magnetization in a sample without even applying an external magnetic field [82].
SQUID-based NDE has many commercial/public interest applications in detecting
flaws in bridges, aircraft runways, and buildings. To image a large specimen effi-
ciently and with low noise, it is beneficial to use arrays of magnetometers. SQUID
arrays are thus important for NDE applications as well.

Finally, SQUIDs are being developed for a number of geophysical applications [82].
Magnetometers can be used to detect seismic, electric, magnetic, radiometric, and
gravitational activity just below the Earth’s surface. SQUIDs have a number of
advantages over the standard methods used. First, SQUID magnetometers are
typically smaller, which makes them easier to deploy and use, for example by
placing them down boreholes. SQUIDs also have higher bandwidth and dynamic
range than conventional systems, allowing for fewer individual detectors, as well as
the ability to track diurnal variation (on the order of ∼100 nT) while maintaining full
sensitivity [82]. This type of surveying is important for geophysical prospecting,
which seeks to locate oil or mineral sources in the Earth’s crust [59]. SQUIDs are
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also used for laboratory geophysics in the form of scanning SQUID microscopes,
which produce two-dimensional images of the magnetic fields from geological
samples [119]. Multiplexed SQUID arrays would certainly improve scanning speed
and precision for such applications. Given the limitations of SQUIDs, however,
an alternate technology that matches their sensitivity is attractive. In this thesis
we describe a novel technology that is expected to match SQUID sensitivity while
offering a number of advantages over them.
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C h a p t e r 2

KINETIC INDUCTANCE PARAMETRIC UP-CONVERTER
PRINCIPLES

2.1 Surface impedance of a superconducting thin film
The Drude model [120] in the theory of normal metals gives an expression for the
DC electrical conductivity:

σDC =
ne2τ

m
, (2.1)

where n is the number of electrons per unit volume, e is the electronic charge, τ is
the electron scattering time, and m is the electron mass. The conductivity appears
in the local version of Ohm’s law

j = σE, (2.2)

where j is the current density and E is the electric field. Further, the AC electrical
conductivity is known to be complex, and is given by [121]

σ(ω) = σDC

1 + jωτ
. (2.3)

A normal metal has τ ∼ 10−14 s and thus is almost completely resistive below mi-
crowave frequencies [122]. Ohm’s law also applies in superconductors when the
electron mean free path is short compared to the penetration depth of the electro-
magnetic field, a common practical scenario [123]. However, in a superconductor
we have σDC → ∞ and ωτ → ∞ (for nonzero ω), meaning that the ratio σDC/ωτ
is finite. Thus, while the resistance is zero, there is a reactive impedance in su-
perconductors at finite frequencies. This makes sense because the charge carriers
have mass and thus inertia, so energy is required to change their kinetic energy, or,
taken collectively, to cause a change in the supercurrent. This kind of impedance
to a change in current is familiar from magnetostatics, where we have magnetic
inductance [124]. Magnetic inductance impedes changes in current that are caused
by a changing magnetic flux. Since the effect here is similar, it is useful to define a
“kinetic inductance” Lk , which impedes changes in current due to the inertia of the
electrons:

Ek =
N
2

mv2 =
1
2

Lk I2, (2.4)
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where Ek is the kinetic energy, N is the number of electrons, and I is the current.
Kinetic inductance exists in normal metals as well, but is usually negligible because,
as stated above, ωτ � 1 below microwave frequencies.

The modern theoretical foundation for conventional superconductivity was devel-
oped by Bardeen, Cooper, and Schrieffer (BCS) [125, 126], who showed that the
zero-resistance charge carriers in a superconductor are pairs of electrons, known as
Cooper pairs, that are linked by the electron-phonon interaction. A temperature-
dependent energy 2∆(T) must be applied in order to break a Cooper pair and form
two quasiparticles, or normal electrons. This is known as the superconducting
energy gap, and for T � Tc we have

∆(T) ≈ ∆0 = 1.76 kBTc, (2.5)

where kB is Boltzmann’s constant and Tc is the superconducting transition temper-
ature. The number of quasiparticles is

nqp = 4N0

∫ ∞

∆

dE
E

√
E2 − ∆2

f (E), (2.6)

where N0 is single-spin electron density of states at the Fermi level and

f (E) = 1
e E/kBT + 1

(2.7)

is the Fermi-Dirac distribution function [45]. Thus, there is a small amount of
quasiparticles at finite temperatures below Tc. Later, Mattis and Bardeen [127]
applied the BCS theory to investigate the electrodynamics of superconductors, and
found that the complex conductivity σ(ω) = σ1(ω) − jσ2(ω) is given by

σ1(ω)
σn

=
2
~ω

∫ ∞

∆

dE
E2 + ∆2 + ~ωE

√
E2 − ∆2

√
(E + ~ω)2 − ∆2

[ f (E) − f (E + ~ω)]

σ2(ω)
σn

=
1
~ω

∫ ∆+~ω

∆

dE
E2 + ∆2 − ~ωE

√
E2 − ∆2

√
∆2 − (E − ~ω)2

[1 − 2 f (E)] , (2.8)

where σn is the DC normal-state conductivity just above Tc. As T → 0, f (E)
decreases exponentially to zero, so σ1 can be made arbitrarily low regardless of
the frequency by operating at sufficiently low temperature. On the other hand, σ2

remains finite. For T � Tc and ~ω � ∆0, we have [123]

σ2(ω)
σn

≈ π∆0

~ω
. (2.9)



26

The complex conductivity is in most cases not experimentally accessible; instead,
the quantity being measured is the complex surface inductance

Zs = Rs + jXs . (2.10)

In many practical situations, the thickness t of a superconducting film is small
compared to the penetration depth λ. Then we can use an effective thin-film
penetration depth λthin = λ2/t [86], and the surface impedance can be shown to
be [122]

Zs =
1
σt
. (2.11)

If one operates far below than Tc and at frequencies much lower than the gap, then
the real part of the conductivity is negligible, and we can use Eq. (2.9) to write

Zs = jXs = jω
~ρn

π∆0 t
, (2.12)

where ρn = 1/σn is the normal-state resistivity. Noting the familiar form of the
impedance of an inductor, we can express the surface kinetic inductance as

Ls =
~ρn

π∆0 t
. (2.13)

Nonlinearity of the kinetic inductance
In recent years, several groups have demonstrated nonlinear behavior of the kinetic
inductance in the presence of a supercurrent. It has been known since the early 1950s
that superconductors exhibit nonlinear behavior in the presence of fields [128, 129].
In 1962, Parmenter gave a rigorous discussion based on the BCS theory of the non-
linearity of the complex conductivity due to a supercurrent [130]. Here we simply
consider the nonlinearity in the kinetic inductance of a strip of superconducting
material. A strip of length l and width w has a volume V = lwt and kinetic induc-
tance Lk = (l/w) Ls, using Eq. (2.13) for a thin film held at T � Tc. The kinetic
inductance can be expanded as [123]

Lk(I) = Lk(0)
(
1 +

I2

I2
2
+ . . .

)
, (2.14)

where the constant I2 sets the scale of the quadratic nonlinearity. The odd-ordered
terms vanish due to symmetry considerations, as the strip must have the same
kinetic inductance regardless of orientation. It is expected [123] that the fractional
perturbation to the kinetic inductance due to the supercurrent is on the order of the
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ratio of the kinetic energy to the total pairing energy:

δLk

Lk
= κ∗

Ek

Ep
= κ∗

1
2 Lk I2

2N0∆
2
0V
= κ∗

J2

J2
∗
, (2.15)

where N0 here is the single-spin density of states per unit energy and unit volume.
The dimensionless constant κ∗ is expected to be of order unity, J = I/wt is the
current density, and

J∗ =

√
4πN0 ∆

3
0

~ρn
. (2.16)

In an analysis of tunneling density-of-states measurements based on the Usadel
equations [131], Anthore et al. found that the gap varies with a supercurrent as [132]

∆

∆0
≈ 1 − 1.9

J2

J2
∗
− 3.5

J4

J4
∗
. (2.17)

Putting ∆0 → ∆ in Eq. (2.13), we find

δLk

Lk
= −δ∆
∆0
≈ 1.9

J2

J2
∗
+ 3.5

J4

J4
∗
, (2.18)

suggesting that κ∗ ≈ 1.9 and that a quadratic term may become important at higher
currents. Additionally, they found that J∗ ≈ 4.7 Ic/wt, showing that the scale of the
nonlinearity is on the order of the critical current.

Kinetic inductance nonlinearity in the Ginzburg-Landau theory
The Ginzburg-Landau theory of superconductivity [133] is useful for deriving a
qualitative description of the kinetic inductance nonlinearity. This is a phenomeno-
logical theory that is exact only near Tc and when the number density of Cooper
pairs n∗s varies slowly in space, but it has been found to be experimentally valid
(at least in a qualitative sense) in a much wider range of scenarios [86]. The basic
postulate of the theory is that the free energy density of a superconductor can be
written as

f = fn + α |ψ |2 +
β

2
|ψ |4 + 1

2m∗
|(p − e∗A)ψ |2 + B2

2µ0
, (2.19)

where fn is the free energy density in the normal state, µ0 is the magnetic permeabil-
ity, and α and β are phenomenological parameters. The complex order parameter
ψ is related to the density of Cooper pairs as |ψ |2 = n∗s . The Cooper pair mass is
included as m∗ = 2m, and the Cooper pair charge is e∗ = 2e, where m and e are the
electron mass and charge, respectively. The vector p in the kinetic energy term is
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the three-dimensional momentum operator from quantummechanics. The magnetic
field B is related to the vector potential A as B = ∇ × A. Deep in the interior of a
bulk superconductor we have

|ψ |2 = ψ2
∞ = −

α

β
, (2.20)

which can be found by minimizing the free energy when the particle momentum
and external field are set to zero. When the field reaches the critical field Bc above
which superconductivity is destroyed, the kinetic energy term is zero and the free
energy must equal the free energy of the normal state. Then it can be shown, using
Eq. (2.20), that

α = − B2
c

µ0 |ψ |2
. (2.21)

Finally, the effective penetration depth in the Ginzburg-Landau theory is

λeff =

√
m∗

4µ0 |ψ |2e2 . (2.22)

In a thin film, the energy from the magnetic field can be ignored, as it is less than the
kinetic energy by a factor on the order of the ratio of the cross-sectional area of the
conductor to λ2

eff [86]. In addition, the order parameter is approximately constant,
so the momentum is simply p = m∗vs, where vs is the Cooper pair velocity. Then,
by minimizing the free energy, we find

|ψ |2 = ψ2
∞

(
1 +

m∗v2
s

2α

)
. (2.23)

Using Eq. (2.21) and the definition J = 2|ψ |2 evs for the current density, we get

|ψ |2 = ψ2
∞

(
1 −

µ2
0 λ

2
eff J2

2B2
c

)
, (2.24)

where we have additionally used Eq. (2.22) to simplify the expression. Thus, we
find that the Ginzburg-Landau order parameter is perturbed by a supercurrent J.

We now turn our attention back to the surface kinetic inductance. It can be shown
that, for temperatures much lower than Tc [122],

Ls = µ0
λ2
eff
t
, (2.25)
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where we use the expression λ2
eff/t for the thin-film penetration depth. Then, for the

strip of total kinetic inductance Lk , we have

δLk

Lk
=
δLs

Ls
=
δλ2

eff

λ2
eff
. (2.26)

But from Eqs (2.22) and (2.24) we have

δλ2
eff

λ2
eff
= −δ |ψ |

2

ψ2
∞
=
µ2

0 λ
2
eff J2

2B2
c

. (2.27)

Noting that the energy density associatedwith the critical field, B2
c/2µ0, is equivalent

to the depairing energy per unit volume 2N0 ∆
2
0, and using the expression J = I/wt

as well as applying Eq. (2.25) again, we have

δLk

Lk
=
µ2

0 λ
2
eff J2

2B2
c
=

1
2 Lk I2

4N0 ∆
2
0 lwt

. (2.28)

Finally, recalling that 2N0 ∆
2
0 lwt = 2N0 ∆

2
0 V = Ep, we have

δLk

Lk
=

1
2

Ek

Ep
. (2.29)

That is, the fractional perturbation of the kinetic inductance due to the supercurrent
is equal to half the ratio of the kinetic energy to the pairing energy, in accordance
with the statement of Eq. (2.15). Though this result is not expected to be exactly
valid far below Tc, it is useful for qualitatively describing the nonlinearity.

The perturbation of the kinetic inductance is a quantity that can be measured sen-
sitively. Since it is caused by a current, this effect can be utilized to make a
sensitive ammeter. In the following sections we describe the general paradigm for
detecting small RF currents using kinetic inductance, and then three systems that
strongly exhibit this effect and their expected advantages compared to the standard
current-sensing technology based on SQUIDs.

2.2 Parametric up-conversion in superconductors
The quadratic kinetic inductance nonlinearity is analogous to the Kerr effect in
nonlinear optics. In an optical fiber, nonlinear response to light originates in the
anharmonic motion of bound electrons under the influence of the applied field [134].
The polarization induced by the dipoles in the dielectric is

P = ε0

(
χ(1) E + χ(2) E2 + χ(3) E3 + . . .

)
, (2.30)
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where ε0 is the vacuum permittivity, E is the electric field, and χ(i) is the ith order
electric susceptibility. Here we have suppressed the tensor indices; for instance,
the second-order term is actually P(2)k = χ

(2)
klm El Em. The third-order susceptibility

results in the refractive index having an intensity-dependent component:

n(E) = n(0) + n2 |E|2. (2.31)

This is known as the Kerr effect. Processes resulting from such nonlinearities
are known as parametric processes, because they involve the modulation of a pa-
rameter (in this case the refractive index). One such process is parametric up-
conversion [135], which is generally used to convert a long-wavelength signal to a
short-wavelength signal while retaining its information. The signal is at frequency
ωs, and a high-frequency carrier is applied at frequencyωc. The nonlinearity results
in sidebands around the carrier, at ωc −ωs and ωc +ωs. These are the up-converted
signals. This process is useful in optics for converting infrared information to the
optical spectrum [135].

In superconductors, as we have shown, the modulated parameter is the surface
kinetic inductance

Ls = Ls0

(
1 +

I2

I2
∗

)
. (2.32)

Here, the current is analogous to the electric field in the opticalKerr effect. The third-
order nonlinearity comes from the voltage drop across a strip of superconducting
material with kinetic inductance Lk :

V =
d
dt
(Lk I). (2.33)

Putting Lk = Lk0 (1 + I2/I2
∗ ), we get

v = Lk0
dI
dt
+ 3Lk0

I2

I2
∗

dI
dt
. (2.34)

The second term is third-order. Suppose we apply three currents to the supercon-
ductor, such that the total current is

I = I0 + Ic cos(ωct) + Is cos(ωst), (2.35)

where I0 is a DC current, Ic cos(ωct) is the carrier, and Is cos(ωst) is the signal.
Then we have

dI
dt
= −ωcIc sin(ωct) − ωs Is sin(ωst). (2.36)
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Suppose now that I0 � Ic and I0 � Is, so that when computing the square of the
total current we ignore terms not involving the DC current. Then we have

I2 ≈ I2
0 + 2I0 [Ic cos(ωct) + Is cos(ωst)] . (2.37)

Suppose further that the signal frequency is much smaller than the carrier frequency,
and that the system is band-limited such that it is only sensitive to frequencies near
the carrier. Then, multiplying Eqs. (2.36) and (2.37), we get

−I2 dI
dt
= ωcI2

0 Ic sin(ωct) + (ωc − ωs) I0 Ic Is sin ((ωc − ωs) t)

+ (ωc + ωs) I0 Ic Is sin ((ωc + ωs) t) , (2.38)

showing the up-converted signals at ωc − ωs and ωc + ωs. The amplitudes of the
two sidebands are very close, as ωs � ωc.

The rest of this thesis describes a class of superconducting devices, known as kinetic
inductance parametric up-converters (KPUPs), forwhich the nonlinearity driving the
parametric up-conversion is the kinetic inductance of the superconducting material.
Due to advantages in fabrication and bandwidth, the KPUPs are designed to operate
with a carrier in the microwave regime. Signal currents will be in the lower-
frequency RF regime. A DC bias current is required in order to sensitively detect
the up-converted signals. The microwave carrier and sidebands are sent through
a cryogenic low-noise amplifier, and the amplifier output is demodulated at room
temperature by mixing with a local oscillator at the carrier frequency, recovering
the signal of interest. This paradigm offers high sensitivity to small currents and
several advantages over SQUIDs.

2.3 Lumped-element resonator KPUP
Background
Superconducting microresonators have been studied extensively over the last
decade [123]. Interest in superconductivity at microwave frequencies first began
after the massive development of microwave technology due to the radar effort in
WorldWar II [136–138]. Superconducting cavity resonators were a focus or research
throughout much of the ensuing years [139–141], because they could achieve high
quality factors on the order of Qr ∼ 1011. The development of high-quality-factor
cavities was encouraged due to their utility in particle accelerators [142]. In general,
a microwave resonator must be excited by a source via coupling with a waveguide
or transmission line. The overall quality factor of the resonator is given by

1
Qr
=

1
Qi
+

1
Qc
, (2.39)
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Figure 2.1: (a) Cross-section of microstrip. The dark blue areas are (su-
per)conducting and the light blue areas are dielectric. The conducting strip of
width w resides on a dielectric of thickness h that is backed by a conducting ground
plane. (b) Cross-section of a co-planar waveguide. The center conductor of width w
is separated from ground planes on either side by gaps of width g, and all conductors
are part of a single metal layer on top of a dielectric. Figure reprinted from [123].

where Qc characterizes the strength of the coupling and Qi is determined by internal
dissipative losses of the resonator. Despite the prediction of the Mattis-Bardeen the-
ory, experiments with cavity resonators showed that, due to the realities of materials,
fabrication techniques, and experimental conditions, the dissipation in a supercon-
ductor does not fall to zero at very low temperatures, but instead reaches a finite
limit. However, the resulting internal quality factors can be very high, and cavity
resonators have proven useful for applications such as low-noise oscillators [123].

For many other applications it is advantageous to use thin-film resonators, due to
their lower volume and simplicity of fabrication. In the microwave regime it is
straightforward to make thin-film transmission-line resonators. Typically these are
quarter-wavelength or half-wavelength resonators. The first type of transmission-
line resonator to be explored was the microstrip [143], shown in Fig. 2.1(a), which
can be fabricated by depositing three successive film layers (superconductor, dielec-
tric, superconductor) and patterning the top layer. The thickness of the dielectric
is typically on the order of ∼0.1–1 µm [123]. It was shown in 1947 [137, 138]
that the phase velocity of a superconducting microstrip would be modified by the
Mattis-Bardeen surface impedance Zs = jωLs = jωµ0 λ

2
eff/t. The inductance per

unit length of a microstrip made of a perfect conductor is

L = µ0h
w
, (2.40)

where h is the thickness of the dielectric and w is the width of conducting strip.
When using a superconductor, substituting λthin = λ2

eff/t, the inductance per unit
length is modified to

L = µ0 (h + 2λthin)
w

, (2.41)
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as if the spacing between the two superconducting films is increased by 2λthin. The
fraction of the total inductance that is provided by the surface impedance (or kinetic
inductance) is

α =
2λthin

h + 2λthin
. (2.42)

This is known as the kinetic inductance fraction. The phase velocity in a transmission
line is

vp =
1
√
LC

, (2.43)

where the capacitance per unit lengthC is unchanged from the perfect-conductor sce-
nario [123]. It is clear then that the phase velocity, and thus the resonance frequency
in the case of a transmission-line resonator, is changed by using a superconductor
instead of a perfect conductor.

The modern effort in developing superconducting microresonators began at Caltech
and JPL in 2000, after J. Zmuidzinas and H. G. Leduc conceived a new type of
photon detector known as the microwave kinetic inductance detector (MKID) [101].
The principle behind this detector is depicted schematically in Fig. 2.2. From the
Mattis-Bardeen theory, the complex conductivity for kBT � ∆0 and ~ω � ∆0

depends on the number of quasiparticles nqp as

σ1(nqp)
σn

=
2∆0

~ω

nqp

N0
√

2πkBT∆0
sinh(ξ)K0(ξ)

σ2(nqp)
σn

=
π∆0

~ω

[
1 −

nqp

2N0 ∆0

(
1 +

√
2∆0

πkBT
e−ξ I0(ξ)

)]
, (2.44)

where ξ = ~ω/kBT , and I0 and K0 are the zeroth-order modified Bessel functions
of the first and second kind, respectively [90]. Thus, an increase in quasiparticles
caused by absorption of light changes the complex conductivity and thus the kinetic
inductance, as well as the internal dissipation. If the kinetic inductance is part of
a microwave resonator, the result of the absorption is a change in the frequency
and internal quality factor of the resonator, quantities that can be measured using
standard microwave readout electronics. The frequency shift is related to the kinetic
inductance fraction α, so materials and geometries with large α are valuable for
use in MKIDs. One of the main advantages of MKIDs over other detectors such
as TESs is ease of multiplexing in the frequency domain. The standard MKID
multiplexing scheme is shown in Fig. 2.3. An array of MKIDs with different
resonance frequencies is coupled to a single transmission line, called a feedline.
Carriers at each resonance frequency are simultaneously generated and sent down the
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Figure 2.2: MKID detection principle. (a) A photon with energy hν > 2∆ is
absorbed in a superconductor and breaks a Cooper pair, exciting two quasiparticles.
The Cooper pairs (C) are shown at the Fermi level, and the density of states for
quasiparticles Ns(E) is plotted against the quasiparticle energy. The shaded area
represents available quasiparticle states. (b) Upon photon absorption, the increase in
quasiparticles changes the inductance in a microwave resonator, and also increases
the resistance. (c) The transmission through the feedline has a dip at the resonance
frequency f0. The increased inductance and resistance due to the photon absorption
reduce both the resonance frequency (δ f ) and the power in the resonator (δP).
(d) The phase of the transmission also changes. Figure reprinted from [101].

feedline, and the transmission through the feedline exhibits dips at each resonance
frequency. Since the impedance of a shunted resonator is large away from its
resonance, only the carrier at its corresponding frequency couples into the resonator.
The resonance shift caused by absorption of light in anMKID is read out as a change
in the transmission function [122]

S21 = 1 − Qr

Qc

1
1 + j2Qr x

, (2.45)

where x = (ω −ωr)/ωr is the fractional detuning from the resonance frequency ωr .

The early MKID effort began with thin-film microstrip resonators [123], using
superconductors such as aluminum and niobium, and using silicon dioxide as the



35

Figure 2.3: Multiplexing ofMKIDs. TheMKID resonators are shown schematically
as RLC tank circuits, each coupled to the feedline through a small capacitance
Cc. Each resonator has a unique frequency ωi = 1/

√
LiCi. The resonators are

simultaneously driven by a frequency comb from the generator at port 1. The
transmission through the array is measured at port 2 by an amplifier, represented as
the input impedance Z0. Figure reprinted from [123].

dielectric. However, the data obtained from these devices was not in good agreement
with the Mattis-Bardeen theory. P. K. Day suggested that two-level systems (TLS)
in the amorphous dielectric could be responsible for the discrepancies, and the TLS
modelwas indeed a goodfit to the experimental data. A 2005 paper from theMartinis
group on the effect of TLS in Josephson qubits [144] convinced the Caltech/JPL
team to take the idea seriously. TLS arise in amorphous materials because, due to
their disordered nature, atoms can easily move between pairs of configurations [90].
The system can be described quantum-mechanically as a double potential well with
the two configurations corresponding to the two local minima of the well. The
two states have two different energy levels due to differences in the chemical bond
configuration. Atoms can tunnel through the energy barrier between the two states.
Due to the disorder in thematerial, the energy levels and barrier height are effectively
random, leading to a uniform distribution of TLS energy splittings. The atoms have
electric dipole moments that can couple to electric fields. In a microwave resonator,
circulating power can be lost to this effect. The random tunneling events also result
in fluctuations in the dielectric constant of the material. Since the capacitance
in a resonator depends on the dielectric constant of the substrate, the TLS cause
fluctuations in the resonator capacitance, resulting in frequency noise [145]. TLS
noise has beenmeasured [146] and found to exist even in resonators with a crystalline
substrate [147], as a thin amorphous layer exists at the surface. A full theoretical
description of TLS is not yet available, but Gao et al. provide a semi-empirical
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Figure 2.4: Measurement of TLS noise in a Nb/Si superconducting CPW microres-
onator. The inset shows the standard homodyne measurement scheme used to
measure the transmission S21 ∝ I + jQ. The blue curve is the noise power spectral
density (PSD) in the phase direction. The roll-off at 6 kHz is due to the resonator
bandwidth. The red curve is the noise PSD in the amplitude direction. The ampli-
tude noise is limited by the readout amplifier. The gold curve is the rotation angle
between the major direction of the fluctuations and the amplitude direction. Within
the resonator bandwidth it is 90°, meaning that the fluctuations are entirely in the
phase direction. Figure reprinted from [146].

model [148]. The fractional frequency noise due to TLS is

STLS(ν) = κ(ω,T ; ν)

∫
VTLS

d3r |E(r)|3

4
[∫

V d3r |ε(r)E(r)|2
]2 , (2.46)

where E is the microwave electric field and ε is the dielectric constant. The integral
in the numerator is over the volume where the TLS exist, while the integral in
the denominator is over the total volume. The noise spectral density coefficient
κ(ω,T ; ν) has a ν−1/2 spectral shape and also contains the dependence on microwave
frequency and temperature. TLS have proven to be the dominant intrinsic noise
source in superconducting microresonators.

Because of their difficultywithmicrostrip resonators, theCaltech/JPLgroup switched
to co-planar waveguide (CPW) resonators [101], shown in Fig. 2.1(b). These were
patterned from a single superconducting film deposited on a crystalline substrate.
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Figure 2.5: (a) An example of a quarter-wavelength CPW resonator geometry.
The blue areas are superconductor, and the white areas represent regions where
the superconducting film has been etched away. A CPW feedline is shown at the
top. The resonator has a stub section in order for it to couple to the feedline.
(b) An example of a lumped-element resonator geometry. The resonator consists
of a meandered inductor and an interdigitated capacitor (IDC). A CPW feedline is
shown at the bottom. The resonator is proximity-coupled to the feedline. Figure
reprinted from [123].

The kinetic inductance fraction of a CPW is generally smaller than that of a mi-
crostrip, but the fabrication is greatly simplified [123]. CPW resonators have since
been adopted and developed by other groups [149, 150]. In 2009, Noroozian et al.
showed that hybrid resonators using an interdigitated structure to provide the capac-
itance have greatly reduced TLS noise [145]. Interdigitated capacitors are also used
in the lumped-element kinetic inductance detector (LEKID) concept first proposed
by Doyle et al. [151]. Here, not only is the capacitor a lumped element, but so is the
inductor. An example is shown in Fig. 2.5(b). Both resonator components can be
patterned on the same film, so the fabrication is no more difficult than that of CPW
resonators. This design is advantageous forMKIDs because the meandered inductor
can also serve as an absorber for the radiation. Another benefit of a lumped-element
design is reduced radiative loss from the resonator to the substrate [123], resulting
in a higher internal quality factor.

In 2008, Barends et al. published measurements of a CPW resonator made of
NbTiN [152], a superconductor with a normal-state resistivity of ρn = 170 µΩ · cm,
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which is several orders of magnitude higher than that of the metals usually used.
The resonator had a large kinetic inductance fraction of α = 0.35, and the measured
quality factor was comparable to that of aluminum resonators [123]. The Tc of the
film was about 14.8 K. Later, Leduc et al. demonstrated even higher quality factors
of Qi = 3 × 107 with sputtered titanium nitride (TiNx) resonators [153]. Stoichio-
metric TiN films had a resistivity of ρn = 100 µΩ · cm and critical temperature
Tc = 4.5 K. The lower Tc resulted in a larger surface inductance (by Eq. (2.13),
recalling ∆0 = 1.76 kBTc), and thus the resonator had a kinetic inductance fraction
of α = 0.74. Further, the Tc could be tuned between 0 and 5 K by altering the
sputtering conditions and changing the nitrogen content of the film. TiN has since
become a popular material for MKID development. An array of 100 TiN LEKIDs
was demonstrated in 2012with nearly background-limited performance [154]. Since
then, arrays of ∼500 pixels have been demonstrated at the Caltech Submillimeter
Observatory. The numerous advantages of these devices suggest a route for other
kinds of detection based on kinetic inductance variation.

Principle
The kinetic inductance parametric up-converter is a device that aims to detect
small currents through their effect on its kinetic inductance. Since MKIDs, and
in particular LEKIDs, have been so successful for detecting changes in kinetic
inductance due to photon absorption, using a similar paradigm for detecting changes
in kinetic inductance due to currents would be a promising path. A schematic of
such a detector is shown in Fig. 2.6. Similar to a LEKID, it is a superconducting
lumped-element resonator consisting of an inductance L and a capacitance C. The
resonator is shunt-coupled to a microwave feedline via a coupling capacitanceCc. A
generator sends a carrier tone at angular frequency ω = 1/

√
LC down the feedline.

The transmission through the feedline, which is read out by a low-noise cryogenic
amplifier, shows a dip at the resonance frequency. In addition to the microwave
generator, there is another input to the circuit. The current perturbation to be detected
δI, along with a DC bias current I0, is connected directly to the resonator inductor.
This is analogous to the radiation absorption in an MKID. A large inductance Liso

is required in order to isolate this second input from the microwave power in the
resonator. The current signal δI is assumed to be slowly-varying compared to the
microwave oscillations in the resonator and feedline, such that it sees the inductors
and capacitors in the circuit as short circuits and open circuits, respectively. The
current input to the resonator inductor causes its value to change, due to the kinetic
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Figure 2.6: Lumped-element resonator KPUP schematic. The KPUP is an LC tank
circuit. The feedline is represented as transmission line sections on either side of the
resonator. A coupling capacitor is used to couple the resonator to the feedline. A
carrier is generated by the microwave source and sent through the feedline, and the
transmission through the feedline is measured by an amplifier represented as an input
impedance Z0. Another input line is used to send a bias and signal current through
the inductor of the resonator. A large inductor Liso is used to represent isolation
between this port and the microwave power in the resonator. The inductance L in
the resonator varies depending on the input currents due to the kinetic inductance
nonlinearity.

inductance nonlinearity. This change in inductance is observed as a shift in the
resonance frequency in the transmission data. In principle, a large array of KPUPs
may be connected in parallel to the same feedline, each with a slightly different
resonance frequency. Such an array would be useful for reading out an array of
transition-edge sensors.

The current-sensing process can also be described in terms of parametric up-
conversion. Suppose the microwave excitation circulating in the resonator is at
frequency ωc, and the current signal δI can be described as being at frequency ωs,
i.e., δI = Is cos(ωst). Due to the nonlinearity of the inductor, this signal mixes with
the carrier and modulates the resonator’s frequency at a frequency ωs:

ω(t) = ωc + δω(t) = ωc +
dω
dI

Is cos(ωst). (2.47)

The amplitude of the current in the resonator is then

A(t) = Ac exp
[
j
∫ t

0
ω(τ) dτ

]
≈ Ace jωct +

AcIs

2ωs

dω
dI

e j(ωc+ωs) t − AcIs

2ωs

dω
dI

e j(ωc−ωs) t, (2.48)

where Ac is the amplitude from the carrier. Here we have used the fact that the
signal is small in order to make the approximation ex ≈ 1+ x. We see that there are
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sidebands at frequencies ωc ± ωs. If ωs < ωr/2Q, the bandwidth of the resonator,
then the sidebands can couple out of the resonator and be seen at the end of the
feedline by the readout amplifier. The total output signal is then mixed with the
original carrier frequency at room temperature in order to recover the signal. This
mixing adds the power of both sidebands together. Since P ∝ A2, we find that the
sideband power is

Ps =
I2
s

2ω2
s

(
dω
dI

)2
Pc, (2.49)

where Pc is the carrier power. Thus, the KPUP provides gain G ∝ (dω/dI)2 Pc/2ω2
s

to the signal. Increased gain results in stronger detection, so it is important to use a
high carrier power and to maximize the device responsivity dω/dI.

We now derive an expression for the response of the resonator to a current per-
turbation. The function for the transmission through one resonator is the same as
Eq. (2.45):

S21(ω) = 1 − Qr

Qc

1
1 + j2Qr x

, (2.50)

recalling that x = (ω −ωr)/ωr is the fractional detuning of the generator frequency
from the resonance frequency ωr . As shown in Fig. 2.7, this function traces out
a clockwise circle in the complex plane as the frequency is increased from zero
to infinity. At these extreme values of the frequency, we see from Eq. (2.50)
that S21 → 1. This is because, far from the resonance, no power couples into the
resonator, so the generator power travels through the feedline uninterrupted, resulting
in perfect transmission. The minimum value of the transmission amplitude occurs
at resonance, or x = 0:

min |S21 | = 1 − Qr

Qc
. (2.51)

In the case that Qi � Qc, then from Eq. (2.39) we have Qr ≈ Qc and thus
min |S21 | ≈ 0. In addition, as x → ∞ far from the resonance, it is clear from
Eq. (2.50) that S21 → 1. The values of the quality factors may be determined from a
measurement of the transmission function. The overall quality factor is determined
from

1
Qr
=
∆ω

ωr
, (2.52)

where ∆ω is the resonance linewidth. Eq. (2.51) may then be used to find the
coupling quality factor

Qc =
Qr

1 −min |S21 |
. (2.53)
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Figure 2.7: Circular trajectory of resonator transmission S21 as a function of genera-
tor frequency ωg in the complex plane. The directions tangent and perpendicular to
the trajectory are indicated by the complex response coefficients A(ωg) and B(ωg),
respectively. The tangent direction corresponds to a change in frequency, and the
perpendicular direction corresponds to a change in amplitude. At the resonance fre-
quency ωr , the magnitude of the function reaches its minimum value of 1 −Qr/Qc.
The function approaches its maximum value of unity far from the resonance, in both
frequency directions. Figure reprinted from [123].

Finally, we can apply Eq. (2.39) to find the internal quality factor

Qi =
Qr

min |S21 |
. (2.54)

In practice, a measurement of the transmission will generally not directly yield a
perfect circle such as that of Fig. 2.7: the characteristics of the readout circuit will
have an effect on the data. In particular, cable delay will cause the trajectory to
cross itself, and the enclosed loop will be smaller. The loop will often also be
rotated due to impedance mismatch between the feedline and the source and/or load
impedances. However, these effects can be corrected for during data analysis by
using a resonance-fitting code, so we do not consider them in this discussion.

The change in the surface impedance due to a supercurrent is purely reactive, so
x is the only quantity that changes on the right-hand side of Eq. (2.50). Then the
resonator response is

δS21(ω; t) = A(ω) δx(t) (2.55)

for time-dependent perturbations δx(t). The reactive response coefficient A(ω) is

A(ω) = dS21

dx
= j

2Q2
r

Qc

1
(1 + j2Qr x)2

. (2.56)
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For the response to general perturbations δx(t), the ring-down response of the
resonator must be considered [123]. This response is represented in the frequency
domain as the transfer function

ζ(ω; ν) = 1 − S21(ω + 2πν)
1 − S21(ω)

. (2.57)

In the case of zero detuning, we have

ζ(ωr ; ν) = ζ(ν) = 1
1 + j2Qrν/νr

, (2.58)

which has the familiar form of the transfer function for a low-pass filter. Thus, the
resonator response rolls off for frequencies ν above the resonator bandwidth νr/2Qr .
For high frequencies ν � νr/2Qr , we get ζ → 0.

For now, we retain the general form of the ring-down response. Then the Fourier
transform of the resonator response is

δS21(ω; ν) = A(ω) ζ(ω; ν) δx(ν). (2.59)

Following the procedure of Zmuidzinas in [123], we now define three new quantities
to simplify the expression of the response coefficient A(ω). First, the phase angle

φg(ω) = tan−1(2Qr x). (2.60)

Second, the coupling efficiency factor

χc =
4Qi Qc

(Qi +Qc)2
, (2.61)

which reaches a maximum value of unity for optimum coupling Qc = Qi. Third,
the detuning efficiency factor

χg(ω) =
1

1 + 4Q2
r x2

, (2.62)

which reaches a maximum value of unity when the carrier is on resonance (ω = ωr).
Using these expressions, the response coefficient becomes

A(ω) = j
Qi

2
χc χg(ω) e−j2φg(ω). (2.63)

Plugging into Eq. (2.59), we get the response

δS21(ω; ν) = j
Qi

2
χc χg(ω) e−j2φg(ω) ζ(ω; ν) δx(ν). (2.64)
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In addition to the resonance perturbation from the supercurrent, we must also
consider the effects of noise on the measured transmission function. A major
source of noise is the readout amplifier. The fluctuation caused by the amplifier
is δSa(ν) = δIa(ν) + j δQa(ν), which results in additive white noise in both the
amplitude and phase directions. The noise level is characterized by the amplifier
noise temperature Ta as

Sa,A = Sa,θ =
kBTa

2Pg
, (2.65)

where Sa,A and Sa,θ are respectively the power spectral densities (PSDs) of the
amplifier noise in the amplitude and phase directions, and Pg is the power supplied
by the generator. We see that the signal-to-noise ratio improves with increasing
Pg, so it is generally advantageous to use high generator powers. We also note that
some of the generator power is absorbed in the resonator. This can be expressed as
Pa = χaPg, where the absorption efficiency is defined as

χa(ω) =
χc χg(ω)

2
. (2.66)

This quantity reaches a maximum value of 1/2 when χc and χg are maximized, or
when we have optimum coupling into and zero detuning from the resonance. For
now we simply add the fluctuation from the readout amplifier to Eq. (2.64) to get

δS21(ω; ν) = j
Qi

2
χc χg(ω) e−j2φg(ω) ζ(ω; ν) δx(ν) + δSa(ν). (2.67)

Another important noise source is the intrinsic fractional frequency noise from two-
level systems in the substrate. Since it is a frequency perturbation, it enters into the
resonator response expression in the same way as the kinetic inductance signal δx:

δS21(ω; ν) = j
Qi

2
χc χg(ω) e−j2φg(ω) ζ(ω; ν)

× [δx(ν) + δxTLS(ν)] + δSa(ν). (2.68)

Now we must find an expression for the frequency perturbation δx in terms of
the current signal δI. Since x = (ω − ωr)/ωr and ωr = 1/

√
LC, the detuning is

perturbed by a change in the inductance as

δx = −δωr

ωr
=

1
2
δL
L
. (2.69)

If the kinetic inductance fraction of the resonator is α, then we get

δx =
α

2
δLk

Lk
, (2.70)
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where Lk = αL is the kinetic inductance. Substituting from Eq. (2.15), we have

δx =
αLk I2

4N0 ∆
2
0 V

, (2.71)

wherewe have taken κ∗ = 2. The input current to the kinetic inductance is I = I0+δI.
Making this substitution, we get

δx =
αLk I2

0

4N0 ∆
2
0 V
+
αLk I0 δI
2N0 ∆

2
0 V

, (2.72)

wherewe ignore the (δI)2 term. Nowwedefine the fractional frequency responsivity,

Rx =
dx
dI
=

αLk I0

2N0 ∆
2
0 V

. (2.73)

We see that the resonance is most sensitive to current fluctuations when the resonator
has a high kinetic inductance fraction, a high absolute kinetic inductance, a high bias
current, a low pairing energy, and a low volume. We can finally write the resonator
response in terms of the current perturbation:

δS21(ω; ν) = j
αQi Lk I0

4N0 ∆
2
0 V

χc χg(ω) e−j2φg(ω) ζ(ω; ν) δI(ν)

+ j
Qi

2
χc χg(ω) e−j2φg(ω) ζ(ω; ν) δxTLS(ν) + δSa(ν). (2.74)

We now proceed to calculate the current noise of the resonator. In order to simplify
the calculation, we work in the case of zero detuning from the resonance. Then
χg → 1, φg → 0, and ζ(ω; ν) → ζ(ν). Further, we assume that the perturbation
is adiabatic, so we can ignore the resonator bandwidth and ζ(ν) ≈ 1. Then we can
write

δS21(ν) = j
αχcQi Lk I0

4N0 ∆
2
0 V

δI(ν) + j χcQi

2
δxTLS(ν) + δSa(ν). (2.75)

Using this equation, we can define an estimator for converting fluctuations in the
phase of the transmission into estimates for changes in current:

δ Î(ν) = ∂I
∂ImS21

δImS21(ν). (2.76)

Recalling that δSa = δIa + jδQa, we have

δ Î(ν) = δI(ν) +
2N0 ∆

2
0 V

αLk I0
δxTLS(ν) +

4N0 ∆
2
0 V

αχcQi Lk I0
δQa(ν). (2.77)
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Then, disregarding any noise at the current bias input, the current noise PSD for the
circuit can be found by calculating the spectral density of the last two fluctuation
terms:

SI =

(
2N0 ∆

2
0 V

αLk I0

)2

STLS +

(
4N0 ∆

2
0 V

αχcQi Lk I0

)2
kBTa

2Pg
. (2.78)

We can now estimate the current noise for a typical device. The above equation may
be rewritten as

SI =

(
2N0 ∆

2
0 V

αLk I0

)2 [
STLS +

(
2

χcQi

)2 kBTa

2Pg

]
. (2.79)

Recalling that the resonator bandwidth is ωr/2Qr , we see that if the bandwidth is
to be large, the total quality factor must not be too high. In particular, if we use
TiN, which has been shown to have internal quality factors over 107 [153], we must
engineer the resonator to have Qr � Qi. Then, from Eq. (2.39), we must have
Qc � Qi and Qr ≈ Qc. We may thus simplify the pre-factor on the second term of
Eq. (2.79) by noting that

χcQi =
4 Q2

i Qc

(Qi +Qc)2
≈ 4Qc ≈ 4Qr . (2.80)

The current noise expression is then

SI =

(
2N0 ∆

2
0 V

αLk I0

)2 (
STLS +

kBTa

8Q2
r Pg

)
. (2.81)

The generator power Pg is limited by the nonlinearity of the resonator. In addition
to the bias and signal currents, the microwave current coupled in from the feedline
also modulates the kinetic inductance of the resonator. This gives rise to classic
Duffing oscillator dynamics [155], where the resonance shape bends downward in
frequency with increasing excitation power, and may bifurcate if the power is high
enough, as shown in Fig. 2.8. The behavior is characterized by the parameter

a =
2Q3

r

Qc

Pg

ωr E∗
≈

2Q2
r Pg

ωr E∗
, (2.82)

where E∗ is on the order of the pairing energy Ep [156]. The resonance enters the
hysteretic regime for

a > abif =
4
√

3
9
, (2.83)
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Figure 2.8: Plot of transmission amplitude versus the normalized detuning yg =

Qr(ω − ωr)/ωr for four different values of the nonlinearity parameter a. The
coupling efficiency χc has been chosen to be unity so that the transmissionminimum
is −6 dB. For a > abif ≈ 0.77, the resonance enters the bifurcation regime and
exhibits discontinuous jumps, indicated by the arrows. The dashed portions of the
curves are not experimentally accessible. Figure reprinted from [123].

and this is undesirable for our purposes. Taking this value as the limit for the
generator power, we get

SI =

(
2N0 ∆

2
0 V

αLk I0

)2 (
STLS +

kBTa

4abif ωr E∗

)
. (2.84)

We may estimate E∗ as the pairing energy Ep = 2N0 ∆
2
0 V . If we conservatively take

the volume of the lumped-element inductor to be 0.1 µm3 (see, e.g., Fig. 3.1(b)),
then for a TiN device we have E∗ ≈ 60 aJ. A reasonable upper bound on the
noise temperature of a high-electron-mobility transistor (HEMT) readout amplifier
is Ta = 5 K [123]. Finally, we take the resonance frequency to be ωr/2π = 5 GHz.
Then the amplifier noise is Samp ≈ 2 × 10−17 Hz−1. A reasonable value for the TLS
noise is STLS = 2 × 10−21 Hz−1 [157]. Thus, the amplifier noise dominates, and the
TLS noise may be ignored. Finally, we combine this number with the pre-factor
of Eq. (2.84) to get the device current noise. We take α = 0.5, Lk = 5 nH, and
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I0 = 10 µA as reasonable values for the parameters. Then we have

S1/2
I ≈ 10

pA
√

Hz
. (2.85)

This is to say that wemay be able to detect currents as low as 10 pA in a bandwidth of
1 Hz. If demonstrated, this value wouldmake the KPUP competitive for applications
such as TES readout.

Quantum-limited noise in the bifurcation regime
The above calculation assumes that the device is not operated in the bifurcation
regime, as doing so would complicate the experiments. Accordingly, the experi-
ments in this thesis do not venture into that regime. However, it may be possible to
achieve quantum-limited noise in the KPUP by operating in the bifurcation regime.
Indeed, low noise approaching the quantum limit has been demonstrated in a non-
linear SQUID-based microwave resonator driven with a strong pump [158]. Let us
define the noise energy density in the kinetic inductor,

Sε =
1
2

Lk SI, (2.86)

which has units of energy per unit frequency. Since the amplifier noise dominates
for a small kinetic inductor, we may ignore the TLS contribution to Eq. (2.84).
Taking E∗ ≈ Ep = 2N0 ∆

2
0 V , we have

Sε ≈
1
2

E2
p

α2Lk I2
0

kBTa

4abif ωr Ep
. (2.87)

Grouping the factors, we arrive at the approximate expression

Sε =
1

4abif

(
1
α2

) (
Ep

Lk I2
0

) (
kBTa

~ωr

)
× ~

2
. (2.88)

The first factor in parentheses is guaranteed to be greater than unity, as the kinetic
inductance factor must be less than unity. The bias current I0 must satisfy Lk I2

0 < Ep

in order for the device to be superconducting, so the second factor in parentheses
is also greater than unity. Finally, the quantum noise limit for an amplifier is
kBTa > ~ω, so the last factor in parentheses is greater than unity as well. The
numerical prefactor has a value

1
4abif

=
9

16
√

3
≈ 1

3
. (2.89)
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Eq. (2.88) suggests that the noise energy density of a KPUP can be of order ~.
This has been shown to be true both in the case of an optimized SQUID [159] and
in the case of an optimized RF-SET [160]. It can be understood heuristically by
considering the time-energy uncertainty relation,

∆E ∆t ≥ ~
2
. (2.90)

A continuous energy measurement made in a bandwidth B has a time uncertainty
∆t ∼ 1/B. The uncertainty relation can then be rewritten in terms of the bandwidth:

∆E
B
≥ ~

2
. (2.91)

The uncertainty in the energy in the above relation can be understood to be related
to the noise energy density; therefore, we would expect the noise energy density for
the measurement to be limited by Sε ≥ ~/2.

The presence of the parenthetical factors in Eq. (2.88), all of which are individually
greater than unity, would seem to guarantee that the KPUP noise energy density
obeys Sε > ~/2. However, the nonlinearity parameter abif appears in the denom-
inator. As shown in Fig. 2.8, the parameter a can be driven higher than abif by
applying a stronger pump to the resonator. If we replace abif with a > abif in
Eq. (2.88) by driving the KPUP into the bifurcation regime, it may be possible to
reach the proper quantum limit. A more thorough analysis than the one presented in
the previous subsection, one that includes both quantum effects and the nonlinear,
possibly hysteretic behavior of the resonance, should yield quantum-limited noise
for the KPUP, and presents a very interesting avenue for future research. On the
experimental side, the fact that the readout amplifier noise sets the sensitivity sug-
gests a simple strategy for reaching the quantum limit in future measurements. As
shown in Fig. 2.8, the low-frequency side of a nonlinear resonance becomes very
steep when approaching bifurcation. When operating on this steep portion of the
curve, the KPUP readout transfer function ∂S21/∂I will become very large, and thus
the readout amplifier noise referred to the KPUP current input should become very
small, possibly reaching the quantum limit.

2.4 Transmission line KPUP
Background
Long superconducting transmission lines have been explored for decades. Much of
the utility for long superconducting transmission lines has been in delay lines [161].
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Figure 2.9: Superconducting CPW delay line made of the high-temperature su-
perconductor YBCO on a LaAlO3 substrate. It is a meander line arranged in a
double-spiral trajectory. The top inset shows a taper transition to the line, and the
bottom inset shows the fine-scale meander. This line provides a delay of 25 ns with
very little dispersion. Figure reprinted from [161].

A delay line is simply a long transmission line meant to delay a signal for a certain
duration of time. The delay time is equal to

∆t =
l
vp
, (2.92)

where L is the physical length of the transmission line and vp is the phase velocity in
the line. Delay lines are useful for a number of applications, particularly in radar and
electronic warfare systems [162–165]. Ideally, the delay occurs without loss, so that
the output signal is identical to the input signal. In practice, this is impossible with
conventional materials, as dissipative losses over the length of the line attenuate the
signal. However, superconductors exhibit low loss, so they are well-suited for this
application. The first superconducting delay line was demonstrated in 1968 [166].
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It was a meander line, and showed an insertion-loss improvement of 20 dB over
a similar copper meander line. The meander has remained a popular delay line
structure [167]. Another popular structure is the double spiral [168]. The advantage
of the double spiral is that adjacent lines have opposite polarity, so coupling between
them is reduced. Several transmission line geometries have been explored for
use as delay lines, including microstrip [169], co-planar waveguide [170], and
stripline [171]. Though standard in the microwave industry, microstrip has the
disadvantage that two lines in close proximity can couple strongly, resulting in
ripples in the transmission [161]. This can be mitigated by increasing spacing
between lines, but at the cost of requiring a larger overall area for the delay line.
Co-planar waveguides avoid this problem because of their in-plane grounds. The
center conductors of a hypothetical pair of adjacent CPW lines are always separated
by a ground in the same plane. An example of a CPW double-spiral delay line
is shown in Fig. 2.9. Superconducting delay lines usually use high-temperature
superconductors because of their easier operational requirements [161].

Various ideas for utilizing the kinetic inductance of a superconducting transmission
line have been explored in the past several decades. As mentioned in the previous
section, the reduction of the phase velocity in superconducting transmission lines
has been known since 1947 [137, 138]. In 1989, Anlage et al. proposed a way of
using the nonlinearity of the kinetic inductance [172]. Since the kinetic inductance
increases with a supercurrent, and the phase velocity of a transmission line is a
function of the kinetic inductance per unit length, it is theoretically possible to
make a current-controlled microwave phase shifter. In such a device, a DC current
would cause a decrease in the phase velocity and thus the wavelength, so the total
phase length of the line would increase. Unfortunately, this device concept was not
successfully realized in experiments.

In 2012, Eom et al. at JPL published a demonstration of a device that utilizes
the kinetic inductance nonlinearity in a long superconducting transmission line to
great effect [174]. The device is a traveling-wave parametric amplifier operating at
microwave frequencies. The amplification is made possible by four-wave mixing,
another parametric process that has been widely studied in the context of nonlinear
optics, where it is employed in optical fiber parametric amplifiers [134]. Four-
wave mixing can be understood intuitively in the following way [173]. Two tones
are applied to the nonlinear medium (e.g., the optical fiber or superconducting
transmission line) at frequencies ω1 and ω2. Due to the mixing provided by the
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Figure 2.10: Products of four-wave mixing with three incident waves at frequencies
ω1, ω2, and ω3. The incident wave at ω1 is lower in amplitude than those at ω2 and
ω3, whose amplitudes are equal. Figure reprinted from [173].

nonlinearity, a tone at the beat frequency ω2 − ω1 is produced, and this modulates
the refractive index (in the case of a fiber) or the surface inductance (in the case of
a superconductor). If a third tone at frequency ω3 is introduced, it becomes phase-
modulated with frequencyω2−ω1 due to the medium. Then this third tone develops
sidebands at frequencies ω3 ± (ω2 − ω1), and the amplitudes of these sidebands are
proportional to the amplitude of the wave at ω3. In the same way, the relevant
parameter of the medium is also modulated at the beat frequency ω3 − ω1, and this
phase-modulates the wave at ω2, resulting in sidebands at ω2 ± (ω3 − ω1). In total,
with three incident frequencies, nine new frequencies are produced. Some of these
products overlap with existing frequencies. For example, the previously-mentioned
ω2 + (ω3 − ω1) coincides with ω3 + (ω2 − ω1). Fig. 2.10 shows four-wave mixing
products at all nine frequencies. Here, the incident tones at ω2 and ω3 are stronger
than the incident tone at ω1. However, due to the overlapping mixing products,
the amplitude of the signal at ω1 is higher at the end of the fiber or transmission
line. This phenomenon is called parametric gain. In a parametric amplifier, the
signal to be amplifier is identified with the tone at ω1. The tones at ω2 and ω3 are
typically chosen to be degenerate, and are known as the pump tone. Energy from
the pump tone amplifies the signal through the four-wave mixing process. Most of
the other generated components are negligible, with the exception of ω321 = ω231

(from Fig. 2.10). This component is known as the idler tone.

The superconducting parametric amplifier developed by Eom et al. is shown in
Fig. 2.11(b). It is a 0.8-m-long CPW in a double-spiral trajectory. The device
material was chosen to be NbTiN, as it is a high-resistivity superconductor, as
mentioned in the previous section. The resistivity of the film used for this device
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Figure 2.11: (a) Plot illustrating the nonlinearity of the traveling-wave kinetic
inductance parametric amplifier in response to a DC current. The blue dots are
the microwave phase shift, the green dots are the change in amplitude, and the red
dashed line is a quadratic fit. The maximum phase shift observed is 5 radians out of
a total phase length of 670 radians. (b) Photograph of parametric amplifier. It is a
0.8-m-long CPW made of NbTiN and fabricated in a double-spiral geometry. The
line is periodically loaded by widening a short section of the center conductor, as
shown in the inset. (c) The effect of the periodic loading pattern is that a large stop-
band is created, suppressing the third harmonic of the pump tone. Figure reprinted
from [174].
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was ρn ≈ 100 µΩ · cm. Since the coefficient of the kinetic inductance nonlinearity is
proportional to the normal-state resistivity (see Eqs. (2.15) and (2.16)), this material
choice ensured a strong nonlinearity in the device and thus strong parametric gain.
The device achieved gain of over 7 dB from 8 to 14 GHz. This shows that the kinetic
inductance nonlinearity can be useful over a large bandwidth in a transmission
line. In addition to demonstrating high, wide-band parametric gain, the team also
measured the phase shift of the transmission line in response to a DC bias current.
The total phase length of the line was 670 radians. At a large critical current
approaching 1.5 mA, the observed change in the phase length of the line was about
5 radians. The measurement also confirmed that the surface impedance nonlinearity
is almost purely reactive, not dissipative. The significance of this fact in the context
of a traveling-wave amplifier is that the signal is not attenuated, allowing for higher
overall gain, and that the added noise of the amplifier is close to the quantum limit.
After the demonstration of this device, development of a similar traveling-wave
kinetic inductance parametric amplifier began at NIST for the purpose of MKID
readout [175]. This type of parametric amplifier can be used as a low-noise first-
stage cryogenic amplifier after an MKID feedline. Moreover, multiple parametric
amplifiers can be cascaded in order to achieve a longer overall path length and thus
a higher parametric gain.

Principle
In their current-response measurement, Eom et al. showed that the phase length
of a long superconducting transmission line changes strongly with applied bias
current. This demonstration suggests that we can utilize a long superconducting
transmission line as a current sensor. A fluctuation in the input current can be
observed as a shift in the phase velocity and thus the phase length of the line,
as long as the system is sensitive enough to detect such a small phase shift. A
schematic of such a device is shown in Fig. 2.12. A generator sends a microwave
carrier tone down the transmission line. The transmission at the end is measured
by a low-noise cryogenic amplifier. In addition to the microwave generator, there is
another input to the circuit. The current perturbation to be detected, δI, along with
a DC bias current I0, is connected to the ends of the transmission line. Diplexers
(which are commercially available) are required to isolate this second input from
the microwave power traveling in the transmission line. The current signal δI is
assumed to be slowly-varying compared to the oscillation of the microwave carrier,
such that it sees the inductors and capacitors as short circuits and open circuits,
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Figure 2.12: Transmission line KPUP schematic. The KPUP is a long transmission
line. A microwave carrier is generated by the source and sent through the transmis-
sion line. The transmission at the end is read out by an amplifier represented by
the input impedance Z0. Another input is used to send a bias current I0 and signal
current δI through the transmission line. Diplexers (dashed lines) are used to isolate
this input from the microwave power. The phase velocity in the transmission line
varies depending on the input current due to the kinetic inductance nonlinearity;
thus the phase of the measured signal changes.

respectively. The microwave power, in contrast, sees the capacitors as short circuits
and the inductors as open circuits. The current input to the transmission line causes
its phase velocity to change, due to the kinetic inductance nonlinearity. This change
in phase velocity is observed as a shift in the phase of the transmission function in
the data. Based on the demonstrations of the traveling wave parametric amplifier, a
microwave transmission line such as the one in this device concept can be expected
to have a bandwidth of several gigahertz. In addition, it can be expected to have
a large critical current on the order of 1 mA. This means that its dynamic range
as a current sensor would be quite large. The combination of large bandwidth and
large dynamic range would make this device suitable for reading out a array of many
TESs or similar detectors multiplexed in the frequency domain. It could also be
used along with an array of pickup coils in order to map out a magnetic field.

The current-sensing process can also be described in terms of parametric up-
conversion, just like in the case of the resonatorKPUP. Suppose, aswe did for that de-
vice, that the signal can be described as having a frequencyωs, i.e., δI = Is cos(ωst).
Then, due to the nonlinearity of the kinetic inductance in the transmission line, the
phase length of the line is modulated by a term

δθ(t) = dθ
dI

Is cos(ωst). (2.93)
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Figure 2.13: Simple schematic of a transmission line, showing two ports to define
the scattering parameters.

The amplitude of the current in the line is then

A(t) = Ac exp [jωct + jδθ(t)]

≈ Ace jωct + j
AcIs

2
dθ
dI

e j(ωc+ωs) t + j
AcIs

2
dθ
dI

e j(ωc−ωs) t . (2.94)

Thus, as we saw with the resonator device, there are sidebands created at ωc ± ωs.
These sidebands are seen at the end of the transmission line, along with the original
carrier, by the readout amplifier. The total transmission is then mixed with the
carrier frequency at room temperature in order to recover the signal. The measured
sideband power is

Ps =
I2
s

2

(
dθ
dI

)2
Pc. (2.95)

Thus, this version of the KPUP also provides gain to the signal, G ∝ (dθ/dI)2Pc/2.
Since higher gain results in stronger detection, the carrier power Pc should be high,
as well as the device responsivity dθ/dI.

We now derive an expression for the response of the transmission through the KPUP
to a current perturbation. The expression for the transmission is easy to derive. For
this we refer to the simplified diagram of Fig. 2.13. Although we do not expect
the characteristic impedance ZT L of the transmission line to be Z0, we assume that
a perfect coupler is used at the beginning of the line in order to transform the
impedance from Z0 to ZT L , and another coupler is used at the end of the line to
transform the impedance back to Z0. This is equivalent to assuming the characteristic
impedance is Z0. Then, since there is a matched load, there are no reflections and
thus no left-traveling waves. Then we have

V1 = V+1 (2.96)

V2 = V+2 , (2.97)
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where Vi is the voltage at the ith port. Suppose the phase length of the line is θ.
Then, assuming there is no dissipation in the line, we have

V+2 = V+1 e jθ . (2.98)

Then we can write the transmission [176]

S21(ω) =
V+2
V+1
= e jθ(ω), (2.99)

recalling that the phase length depends on the carrier frequency ω. The response
of the transmission to a fluctuation in the phase length of the transmission line is
simply

δS21(ω; t) = je jθ(ω) δθ(t) (2.100)

for time-dependent perturbations δθ(t). The bandwidth of the transmission line is
so large that it can be ignored for this calculation; therefore, in the Fourier domain
the response is simply

δS21(ω; ν) = je jθ(ω) δθ(ν). (2.101)

Just like we did with the resonator KPUP, we must include the additive white noise
from the readout amplifier:

δS21(ω; ν) = je jθ(ω) δθ(ν) + δSa(ν). (2.102)

We must also consider TLS noise. The fractional frequency noise described in
the previous section can also be interpreted as a phase noise. It is present in the
transmission line as well as the resonators, because the random fluctuations of the
two-level systems affect the capacitance per unit length of the transmission line.
This is observed as random fluctuations in the phase velocity and, in turn, the phase
length. Like before, we include the TLS fluctuations in the expression for the
response in the same way as we do the signal δθ:

δS21(ω; ν) = je jθ(ω) [δθ(ν) + δθTLS(ν)] + δSa(ν). (2.103)

Nowwemust find an expression for the phase perturbation δθ in terms of the current
signal δI. We begin by noting that

θ = βl, (2.104)

where l is the physical length of the line and β = 2π/λ is the wavenumber. Since
the phase velocity is vp = ω/β, we can write

θ =
ωl
vp
. (2.105)
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From this expression we find that

δθ

θ
= −

δvp

vp
. (2.106)

Now we recall that the phase velocity of a transmission line can be expressed as

vp =
1
√
LC

, (2.107)

where L is the inductance per unit length of the line, and C is the capacitance per
unit length. Since only the inductance per unit length changes due to the current,
we can write

δθ

θ
=

1
2
δL
L . (2.108)

Assuming that the transmission line has a kinetic inductance fractionα, this becomes

δθ

θ
=
α

2
δLk

Lk
, (2.109)

with Lk being the contribution of the surface impedance to the overall inductance
per unit length.

Now, for ease of discussion, let us assume that the transmission line is a CPW, like
the parametric amplifier of Eom et al. The bias and signal currents would be sent
only through the center conductor of the CPW. Since we are only concerned with
the part of the geometry where the kinetic inductance is changing, we can ignore the
overall geometry of the transmission line and, for the purpose of this calculation,
treat the entire CPW center conductor as a discrete “kinetic inductor,” similar to a
lumped-element inductor in a resonator. If the total kinetic inductance of the center
conductor is Lk = Lk l, then we can write

δθ

θ
=
α

2
δLk

Lk
. (2.110)

We have arrived at a form identical to Eq. (2.70) from the lumped-element resonator
KPUP calculation. Following the procedure used there, we get

δθ

θ
=

αLk I2
0

4N0 ∆
2
0 V
+
αLk I0δI
2N0 ∆

2
0 V

, (2.111)

where the quantities in the expression now pertain to the CPW center conductor
rather than a lumped-element inductor in a resonator. We can now express the phase
responsivity of the device to current:

Rθ =
dθ
dI
=

αLk I0

2N0 ∆
2
0 V

θ. (2.112)
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Just like with the resonator, we see that the transmission line is most sensitive to
changes in current when the center conductor has a high kinetic inductance fraction,
a high absolute kinetic inductance, a high bias current, a low pairing energy, and a
low volume. Crucially, however, there is now the additional factor of the unperturbed
overall phase length θ. This means that the length of the line should also be large in
order to achieve high sensitivity. Finally, we combine this result with Eq. (2.103) to
get the transmission response in terms of the current perturbation:

δS21(ω; ν) = jθ(ω) e jθ(ω) αLk I0

2N0 ∆
2
0 V

δI(ν) + je jθ(ω) δθTLS(ν) + δSa(ν). (2.113)

We now proceed to calculate the current noise of the transmission line. In order to
simplify the calculation, we choose a single carrier frequency ω0. The phase length
is then θ0 = θ(ω0). Further, we take θ0 to be an integer multiple of 2π. Then we
can write

δS21(ν) = j
αLk θ0 I0

2N0 ∆
2
0 V

δI(ν) + j δθTLS(ν) + δSa(ν). (2.114)

As we did in the resonator calculation, we now define an estimator for converting
fluctuations in the phase of the transmission into estimates for changes in current:

δ Î(ν) = ∂I
∂ImS21

δImS21(ν). (2.115)

Recalling that δSa = δIa + j δQa, we have

δ Î(ν) = δI(ν) +
2N0 ∆

2
0 V

αLk θ0 I0
[δθTLS(ν) + δQa(ν)] . (2.116)

Then, disregarding any noise at the current bias input, the current noise PSD for the
circuit can be found by calculating the spectral density of the last two fluctuation
terms:

SI =

(
2N0 ∆

2
0 V

αLk θ0 I0

)2 (
STLS +

kBTa

2Pg

)
. (2.117)

We can now estimate the current noise for a typical device. For this device, the
generator power is limited by the saturation power of the readout amplifier (though
this issue can be mitigated by nulling the carrier before the amplifier). For a HEMT,
a reasonable value is Pg = 0.1 µW. Then, recalling that Ta = 5 K, the amplifier
noise is Samp = 3.5 × 10−16 Hz−1. Again, this dominates over the TLS noise, which
is on the order of 10−21 Hz−1. If we take the device material to be NbTiN and
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make reasonable choices for the parameters (V = 100 µm3, α = 0.5, Lk = 100 nH,
θ0 = 100 radians, and I0 = 1 mA), then we get

S1/2
I ≈ 5

pA
√

Hz
. (2.118)

Thus, the transmission lineKPUPmaybe able to detect currents of the competitively-
low value 5 pA in a bandwidth of 1 Hz.

Approaching quantum-limited noise
Similar to what was shown for the resonator KPUP in the previous section, it may be
possible to achieve quantum-limited noise in the transmission-line KPUP in future
experiments. Recalling that the amplifier noise dominates in Eq. (2.117), we may
write the noise energy density Sε = Lk SI/2 as

Sε ≈
E2

p

2α2 θ2
0 Lk I2

0

kBTa θ0

ωEg
, (2.119)

where Ep = 2N0 ∆
2
0 V , and Eg = Pgτ = Pgθ0/ω is the total generator energy stored

on the transmission line, having a time delay τ = θ0/ω. We may then group factors
to get

Sε =
1
2

(
1
α2

) (
Ep

Lk I2
0

) (
Ep

θ0Eg

) (
kBTa

~ω

)
× ~

2
. (2.120)

As discussed in the previous section, the first, second, and last factors in parentheses
are each greater than unity. According to a 1960 paper by Landauer [177], a shock
front may be formed in a Kerr medium for θ0Eg/Ep & 1. Thus, it would seem that
the third parenthetical factor must also be greater than unity if shock waves are to be
avoided. However, shockwaves can also be prevented by engineering dispersion into
the line in order to block higher harmonics. This was demonstrated by Eom et al. in
their kinetic inductance parametric amplifier [174], where shock waves would have
prevented significant parametric gain. By implementing dispersion engineering in
a future version of the KPUP, θ0Eg/Ep could in principle be made arbitrarily large,
suggesting that the right-hand side of Eq. (2.120) could be made arbitrarily small.
However, the noise energy density must approach the limit ~/2. Thus, a more thor-
ough analysis of the noise, including quantum effects and dispersion engineering, is
necessary in order to understand the quantum limit for the transmission-line KPUP.
It must be emphasized that dispersion cannot be neglected in the design process for
future iterations of the device in order to reach this limit.
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2.5 Transmission-line resonator KPUP
Background
Most of the development of superconducting transmission line microresonators
was covered in Sec. 2.3. It is important to note, however, that development of
transmission line resonators did not end after the introduction of LEKIDs. For
example, although the Caltech/JPL team had difficulty with microstrip resonators
during the preliminary experiments for the MKID concept, much better microstrip
resonators have been demonstrated since then. In 2010, Mazin et al. published a
demonstration of a microstripMKIDwith a thin-film dielectric [178]. An advantage
of the microstrip geometry is that the transmission line can be deposited on any
dielectric substrate, not just crystalline substrates. In addition, a microstrip device
can be more compact than a CPW. By using a dielectric film thinner than the
penetration depth of the superconductor, the magnetic inductance of the resonator
was reduced, increasing the kinetic inductance fraction. The resulting MKID had
competitive noise performance, comparable to concurrent CPW-based devices.

Transmission-line resonators have continued use in the detector community. For
example, co-planar waveguides have remained a popular choice for MKIDs [179].
Transmission line resonators have also found utility as filters for MKID-based on-
chip spectrometers. SuperSpec [180] is such a spectrometer for millimeter-wave
astronomy. Millimeter-wave light is coupled through a horn into a microstrip
feedline. From the feedline, the light is then coupled into a set of microstrip half-
wave resonators, each corresponding to a separate spectral frequency. Each of
these transmission-line resonators is in turn coupled to a LEKID, which detects the
radiation through a change in its kinetic inductance. The LEKIDs are coupled to
another feedline for readout. DESHIMA [181] is a similar spectrometer that uses
NbTiN CPW filters instead microstrips.

Perhaps more interestingly, superconducting transmission-line resonators have been
used for recentmeasurements of the kinetic inductance nonlinearity. In 2007, Thólen
et al. demonstrated parametric amplification in a superconducting niobium CPW
resonator [183]. The resonator was coupled to a feedline on either end, making
this a two-point transmission measurement. They observed that the resonance
bent to a lower frequency as the pump power was increased, as expected from the
kinetic inductance nonlinearity. Parametric gain of 22.4 dB was achieved over a
narrow bandwidth of a few kilohertz. In another experiment in 2008, Healey et
al. applied a magnetic field perpendicular to a niobium CPW resonator, and found
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Figure 2.14: Magnetic-field dependence of the resonance frequency of a supercon-
ducting niobium CPW resonator. The response was measured for the fundamental
frequency, second harmonic, and third harmonic. The inset shows the dependence of
the fundamental frequency on the angle of a magnetic field with amplitude 0.2 mT.
Figure reprinted from [182].

that the resonance frequency had a quadratic dependence on the magnetic field
amplitude [182]. This effect was measured for several harmonics of the resonator,
as shown in Fig. 2.14. This magnetic field dependence is expected due to the
quadratic current dependence of the kinetic inductance. Co-planar waveguides are
especially susceptible to this effect because circulating currents in the extended
ground planes can focus flux lines into the narrow CPW slot regions, having a
strong effect on the resonator properties [123].

Principle
The transmission-line resonator KPUP combines many features of the lumped-
element resonator KPUP and the transmission line KPUP. A change in the current in
a transmission-line resonator changes the phase velocity due to the kinetic inductance
nonlinearity. For a resonator, the phase velocity is directly related to the resonance
frequency, which can be observed as a change in the transmission through a feedline
coupled to the resonator. A schematic of this device concept is shown in Fig. 2.15.
The KPUP is a half-wavelength transmission-line resonator. It is shunt-coupled to
a microwave feedline via a coupling capacitance C. A generator sends a carrier
tone at angular frequency ω = ωr down the feedline. The transmission through



62

Figure 2.15: Transmission-line resonator KPUP schematic. The KPUP is a half-
wavelength transmission-line resonator. The feedline is represented as the transmis-
sion line sections on either side of the resonator. A coupling capacitor is used to
couple the resonator to the feedline. A carrier is generated by the microwave source
and sent through the feedline, and the transmission through the feedline is measured
by an amplifier represented as an input impedance Z0. Another input line is used
to send a bias current I0 and signal current δI through the resonator. Diplexers
(dashed lines) are used to isolate this input from the microwave power oscillating in
the resonator. The resonance frequency of the device varies depending on the input
current due to the kinetic inductance nonlinearity.

the feedline, which is read out by a low-noise cryogenic amplifier, shows a dip at
the resonance frequency. In addition to the microwave generator, there is another
input in the circuit. The current perturbation to be detected, δI, along with a
DC bias current I0, is connected across the transmission-line resonator. This is
analogous to the radiation absorption in an MKID. Diplexers are required in order
to isolate this second input from the microwave power circulating in the resonator.
The current signal δI is assumed to be slowly-varying compared to the oscillations
in the resonator and feedline, such that it sees the inductors and capacitors as short
circuits and open circuits, respectively. The microwave power, in contrast, sees the
capacitors as short circuits and the inductors as open circuits. The current input
to the transmission-line resonator causes its phase velocity to change, due to the
kinetic inductance nonlinearity. This change in phase velocity results in a change in
resonance frequency of the resonator, which can be observed in the transmission.

This process can be described in terms of parametric up-conversion in the same way
as in the lumped-element resonator, so the description will not be repeated here.
The advantages of this device are similar to the advantages found in the previous two
devices. Since it is a resonator, many KPUPs can be coupled to the same feedline, so
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they can be multiplexed easily. However, it is also expected to have a large critical
current, similar to the transmission line KPUP, meaning that this device should
have a high dynamic range. If the resonance is not extremely narrow, it may be
possible to read out an array of multiplexed detectors or magnetic-field pickup coils
with a single transmission-line resonator KPUP. The KPUPs themselves can also be
multiplexed as described above, resulting in a two-stage multiplexing scheme that
may be able to read out very large arrays.

Wenowderive an expression for the response of the transmission through the feedline
to a current perturbation. Most of the procedure and discussion from the lumped-
element resonator KPUP calculation applies here. In fact, since the expression
for the transmission function is the same, we may skip to the frequency-domain
response including fluctuations due to noise:

δS21(ω; ν) =jQi

2
χc χg(ω) e−j2φg(ω) ζ(ω; ν)

× [δx(ν) + δxTLS(ν)] + δSa(ν). (2.121)

The expression for the resonance frequency is different in this case, however. Recall
that vp = ωr/β, where β = 2π/λ. Then the resonance frequency is ωr = βvp. The
wavelength is fixed by the physical length of the resonator, so β does not change.
Then we have

δx = −δωr

ωr
= −

δvp

vp
, (2.122)

which is the same expression that we saw for the fractional phase shift of the
transmission line KPUP. Following the procedure and discussion in that section
(substituting δx for δθ/θ), we get

δx =
αLk I2

0

4N0 ∆
2
0 V
+
αLk I0 δI
2N0 ∆

2
0 V

, (2.123)

with the quantities in the expression pertaining to the transmission-line resonator
rather than the feedline. The fractional frequency responsivity is

Rx =
dx
dI
=

αLk I0

2N0 ∆
2
0 V

, (2.124)

the same as for the lumped-element resonator. Just as in that case, we see that the
resonance is most sensitive to current fluctuations when the transmission line has
a high kinetic inductance fraction, a high absolute kinetic inductance, a high bias
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current, a low pairing energy, and a low volume. We can finally write the resonator
response in terms of the current perturbation:

δS21(ω; ν) =j αQi Lk I0

4N0 ∆
2
0 V

χc χg(ω) e−j2φg(ω) ζ(ω; ν) δI(ν)

+ j
Qi

2
χc χg(ω) e−j2φg(ω) ζ(ω; ν) δxTLS(ν) + δSa(ν), (2.125)

which is, again, the same expression as for the lumped-element resonator. It follows
that we will also have the same expression for the current-noise power spectral
density of the transmission-line resonator KPUP:

SI =

(
2N0 ∆

2
0 V

αLk I0

)2

STLS +

(
4N0 ∆

2
0 V

αχc Qi Lk I0

)2
kBTa

2Pg
. (2.126)

As with the previous two devices, we now make an estimate for the current noise
of a typical transmission-line resonator KPUP. Since the same discussion from
the lumped-element resonator KPUP calculation applies, we may simply restate
Eq. (2.84) here:

SI =

(
2N0 ∆

2
0 V

αLk I0

)2 [
STLS +

kBTa

4abif ωr E∗

]
. (2.127)

For a NbTiN resonator with a volume of 10 µm3, we have E∗ ≈ 2N0 ∆
2
0 V ≈ 130 fJ.

Taking the HEMT noise temperature as Ta = 5 K and the resonance frequency as
ωr/2π = 5 GHz, the amplifier noise is then Samp ≈ 6 × 10−21 Hz−1. Due to the
larger volume of this device when compared with the lumped-element resonator, the
TLS noise STLS = 2 × 10−21 Hz−1 is of the same order of magnitude as the amplifier
noise, and thus cannot be ignored. Finally, if we make the reasonable assumptions
α = 0.5, Lk = 5 nH, and I0 = 1 mA, we get

S1/2
I ≈ 5

pA
√

Hz
, (2.128)

so we may expect to be able to detect currents on the level of 5 pA in a bandwidth
of 1 Hz with this device—it is competitive just like the other KPUP devices.

Approaching quantum-limited noise
It may be possible to reach quantum-limited noise in the transmission-line resonator
KPUP, as was discussed for the previous two devices. For this device we have the
distinction that the TLS noise was comparable to the amplifier noise, and could not
be left out of the noise estimate above. However, the amplifier noise will dominate
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for small enough E∗ ≈ Ep, which could be achieved by decreasing the volume of
the resonator in a possible future iteration of the device. Then, as in Sec. 2.3, we
can write the noise energy density as

Sε =
1

4abif

(
1
α2

) (
Ep

Lk I2
0

) (
kBTa

~ωr

)
× ~

2
. (2.129)

As discussed in that section, all of the factors before the quantum limit ~/2 are
greater than unity, except for the numerical prefactor 1/4abif ≈ 1/3. The value of
the prefactor may be decreased further by operating in the bifurcation regime so that
abif → a > abif. This has not been attempted in the experiments in this thesis, but
presents an interesting direction for future work. The transmission-line resonator
KPUP displays the Duffing dynamics shown in Fig. 2.8, so the readout transfer
function would be very large when operating on the steep left edge of the resonance
right at bifurcation. It is anticipated that the device can reach quantum-limited noise
in this way. It is also imperative that a more complete noise analysis is developed,
including quantum effects and the full nonlinear behavior of the resonance, in order
to understand how to reach the proper quantum limit for this device.
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C h a p t e r 3

LUMPED-ELEMENT RESONATOR KPUP

3.1 Preliminary experiments
Design and fabrication
Let us repeat the expression from Sec. 2.3 for the responsivity of the KPUP to small
currents:

Rx =
αLk I0

2N0 ∆
2
0 V

. (3.1)

This quantity represents how much the fractional frequency changes in response to
a signal current. It should be high in order to have a sensitive current detector. From
this we can make a list of design considerations for this device:

1. The kinetic inductance fraction α should be high.

2. The kinetic inductance Lk should be high.

3. The bias current I0 should be high.

4. The superconducting gap ∆0 should be low.

5. The volume V of the kinetic inductor should be low.

Item 4 is the simplest of these to address. Since ∆0 = 1.76 kBTc, the critical
temperature of the device material should not be too high. As described in Sec. 2.3,
titanium nitride has Tc < 5 K, and because of its many other favorable properties,
it is a good choice of material for this device. The choice of TiN also helps with
item 2, the total kinetic inductance, which can be expressed as

Lk = Ls
l
w
=
~ρn

π∆0 t
l
w
, (3.2)

where the aspect ratio l/w of the kinetic inductor is its length divided by its width.
Using TiN as the device material ensures that the normal-state resistivity ρn is high
and the superconducting gap ∆0 is low. The thickness of the film t should also be
low, and the aspect ratio of the kinetic inductor should be high. If the resulting
kinetic inductance Lk is high, then the kinetic inductance fraction α = Lk/(Lm+ Lk)
of item 1 will also be high. A related consideration is that the magnetic inductance
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Lm should be relatively low. Since magnetic inductance roughly scales with the
length of the inductor [124], the kinetic inductor should not be very long. In order
to keep the length small while preserving a large aspect ratio, it is best to use a
nanowire for the kinetic inductor. A nanowire has very small volume, so item 5 is
also addressed by this choice. Indeed, nanowires have already been demonstrated
promisingly as nonlinear inductive elements for superconducting qubits [184]. The
remaining item is item 3, the bias current. In the preliminary device we do not use
a bias current, so this item will not be considered here.

The device used for preliminary testing was a lumped-element microwave resonator
without any current bias input. The capacitor was chosen to be interdigitated, as
is standard with LEKIDs. Igreha et al. provide an analytical model for the capac-
itance of an interdigitated capacitor [185]. In an IDC, there are two interdigitated
electrodes, each consisting of n fingers of length L. According to the model, the
capacitance for an IDC with n > 3 is

C = (n − 3) CI

2
+ 2

CICE

CI + CE
, (3.3)

where CI is half the capacitance of one interior finger with respect to the ground
potential, and CE is half the capacitance of one outer finger with respect to the
ground plane next to it. For an IDC on a substrate with relative permittivity εr , these
quantities are given by

CI = ε0(εr + 1) L K(kI)
K(k′I)

(3.4)

CE = ε0(εr + 1) L K(kE )
K(k′E )

(3.5)

kI = sin
(π

2
η
)

(3.6)

kE =
2√η
1 + η

, (3.7)

where ε0 is the vacuum permittivity, K is the complete elliptic integral of the
first kind, and k′α =

√
1 − k2

α for α ∈ {I, E}. The parameter η is known as the
metallization ratio, and is given by

η =
W

W + G
, (3.8)

where W is the width of a finger and G is width of the gap between two adjacent
fingers (of opposite electrodes). We choose these two widths to be equal, so that
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Figure 3.1: Design layout of lumped-element resonator preliminary test device.
The resonator consists of a nanowire inductor and an interdigitated capacitor. It is
coupled to a CPW feedline via another interdigitated capacitor. The top electrode of
the coupling capacitor is connected to the center conductor of the feedline by a wire
bond before testing. The capacitance of the coupling capacitor is designed to be
about 0.4 pF for this device. (Inset) Scanning-electron micrograph of a fabricated
nanowire for this device. This nanowire is about 800 nm long. The width is 67 nm,
larger than the design value of 50 nm. The expected kinetic inductance for this
nanowire is approximately 1.5 nH.

η = 1/2. Then we can evaluate the elliptic integrals to get

CI = ε0(εr + 1) L (3.9)

CE ≈ 1.64 ε0(εr + 1) L. (3.10)

Putting these expressions into Eq. (3.3), we get

C ≈
(
n − 3

2
+ 1.24

)
ε0(εr + 1) L ≈ n

2
ε0(εr + 1) L, (3.11)

where we have assumed that n � 1. Now, suppose the planar geometry of the IDC
is that of a square, so that the total area is A = L2. Then we can approximate the
number of fingers as n ≈ L/2W . The capacitance of the IDC can then be expressed
as

C =
A

4W
ε0(εr + 1), (3.12)

where A is the planar area spanned by the IDC.

Our device is fabricated on a silicon substrate, so εr = 12.0 [121]. The width W

of both the fingers and the spacings is 20 µm, and the total area is approximately
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0.4 mm2. Then, according to Eq. (3.12), the design value of the capacitance is 0.6 pF.
As discussed above, the geometry of the inductor was chosen to be a nanowire, and
the nanowire width was chosen to be 50 nm. The nanowire width is limited by
the capabilities of the fabrication system. The nanowire length is in principle not
limited; however, it is not chosen to be too long, as the longer such a narrow wire is,
the higher the probability of there being a fabrication defect rendering it unusable.
These resonators were fabricated in a 1 × 8 array, and nanowire length ranged from
300 nm to 1 µm. The film thickness was chosen to be 10 nm. Taking the Tc of TiN
to be 2 K, we can find from Eq. (3.2) that the design values for the kinetic inductors
ranged from 0.7 nH to 2.4 nH. The array was also designed to have an array of
coupling capacitances, giving a different coupling quality factor for each resonator.

A layout of one of the resonators is shown in Fig. 3.1(a). This layout was simulated
using the electromagnetic simulation software Sonnet [186]. Two simulations were
performed: one with the device material as TiN, and one with the device material
as a perfect electric conductor. The perfect electric conductor, as mentioned earlier,
has zero surface impedance. Two different resonance frequencies were obtained:
ωsc for the superconducting case, and ωpc for the perfect conductor. We can use
this to find the kinetic inductance fraction. The frequencies can be expressed as

ωpc =
1

√
LmC

(3.13)

ωsc =
1√

(Lm + Lk)C
. (3.14)

Since the kinetic inductance fraction is α = Lk/(Lm+ Lk), the above equations yield

α = 1 −
(
ωsc

ωpc

)2
. (3.15)

For this structure, we found α = 0.5. Then, recalling that the resonance frequency
is fr = 1/2π

√
LC with L = Lk/α, we get that the design frequencies for these

resonators ranged from 3.0 GHz to 5.5 GHz.

The TiN film was deposited on a silicon wafer by reactive magnetron sputtering.
Most of the features of the chip were patterned via optical lithography followed
by plasma etching. However, because the nanowire width of 50 nm is beyond the
capabilities of optical lithography, an additional step of electron-beam lithography
was required in order to pattern the nanowire. Fig. 3.1(b) shows a scanning-electron
micrograph of one of the nanowires. The width of the nanowire is 67 nm, which is
slightly larger than the design value of 50 nm.
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Measurements
The chips used for this experiment were placed in niobium boxes and connected
to SMA connectors via aluminum wire bonds, which are superconducting at low
temperature. The boxes were installed in a dilution refrigerator and cooled down
to a temperature of 100 mK. One of the chips from this wafer was used in a DC
measurement in order to measure the critical current of a nanowire. Only one of
the resonators was wired for this measurement. The coupling capacitor was short-
circuited, so that the top of the nanowire was connected to the center conductor of
the feedline. The bottom of the nanowire is monolithically connected to the ground
plane of the CPW, as shown in the layout. Using the CPW center conductor and
ground plane as large bonding pads to interface with the input and output cables,
a four-wire measurement was performed. A DC current was applied through the
nanowire, and the voltage across the nanowire was measured. At very low currents,
the voltage was zero because the nanowire was superconducting. When the input
current surpassed the critical current, the nanowire became resistive. The critical
current was found to be Ic ≈ 1 µA. In its normal state, the nanowire obeys Ohm’s
Law. Thus, we could determine the resistance of the nanowire from the slope of the
I-V curve. The normal-state resistance of the nanowire was found to be Rn ≈ 5.8 kΩ.
Eq. (3.2) may then be used to find the kinetic inductance:

Lk =
~Rn

π∆0
. (3.16)

From another device on the same wafer, it was found that Tc = 2.35 K. Using this,
we get Lk = 3.4 nH. This inductance is somewhat higher than the design value, but
the same order of magnitude.

A separate chip was used to probe the microwave resonances. Out of the eight
resonators in the array, only four were wire-bonded so that they coupled to the
feedline. Every other resonator in the array was short-circuited using wire bonds.
The purpose of this was to reduce the risk of crosstalk between adjacent resonators.
The microwave transmission through the feedline was measured using a network
analyzer. The power applied to the feedline was nominally −120 dBm, or 1 fW.
Although only four resonators were connected, six resonances were observed; two
were suspected to be spurious. Fig. 3.2 shows two of the resonances. The lower-
frequency resonance at 2.336 GHz is suspected to be spurious, and the higher-
frequency resonance at 2.387 GHz is suspected to be a real resonator. The resonance
is quite deep, meaning that the internal quality factor Qi is high.
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Figure 3.2: Part of the microwave transmission through the feedline of the test chip.
This plot shows two resonances. The resonance at 2.387 GHz appears to be a real
resonator, while the resonance at 2.336 GHz is suspected to be spurious.

After seeing resonances intact, we proceeded to investigate the nonlinear kinetic-
inductance response of the resonators. If the current in a resonator is increased, we
expect that the resonance will shift downward in frequency, according to

δ fr
fr
= −α

2
I2

I2
∗
. (3.17)

This device did not have a current bias input, so in order to increase the current,
we had to use the microwave apparatus. A separate pump tone was used to do
this. The experiment is shown in Fig. 3.3. The transmission through the feedline
of the device was monitored using a vector network analyzer. The two resonances
monitored are the same ones shown in Fig. 3.2. A strong pump tone was generated
by a separate microwave synthesizer, and was sent through the feedline along with
the probe signal from the network analyzer. The pump tone was applied at 2.4 GHz,
slightly above the frequency of the higher-frequency resonance at 2.336 GHz. Since
the resonance has a bandwidth of a few megahertz, the power from the pump tone
was able to couple into the resonator. This extra power increased the current in
the nanowire, in turn increasing its kinetic inductance. The increased inductance
caused the resonance frequency to decrease. The power of the pump tone was swept
from (nominally) −100 to −60 dBm, or equivalently, approximately 0 to 1 nW. The
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Figure 3.3: Measurement of resonance shift using pump probe technique. (a) Ex-
perimental setup for pump-probe measurement. The device is held at 100 mK in a
dilution refrigerator. A vector network analyzer is used to monitor the transmission
through the device’s feedline. The signal from the VNA is attenuated before it
enters the feedline. The transmission past the resonator is amplified in the dilution
refrigerator by a HEMT amplifier, and then amplified again at room temperature
before entering the VNA. A separate microwave synthesizer is used to generate a
strong pump tone at 2.4 GHz. A directional coupler is used to combine the output of
the synthesizer with that of the network analyzer, and the combination is sent to the
device. (b) Plot of microwave transmission. There are two resonances visible in this
frequency range. A pump tone is applied at 2.4 GHz, and its power is swept from
−100 dBm (blue curve) to −60 dBm (red curve). Both resonances shift downward
in frequency in response to increasing pump power. The lower-frequency reso-
nance appears to respond weakly at lower pump powers and strongly at higher pump
powers, while the higher-frequency resonance appears to respond strongly at lower
pump powers and weakly at higher pump powers. (c) Plot of the response of both
resonances to increasing pump power (in nW), along with best-fit curves. The curve
trajectories display an avoided crossing, a classic feature of coupled oscillators. The
coupling strength is characterized by the frequency splitting of 10.1 MHz.
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higher-frequency resonance shifted downward in frequency with increasing power,
as expected. However, at higher pump powers, the frequency of this resonance
seemed to stabilize. The lower-frequency resonance seemed not to shift at lower
pump powers, but shifted strongly at higher pump powers. When plotted against the
pump power, the two resonances display anti-crossing behavior that is characteristic
of coupled oscillators [187]. The resonances appear to have been coupled due to
their proximity in frequency space. The stable high-power frequency of the higher-
frequency resonance corresponds to the initial frequency of the lower-frequency
resonance. The trajectory of the lower-frequency resonance at higher powers corre-
sponds to the the expected continued trajectory of the higher-frequency resonance.
That is to say, if the resonances were uncoupled, the plot suggests that the trajectory
of the lower-frequency resonance would be a straight line of zero slope, and the tra-
jectory of the higher-frequency resonance would cross this line, with the resonance
continuing to shift downward in frequency. Since the lower-frequency resonance
would not shift in response to the increasing pump power without coupling, it does
not have kinetic inductance. This strongly suggests that the resonance was spurious,
and did not correspond to a physical resonator on the chip. It only appeared to shift
in this experiment because of the coupling to the resonator that does have kinetic
inductance. The coupling strength of these two resonances is characterized by the
frequency splitting ∆ f = 10.1 MHz. If the resonances were uncoupled, they would
cross, and the frequency splitting would be zero.

3.2 Current sensor characterization
Design
The first current sensor device was fundamentally very similar to the nonlinear
resonator of the previous section. The same design was used for the overall layout
of the chip. The CPW feedline was the same, as well as the resonator capacitor.
And, just as before, a coupling capacitor was used to couple the resonator to the
feedline, and a nanowire was used as the kinetic inductor. However, for this version
of the device, we intended to use a DC current bias through the nanowire. This
was the most significant departure from the design of the previous chip. Naïvely,
we may simply introduce the bias via another bonding pad on the chip, and connect
the bonding pad to the top of the nanowire. The ground for the bias line would be
identified with the ground plane of the feedline, which is monolithically connected
to the bottom end of the nanowire. However, possible leakage of microwave power
from the resonator is a concern. If presented with a low-impedance path to ground,



74

the microwave power may couple out of the resonator and go to ground through
the bias port. This is undesirable because, with reduced microwave power in the
nanowire, the up-converted signal in the transmission from the nonlinear kinetic
inductance may be too low to detect. However, we cannot simply increase the
resistance of the bias path. The low-frequency signal should travel unattenuated
to the nanowire if it is to be detected, so introducing additional resistance between
the bonding pad and the nanowire would be counterproductive. Thus, we must
implement a low-pass filter, so that the path has a high impedance for the microwave
power but a low impedance for the bias and low-frequency signal.

A standard low-pass filter implementation in microwave engineering is the stepped-
impedance filter [176]. This type of filter uses alternating sections of two transmis-
sion line designs: one with high characteristic impedance, and one with low charac-
teristic impedance. It is a popular implementation because it is easy to fabricate for
the standard transmission line geometries. The disadvantage of a stepped-impedance
low-pass filter is that it does not have a sharp cut-off compared to filter designs using
stubs. However, this is not a concern for our purpose, which is to simply reject all
frequencies much higher than those of the bias and signal inputs. A popular choice
in stepped-impedance filter design is to make the length of each transmission line
section equal to a quarter of the wavelength of the microwave radiation the filter
intends to stop. This simplifies the design significantly, as the stepped-impedance
filter can now be seen as a series of quarter-wavelength impedance transformers.
The input impedance looking into a section of transmission line terminated with a
load impedance ZL is [176]

Zin = Z0
ZL + jZ0 tan(βl)
Z0 + jZL tan(βl), (3.18)

where Z0 is the characteristic impedance of the transmission line, l is the length of
the line, and β is the wavenumber. If the line is a quarter of a wavelength long, then

βl =
2π
λ

λ

4
=
π

2
, (3.19)

where λ is the wavelength in the line. Making this substitution, we get

Zin =
Z2

0
ZL
. (3.20)

Thus, we can transform ZL to a higher impedance by using a characteristic impedance
Z0 > ZL , or we can transform ZL to a lower impedance by using a characteristic
impedance Z0 < ZL . In a stepped-impedance filter, there are alternating sections
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Figure 3.4: Sonnet [186] simulation of KPUP chip with resonator and stepped-
impedance filter connecting the inductor to the bias port. The blue curve is the
transmission from port 1 to port 2 of the feedline (the standard S21 that is measured).
We see a resonance dip at 2.54 GHz that corresponds to the resonator. The pink curve
is the transmission from port 1 of the feedline to the bias port. Thus, it measures
the power coupled into the resonator and through the stepped-impedance filter to
the bias port. Although this transmission is enhanced at the resonance frequency, it
has a finite peak and is below −30 dB throughout the range of frequencies.

of high- and low-characteristic-impedance transmission lines. From the above
observation, if we want to present a high impedance to the microwave radiation,
we should place high-impedance sections at both ends of the filter, right at the
input of the filter and also immediately before the load. Thus, the total number
of transmission line sections n will be odd. It is straightforward to show that, for
radiation at the wavelength that is four times the length of each transmission line
section,

Zin =
Zn+1

h

Zn−1
l ZL

, (3.21)

where Zh is the high characteristic impedance and Zl is the low characteristic
impedance. This formula works for n ≥ 1, and for n = 1 it reduces to Eq. (3.20).
It is clear from Eq. (3.21) that, in order to achieve a very high input impedance, we
can utilize a high impedance ratio Zh/Zl , a large number of sections, or both.

For our device, we chose Zh = 341Ω and Zl = 102Ω. We decided to use a 50-Ω
resistor as the load ZL . The resistor would be placed between the bonding pad
at the bias port and ground. We chose to have a total of nine quarter-wavelength
sections to comprise the stepped-impedance filter. Then, from Eq. (3.21), the input
impedance seen by the microwave power is Zin ≈ 36.3 MΩ, which is very large. We
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simulated this filter along with a resonator in Sonnet [186]. The configuration in
the simulation was as it would be on the physical chip. The simulation, shown in
Fig. 3.4, includes both the transmission through the feedline and the transmission
from the beginning of the feedline through the bias port. The results show that
the stepped-impedance filter suppresses the transmission through the bias port to
a level below −30 dB throughout the range of frequencies. Then, according to
the simulation, this stepped-impedance filter design will work well for preventing
microwave leakage from the resonator. It is also important to note that, since
the stepped-impedance filter is entirely superconducting, it has no resistance and
thus presents zero impedance to the DC bias signal. This also means that the
load impedance ZL is not seen by the DC signal. For low-frequency RF signals,
the total kinetic inductance Lk ≈ 90 nH cannot be ignored, and must be seen as
an input inductance for the signal. However, this is similar to the typical input
inductances encountered with SQUIDs, as described in Sec. 1.4. This simulation
suggests that the stepped-impedance filter design will block microwave power but
pass low-frequency currents, as desired. Each resonator on the chip has a bias port
and stepped-impedance filter, and there are four resonators per chip.

Another consideration for this version of the device was to improve the critical
current of the nanowire. The value Ic = 1 µA that was measured for the preliminary
device would limit the KPUP’s responsivity to small currents

Rx =
αLk I0

2N0 ∆
2
0 V

. (3.22)

Since the responsivity scales linearly with the bias current, it is necessary to apply
a high bias current to achieve high current sensitivity. However, the total current in
the nanowire cannot exceed its critical current. The total current is the sum of the
bias current, the signal, and the microwave current, so there are other disadvantages
to having a low critical current. Limiting the signal current means that the critical
current limits the dynamic range of the device. Limiting the microwave current
means limiting the generator power, putting a lower bound on the noise of the
readout amplifier. Thus, it is imperative that the critical current not be too low.

It has been shown that, in planar superconducting geometries, the critical current is
reduced by the existence of sharp corners in the geometry [189]. The current density
is non-uniform and increases with proximity to a sharp corner, as shown in Fig. 3.5.
Thus, the current may locally exceed the critical current close to a sharp corner. The
region close to the corner may then become normal. The remaining supercurrent
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Figure 3.5: Calculated current stream lines for a planar superconducting geometry
with (a) a sharp 90° bend and (b) a suddenly widening “stub” region. The density of
the stream lines increases closer to the corners, showing the current crowding. The
dashed line is the median path for the current: half of the integrated current density
flows on one side of this line, and half flows on the other side. If the inner corner
were rounded in accordance with this contour, there would be no current crowding.
Figure reprinted from [188].

will avoid this normal region, as it has higher impedance than the regions that are
still superconducting. The current stream lines will become more concentrated in
the remaining superconducting region, and due to the increased concentration, the
integrated current density will eventually exceed the critical current here as well.
Thus, the whole geometry can rapidly become normal due to current crowding
around a corner. Sharp corners must then be avoided. Indeed, Hortensius et al.
showed in 2012 [188] that the critical current can improve by close to a factor of
two by using a rounded corner as opposed to a sharp corner. In fact, the critical
current of a geometry with a rounded corner is very close to the critical current
of a straight wire with no corners whatsoever. We implemented this idea in our
next version of the KPUP, especially because we would need to apply a large bias
current for improved sensitivity. Instead of abruptly transitioning from the ends of
the nanowire with 90-degree corners, we designed the nanowire ends to have round
corners. The rounding was chosen to be circular with a radius of 1 µm. Then, if the
critical current can be expected to be similar to the critical current if there were no
corners, we can estimate it. According to the Ginzburg-Landau theory, the critical
current density in a thin film is [86]

Jc =
4

3
√

6
Bc

µ0λeff
, (3.23)
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Figure 3.6: (a) NbTiN resonance taken with a vector network analyzer at a tempera-
ture of 1 K and with a nominal readout power of−52 dBm. The resonance frequency
is approximately 1.511 GHz. (b) Response of resonance frequency to temperature,
along with best-fit curve. The temperature of the cryostat was swept from 1–7 K.

where Hc is the critical magnetic field and λeff is the penetration depth. The critical
field may be obtained from the relation

B2
c

2µ0
= 2N0 ∆

2
0, (3.24)

and the penetration depth is

λ2
eff =

µ0Ls

t
=
~ρn

πµ0∆0
. (3.25)

Substituting into Eq. (3.23), we find that the critical current is

Jc =
4

3
√

6

√
4πN0 ∆

3
0

~ρn
=

4
3
√

6
J∗, (3.26)

where J∗ is the nonlinearity parameter from Sec. 2.1. We take the material to be
TiN with Tc = 3 K. We also choose the film thickness to be t = 10 nm, and the
nanowire width to be w = 150 nm. Then, using I = Jwt, we find the estimated
critical current Ic ≈ 40 µA. If demonstrated, this would be an improvement over the
previously-measured value of 1 µA by over an order of magnitude, and would be a
great advantage for the current-sensing performance of the device.

NbTiN resonator temperature response
Due to a miscommunication, the first batch of devices for this design was fabricated
out of NbTiN instead of TiN. However, since NbTiN is also a proven nonlinear
superconductor [174], we installed a chip in the dilution refrigerator and cooled it
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down to perform some measurements on it. For these initial experiments, the bias
port was not connected and was left as an open circuit. The coupling capacitor
was connected to the feedline in order to couple the resonator to the generator
power. The transmission was measured at a temperature of 1 K. The result is shown
in Fig. 3.6(a). The resonance frequency is somewhat lower than expected. The
temperature of the cryostat was swept in order to determine the critical temperature
of the film. At low temperatures and frequencies, the density of quasiparticles in a
superconducting film exhibits the relationship [123]

nqp ∝ e−∆0/kBT . (3.27)

The detection principle of MKIDs is based on the fact that the surface inductance
of the film changes when the quasiparticle density changes:

δLs

Ls
∝ δnqp. (3.28)

Then, for a resonator we have

δ fr
fr
= −α

2
δLk

Lk
∝ −δnqp. (3.29)

Thus, we fit the data from the NbTiN resonator temperature sweep to the function

fr(T) = fr0 − Ae−∆0/kBT, (3.30)

where A is a constant. From this we found that the critical temperature Tc =

∆0/1.76 kB was 14.1 K, which agrees with previous measurements of NbTiN films.

Nanowire critical current
The design was finally fabricated in titanium nitride. As in the preliminary device,
10 nm of TiN was sputtered onto a silicon wafer. Photolithography was used to
pattern the larger features, and electron-beam lithography was used to pattern the
nanowires. Fig. 3.7 shows a photograph of the device, as well as a scanning-electron
micrograph of the nanowire. The stepped-impedance filter takes up most of the area
for the device. It consists of a series of co-planar waveguides whose ground planes
are the same ground plane of the feedline. There are four KPUP resonators on the
chip, and each resonator has its own bias connection and stepped-impedance filter.
In addition to the four resonators, there is a separate area on the chip with four
floating nanowires. These nanowires were intended to be used to test the nanowire
critical current in a DC measurement. This way we would not have to destroy a
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Figure 3.7: (a) Photograph of lumped-element resonator KPUP device. The feedline
is seen at the top of the chip. The resonator is coupled to the feedline via a
coupling capacitor whose top electrode is connected to the center conductor of the
feedline with a wire bond. The bias connection is near the bottom of the chip.
A stepped-impedance filter lies between the bias connection and the resonator.
The transmission line sections of the stepped-impedance filter are also co-planar
waveguides, and their ground planes are the same as the lower ground plane for the
feedline. The full chip consists of four such devices, all coupled to the same feedline.
(b) Scanning-electron micrograph of a test nanowire. This wire is approximately
170 nm wide and 2.6 µm long. It is slightly wider than the design width of 150 nm.
The ends of the nanowire are curved in order to reduce current crowding. The radius
of the curvature is 1 µm.

resonator to do this kind of measurement as we did with the preliminary device.
The nanowires are 170 nm wide, slightly wider than the design width of 150 nm.
Unlike on the previous device, the nanowires now have curved ends to reduce current
crowding. Due to an issue in developing the electron-beam resist, there are striations
along the nanowires, as shown in the scanning-electron micrograph. However, these
striations do not affect the performance of the nanowires.

We measured the resistance of one of the test nanowires. Of the four, the second
from the left was wire-bonded, and a four-wire measurement was performed in
order to determine its resistance. It was necessary to dip the chip into liquid
helium: the nanowire is resistive at room temperature, but it is not possible to
measure its resistance because there is also conduction through the silicon substrate.
The substrate is effectively a shunt resistor with an effective resistance much less
than that of the nanowire, so the measured value would be approximately equal
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to the effective resistance of the substrate. On the other hand, the liquid helium
boiling temperature of 4.2 K is low enough that there are no charge carriers in
the conduction band of the silicon substrate, so it is a perfect insulator. However,
this temperature is still higher than the superconducting transition temperature of
TiN, so the nanowire would still be resistive. Using this technique, a nanowire
resistance of Rn = 2.37 kΩ was measured. This corresponds to a surface resistance
of Rs ≈ 100Ω/�, which is consistent with a film thickness of t = 10 nm and a
normal-state resistivity of ρn = 100 µΩ · cm, as the surface resistance is Rs = ρn/t.
Additionally, from a measurement on an unrelated device from the same wafer, it
was found that Tc = 3.1 K for this film. Then, using the relation

Ls =
~Rs

π∆0
, (3.31)

we find that the surface inductance for this film is 44.6 pH/�.

In order to measure the critical current, the nanowire must be cooled below its super-
conducting transition temperature. Thus, we wire-bonded another test nanowire and
installed it in a dilution refrigerator. It was set up for another four-wiremeasurement.
Because it would be a DC measurement, a series of low-pass filters was installed as
part of both the input and the output circuits in order to reduce fluctuations. Such
fluctuations can temporarily increase the current in the nanowire and cause it to
enter its normal state at a lower nominal input current than its actual critical current.
The nanowire was cooled to 20 mK in the dilution refrigerator. Using a DC voltage
source, a current was applied to the nanowire through the low-pass filters, and the
voltage across the nanowire was measured. The voltage was zero until the nanowire
transitioned to its normal state, where it abruptly jumped to a finite value. From that
point, the voltage was linear in the input current, as expected from Ohm’s Law. The
critical current found using this technique was Ic = 66 µA. This is over an order
of magnitude greater than the previous value of 1 µA from the preliminary device.
It is even higher than the theoretical prediction of 40 µA, though the same order of
magnitude. Thus, we found that the rounded corners in the new nanowires yielded
a major improvement in the critical current. This is important because we can apply
a larger bias current to this device in order to achieve greater current sensitivity.

Resonator current response
Another KPUP chip was wire-bonded and installed in the dilution refrigerator for
a microwave transmission measurement. All four resonators were coupled to the
feedline bywire-bonding their coupling capacitors to the center conductor. However,
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due to limited space in the sample box and a limited number of connections to
room temperature on the dilution refrigerator, we could only wire-bond two of the
resonator bias inputs. The first and third resonators were chosen for current-bias
experiments. A 51-Ω resistor was installed between the bias pad of each resonator
and ground in order to terminate the stepped-impedance filter. The DC bias lines
within the dilution refrigerator were simply coaxial cables that were terminated in
this 51-Ω resistor. The DC bias current was applied using a DC voltage source,
and the output was sent through a low-pass filter before going into the dilution
refrigerator in order to avoid unwanted current fluctuations in the nanowire. This
was an RC filter with a T topology: two 100-kΩ resistors were used, and a 1-µF
capacitor was placed between them to provide a path to ground for high-frequency
noise. It was important that a T topology be used, because the second resistor
presents a high impedance from the other side. Without this, the capacitor would
provide a low-impedance path to ground for microwave frequencies coming from
the device. The 51-Ω resistor in the sample box would then be shorted out, and
microwave power would leak from the resonator because the stepped-impedance
filter would not work as intended. These large room-temperature resistors also serve
to turn the DC voltage source into a DC current source, as well as to attenuate
potential voltage fluctuations from the source.

The chip was cooled to 20 mK, and the transmission was measured using a vector
network analyzer. Although there were only four resonators, seven resonances were
observed. As an initial test, the resonances were probed for nonlinearity by applying
a high readout power and seeing if they would start bending downward in frequency,
as described in Sec. 2.3. The highest- and lowest-frequency resonances did not show
any such response, making it clear that they were spurious. That left five resonances
that showed a power response, even though there were only four resonators. One of
these was necessarily spurious as well, and likely showed a power response due to
coupling similar to what was described in the previous section. It is unknown why
these spurious resonances appeared in the system.

The DC current response of the first resonator, whose resonance frequency was
4.69 GHz, was measured. A nominal readout power of −70 dBm was applied using
the vector network analyzer, and the output of the DC voltage source was swept.
A range of bias currents from zero to 60 µA was applied to the nanowire, and the
transmission through the feedline was observed using the network analyzer. The
results of this experiment are shown in Fig. 3.8. The resonance frequency of the
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Figure 3.8: (a) Amplitude of transmission through feedline of KPUP chip, measured
at a temperature of 20 mK and nominal readout power of −70 dBm. There is one
resonance in this frequency range, corresponding to the left-most resonator on the
chip. The blue curve shows the transmission without any bias current applied.
The unperturbed resonance frequency is about 4.69 GHz. The red curve shows the
transmission with a 60-µA DC bias current applied to the nanowire. The resonance
frequency under this condition is about 4.44 GHz. The total frequency shift is about
250 MHz, or 5% of the resonance frequency. (b) Full current-response data for the
KPUP resonator. The bias current was swept from zero to 60 µA. Above 60 µA,
the nanowire surpasses its critical current and the resonance disappears. The red
curve is a quadratic-function fit to the data. The quadratic function agrees well
with the data at low currents, but diverges at higher currents. The dashed line is
a quartic-function fit to the data. The quartic function agrees well with the data
throughout the range of bias currents.

resonator shifted downward with increasing bias current, as expected. It continued
to shift until the critical current of the nanowire was surpassed, at which point the
nanowire transitioned to its normal state. In the normal state there is no Mattis-
Bardeen surface impedance, so all of the inductance in the resonator is magnetic.
The magnetic inductance is low, so the resonance frequency is very high and the
resonance is not observed. The critical current in this measurement was found to
be slightly higher than 60 µA. This is not necessarily in disagreement with the
66-µA result obtained from the DC four-wire measurement on the test nanowire,
because there is additional microwave current in the nanowire for this experiment.
The maximum resonance frequency shift, occurring at a bias current just below the
critical current, was 250 MHz. This corresponds to a fractional frequency shift of
5%, which is much higher than any fractional frequency shift observed by increasing
the microwave current via the readout power. Overall, the resonance shift appears
to follow a quadratic trajectory at low values of the bias current, but at higher bias
currents it is clear that the trajectory is actually quartic. This is similar to what was
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suggested by Anthore et al. for the suppression of the superconducting gap [132].
However, the data does not seem to agree with their result. According to their result,
the fractional frequency shift would be

δ fr
fr
= −α

2
δLk

Lk
= −0.95α

I2

I2
∗
− 1.75α

I4

I4
∗
, (3.32)

where we have used Eq. (2.18) to obtain the right-hand side. If this function is
used to fit the data from our measurement, we get α ≈ 0.01 and I∗ ≈ 47 µA. The
value for I∗ is reasonable, since it is expected to be of order the critical current
Ic & 60 µA. However, it is unlikely that the kinetic inductance fraction is so low.
If it were, the resonance would not disappear when the nanowire enters the normal
state, because the total inductance would not change significantly. Further, from the
above equation it is clear that if α = 0.01, for a fractional frequency shift of 5%
the kinetic inductance would have to increase by a factor of ten, which is highly
unlikely. Thus, the quartic behavior of the kinetic inductance does not seem to be
explained by the suppression of the superconducting gap according to Anthore et al.
Instead, we may characterize the nonlinearity by fitting our data to the form

δLk

Lk
= κ2

J2

J2
∗
+ κ4

J4

J4
∗
. (3.33)

Using Eq. (2.16), for TiN we have J∗ = 52.6 mA/µm2. Then, if we assume α = 0.5
according to our simulation, we get κ2 = 0.11 and κ4 = 0.43. The ratio of the two
coefficients is κ4/κ2 = 4.1.

Current noise
Since the KPUP showed a strong response to current, we proceeded to measure its
current noise. The experimental setup for this measurement is shown in Fig. 3.9(a).
The device was maintained at a temperature of 20 mK. Instead of a vector network
analyzer, a microwave synthesizer was used to excite the resonance. A bias current
was applied to the nanowire in the same way as in the previous measurement.
However, this time an AC current was also applied to the nanowire. An RF source
was used to generate a signal at 11 MHz. After some attenuation, this signal was
sent through a 65.1-kΩ resistor, resulting in an rms current of 0.3 µA. This current
was combined with the DC bias current, and both were sent to the bias connection
for the nanowire. Due to the kinetic inductance nonlinearity in the nanowire, the RF
signal was up-converted to the microwave regime. The up-converted signal coupled
out of the resonator and traveled down the feedline. The transmission through the
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Figure 3.9: (a) Setup for KPUP noise measurement (attenuators and filters omitted
for clarity). A microwave source pumps the resonator through the feedline. A DC
source applies a bias current through a room-temperature low-pass filter. An RF
source applies an AC current, which is combined with the DC current and sent to
the nanowire through the bias connection. Due to the nonlinearity, the RF current
is up-converted. It then couples out of the resonator, travels down the feedline,
and is amplified before being mixed with the original carrier, resulting in a signal
at the RF generator frequency that is then sent to a lock-in amplifier. The lock-in
outputs are sent through RC filters to an ADC, where they are sampled at 200 kHz.
(b) Spectrum of feedline transmission, showing the carrier along with sidebands at
a distance corresponding to the RF frequency, 10 MHz. The noise measurement
can be interpreted as sampling the amplitude and phase of the sidebands. (c) Map
of current noise with nominal pump power −50 dBm. The highest noise (dark red)
is in the region marked “normal”, where the nanowire surpasses its critical current.
Because it no longer has kinetic inductance, it is no longer sensitive to currents.
The lowest noise (dark blue) is close to the normal region, where the bias current
is highest. As the bias current increases, the resonance frequency decreases. The
lowest noise for each bias current occurs when the pump frequency matches the
shifted resonance frequency. The noise is high when the pump frequency is far
from the resonance frequency, as the resonance is not excited and thus there is no
up-conversion. The lowest noise observed in this measurement is 8 pA/

√
Hz.
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feedline was amplified by a HEMT amplifier at 4 K within the dilution refrigerator,
and then amplified again at room temperature. The output was mixed with the
original microwave carrier, resulting in a signal at the RF frequency. This signal
was sent to a lock-in amplifier which was locked to the RF generator frequency.
The outputs of the lock-in amplifier were sent through RC low-pass filters with a
cutoff frequency of 1 kHz, and sampled by an analog-to-digital converter at a rate
of 200 kHz. The resulting noise spectrum showed 1/ f behavior below 20 Hz, but
was flat above that point in frequency.

Three external parameters must be tuned in order to optimize the KPUP sensitivity:
microwave power, microwave frequency, and DC current. All three parameters
were swept in order to find the optimum condition for the device. The lowest noise
was 8 pA/

√
Hz, observed at a nominal microwave power of −50 dBm, microwave

frequency of 4.68 GHz, and bias current of 30 µA. The map of current noise across
bias currents and drive frequencies for this power is shown in Fig. 3.9(c). The lowest
noise occurs at a bias just below the critical current, which was expected because
the device responsivity increases with bias current. The device is not sensitive to
currents when the nanowire is normal, because it does not have kinetic inductance.
Thus, the noise in the normal region is very high. In general, the noise is low when
the drive frequency matches the resonance frequency. This is expected because
the up-conversion efficiency is low when the power in the resonator is low, and
the power in the resonator is low when it is not being pumped at its resonance
frequency. The resonance frequency changes with the bias current, so the region of
lowest noise is different for every value of the bias current. The drive power is also
important because it has an effect on the HEMT amplifier noise. Thus, the lowest
noise occurred at a relatively high drive power. The high drive power increased the
total current in the resonator, decreasing the maximum bias current. The current
noise value of 8 pA/

√
Hz is close to the value estimated in Sec. 2.3. This value is

low enough to make the KPUP a promising candidate for TES readout applications.

3.3 TES readout with DC bias
Shared bias line
We obtained a transition-edge sensor chip from colleagues in the UC Berkeley
cosmology group. A photograph of the chip is shown in Fig. 3.10(a). The TESs
on this chip are coupled to an antenna in order to absorb incident radiation. Each
TES is comprised of an aluminum layer with Tc = 1.2 K and a titanium layer with
Tc = 0.4 K. The rest of the electrical leads on the chip are niobium. Below the metal
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is silicon dioxide, and below the silicon dioxide is silicon nitride. The substrate
is a silicon wafer. The patterned silicon nitride is released so that the devices are
suspended, providing a weak thermal link to the heat bath. The antenna-coupled
radiation flows through an electrical heater that sits on an island along with the TES.
When the temperature of the island rises, the TES resistance changes. The quoted
thermal conductance between the TES and the heat bath was 70 pW/K.

We decided to use the titanium transition for our experiments, because it occurs at
a lower temperature and thus is easier to access with our system. The normal-state
resistance of the titanium was quoted as approximately 1Ω. For our experiment we
had to estimate the current required to bias the TES within its transition. To this
end, we note that, in order to maintain the transition temperature in the TES, the
Joule heating must be equal to the power flow to the heat bath. This power flow can
be estimated as [54]

Pbath = G(Tc − T), (3.34)

where G is the thermal conductivity of the link. Given that, in the middle of the
transition, the TES resistance is approximately half its normal resistance Rn, the
required current is then

I =

√
2Pbath

Rn
=

√
2G(Tc − T)

Rn
. (3.35)

Thus, if we use a bath temperature of T = 200 mK, the required current is I ≈ 8 µA.
However, it is also important to note that the TES will have hysteretic behavior.
Therefore the most reliable way to bias it would be to start with a very large current
around ∼50–100 µA and then reduce it to about 8 µA.

We planned to voltage-bias the TES by placing it in parallel with a small shunt
resistor, in accordance with standard practice [54]. We used 10 mΩ for the shunt
resistance. This resistance is typically chosen to be much less than the normal
resistance of the TES. A constant bias current is applied to the parallel combination.
When the TES is in its superconducting state, its resistance is zero, so all of the
current goes through the TES. However, when the TES is in its transition, its
resistance is about half of its normal resistance, which is much greater than the
resistance of the shunt resistor. Thus, in the transition and in the normal state, most
of the current flows through the shunt resistor. This is important because, without
the shunt resistor, it would be very difficult to bias the TES within its transition. A
large current is required to drive the TES normal, and if there were no other path
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Figure 3.10: (a) Photograph of TES chip obtained from UC Berkeley cosmology
group. The large structure in the center is a planar antenna used to couple radiation
into the TES. (b)Measurement of TES current versus source output voltage. Because
of the hysteretic behavior of the TES, the initial voltage was high and the voltage
was swept down to zero. The current was determined through the frequency shift
of the KPUP, as the TES current was the same as the KPUP bias current. At low
voltages, the TES is superconducting and its current is determined by the resistance
in the bias line. Beyond 1.25 V, the TES enters its transition and its current drops
sharply. Within the transition region, the resistance increases gradually, and thus
the current decreases gradually. When it is fully in its normal state, the TES should
obey Ohm’s law and there should be a constant, finite slope to the curve continuing
to higher voltages. This is not observed in our measurement.

for the current to go, this large current would continue flowing through the TES in
its normal state.

Because the voltage across the TES is approximately constant in the transition region,
the TES resistance is found by measuring the current flowing through it. The idea of
our experiment was to use the KPUP to measure this current. The TES bias current
would also flow through the KPUP nanowire, changing its kinetic inductance and
thus the resonance frequency of the resonator. For simplicity, we decided to use
the same bias current for the TES and the KPUP. Thus, there were two inputs to the
circuit: the microwave excitation and readout signal for the KPUP resonance, and
the DC bias current for both the TES and KPUP. Both the TES chip and the KPUP
chip were installed in the same sample box. We had to use a different KPUP chip
than previous measurements, because the bonding pads on the old chip had been
overused. Wire bonds were used to connect the TES to the KPUP bias input.

The devices were cooled to 200 mK in the dilution refrigerator. A lower temperature
was not used as in previous experiments because that would require a larger current
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in order to bias the TES. A vector network analyzer was used to monitor the KPUP
resonance frequency, and a DC voltage source was used to generate the bias current.
The output voltage of the source was swept down from 14 V to zero, and the KPUP
resonance was measured for each value of the DC voltage. Previously, a DC current
sweep measurement had been done with this KPUP but without the TES, and this
earlier measurement was used as a calibration in order to convert the measured
resonance frequencies into currents. The result of this experiment is shown in
Fig. 3.10(b). At low values of the DC voltage, the TES is superconducting, so the
slope of the I-V curve is determined by the resistance in the bias line. At 1.25 V,
the TES current decreases sharply, and then with increasing voltage it gradually
decreases further. This is the transition region of the TES. Since it has entered
its transition, its resistance suddenly becomes much larger than that of the shunt
resistor, so most of the current goes through the shunt resistor instead of through the
TES, where it was previously all going. As the voltage increases further, the TES
resistance increases, so the current flowing through it decreases. When the TES is
fully in its normal state, it is simply a resistor that obeys Ohm’s law. The current
flowing through the TES should increase linearly with the voltage across it. While
the voltage across the TES does continue increasing in our experiment, the expected
ohmic behavior of the TES is not observed. Instead, the TES current appears to
stay at zero. This is because, in its normal state, the TES current is very low, as
almost all of the current is flowing through the shunt resistor. Because the KPUP
nanowire bias current is the same as the TES current, the KPUP is effectively biased
with a very small current in this regime. The sensitivity of the KPUP suffers, and
it is not able to detect the TES current. Thus, for further experiments with TESs,
it is important to have a separate bias line for the KPUP in order to ensure that its
sensitivity remain high independent of the TES current.

TES bias curve with temperature
We proceeded to install separate bias lines for the TES and KPUP in order to get
a good measurement of the TES bias curve. Two separate DC voltage sources
were used to provide the bias currents. The output of each voltage source was
sent to the dilution refrigerator, where it was sent down a stainless steel coaxial
cable. It was then attenuated by 20 dB at the 4-K stage of the refrigerator. This was
followed by another stainless steel coaxial cable leading to the mixing chamber, and
then two commercial low-pass filters, at cutoff frequencies of 200 MHz and then
1.9 MHz. Finally, the bias signals were sent into the sample box. The TES bias
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Figure 3.11: (a) Diagram of test circuit with independent biasing for TES and
KPUP. The stepped-impedance filter and KPUP nanowire provide a path that is
always superconducting and thus zero impedance for the DC bias inputs. The
KPUP bias current flows only through this branch, because even when the TES
is superconducting, the shunt resistor impedes the path to ground. Similarly, the
TES current after the TES only flows through this path as well, as there is no zero-
impedance path to ground in the KPUP bias line. (b) TES bias curve measured at
four different temperatures. The TES current is plotted against the input current to
the TES/shunt-resistor combination. The general features of the bias curve agree
with expectations. When the TES is superconducting at low input currents, the slope
of the bias curve is unity, as the TES current is equal to the input current. When the
input current is high enough, the TES enters its transition and the TES current drops
sharply. This point decreases with increasing temperature, as expected.Within the
transition region, the TES resistance increases gradually until it reaches its normal-
state value, and the current decreases accordingly. After it is in its normal state, the
TES obeys Ohm’s Law and there is a constant, finite slope to the bias curve.

was connected across the shunt resistor. The KPUP was connected across the 50-Ω
resistor before the stepped-impedance filter. A schematic of this biasing circuit
is shown in Fig. 3.11(a). The stepped-impedance filter and KPUP nanowire are
always superconducting, and thus they provide a path to ground that always has zero
impedance. On the other hand, even when the TES is superconducting, there is no
path in the TES bias line that is zero impedance, due to the presence of various
resistors (including the shunt resistor). Thus, the KPUP bias flows only through the
KPUP and not through the TES. There is also no zero-resistance path in the KPUP
bias line except for the path through the stepped-impedance filter and nanowire, so
the TES current does not flow through any other part of the KPUP bias line. Thus,
the TES and KPUP are truly independently biased.
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The KPUP resonance was excited and read out using a vector network analyzer. A
constant KPUP bias current was chosen such that the KPUP would have enough
dynamic range to read out the entire TES bias curve. The TES bias current was
then applied, starting at a very high current close to 1.5 mA, and sweeping down
to zero. The resonance frequency of the KPUP was monitored using the network
analyzer, and a resonance curvewas taken at each value of the TES bias current. This
measurement was performed at four different temperatures. The KPUP resonance
frequencywas converted into a current using the KPUP device calibration data along
with the value of the constant KPUP bias current. The resulting current was the
TES current, which was then plotted against the TES bias input current. The result
is shown in Fig. 3.11(b). Unlike the previous measurement with a shared bias line,
all of the expected features of a TES bias curve are observed here. At low input
currents, the TES is superconducting and the current is determined by the resistance
of its bias line. At a certain point, the TES current drops sharply as it enters its
transition. This point decreases with increasing temperature, which is expected. If
we equate the TES Joule heating with the power flowing to the bath [54],

I2
TES R(TTES) = ξ(T4

TES − T4), (3.36)

then we see that when the bath temperature T increases closer to the transition
temperature of the TES, the TES current decreases. After entering its transition, the
TES resistance increases gradually, and in turn the TES current decreases gradually.
At an input current slightly above 0.5 mA, the TES is fully in its normal state, and
the bias curve has a finite constant slope as expected from Ohm’s Law. This is
in contrast to the previous measurement, where the apparent TES current went to
zero and remained there. The independent KPUP bias allowed us to measure the
Ohmic portion of the bias curve. Because of the quadratic nonlinearity, the KPUP
frequency shift is proportional to ITES IKPUP, whereas in the previous measurement
it was proportional to I2

TES. The constant KPUP bias current was large, so the KPUP
was sensitive to the smaller TES current signal in this measurement.

By measuring the TES bias curve at several different temperatures, we were able to
estimate several properties of the TES. It is straightforward to show that the TES
normal-state resistance is

Rn =

(
Gsc

Gn
− 1

)
Rs, (3.37)

where Gsc is the effective electrical conductance of the TES bias line in the super-
conducting state, Gn is the effective electrical conductance of the TES bias line in
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the normal state, and Rs is the value of the shunt resistor. These parameters can be
calculated from the bias curve. Using the data from the measurement at 200 mK,
we get Rn = 1.3Ω, which is close to the quoted value of approximately 1Ω. We can
also estimate the thermal conductance G of the link between the TES and the bath
by using Eq. (3.36). The Joule heating may be obtained by plotting P = ITES VTES

against VTES, where VTES ≈ Iin Rs above the superconducting state. At each value of
the bath temperature, the value of the Joule heating is taken at the point on this plot
with zero slope, which occurs in the middle of the transition when TTES = Tc. We
may then fit this array of powers to the function

P = ξ(T4
c − T4), (3.38)

where ξ is a constant. We find from the fit that ξ ≈ 1.6 nW/K4 and Tc ≈ 350 mK.
The latter value agrees with our experience of trying to measure the TES at even
higher temperatures. We may then estimate the thermal conductance

G =
∂P
∂Tc
= 4 ξ T3

c . (3.39)

Using the values from the fit, we get G ≈ 280 pW/K, which is a factor of four higher
than the quoted value. We may also estimate the TES current noise. The TES noise
is typically limited by the phonon noise in the thermal link. The noise-equivalent
power (NEP) for a TES can be calculated as [190]

NEP 2 = 4γkBG T2
c (3.40)

γ =
5
9

1 − (T/Tc)9
1 − (T/Tc)5

. (3.41)

Using T = 200 mK, we get NEP = 3.39 × 10−17 W/
√

Hz. This is the radiation
power that can be detected by the TES in a bandwidth of 1 Hz. Now we must
convert this into a current noise. This is simply

SI =

(
dI
dP

)2
NEP 2 =

1
2RnP

NEP 2, (3.42)

where we use the Joule heating formula P = I2R and choose R = Rn/2 at the middle
of the transition. The value for the power is obtained from the P vs. VTES plot as
above. Then we get that the TES current noise from thermal carriers at 200 mK is
S1/2

I = 4.48 pA/
√

Hz, when referenced to the KPUP input. This may in fact be too
low to detect using our KPUP, which has an optimal current noise of 8 pA/

√
Hz.

However, it may be possible if the KPUP is operated on the steep, sensitive edge



93

Figure 3.12: (a) Experimental setup for measuring TES noise. Separate battery
boxes are used to apply bias currents, through cold attenuators, for the TES and
KPUP. The bias currents travel through low-pass filters at the mixing chamber
before entering their respective devices. The TES bias is combined with the KPUP
bias after the TES, and both are sent to the bias input of the KPUP. A microwave
synthesizer is used to excite the KPUP resonance through seperate attenuation at
room temperature, 4 K, and at the mixing chamber. The transmission through the
KPUP feedline is amplified at 4 K and at room temperature, and is sent to an IQ
mixer where it is mixed with the microwave carrier. The outputs of the IQ mixer are
filtered and then sent to an analog-to-digital converter. (b) Current noise spectrum
measured by the KPUP with TES bias off and KPUP bias −37 µA. There is 1/ f
noise below 20 Hz, and the roll-off at 20 kHz corresponds to the sampling frequency.
The noise level of ∼37 pA/

√
Hz is in agreement with the expected Johnson noise

of the TES shunt resistor. (c) Current noise spectra taken for different levels of the
TES bias current. The TES out-of-band noise rises with decreasing current. The
phonon noise feature is not observed.

of its nonlinear resonance. Additionally, the TES current noise would be greater if
its resistance were smaller, as seen in Eq. (3.42). Thus, the current KPUP device
would be more likely to detect the phonon noise of a less resistive TES.
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Current noise measurement with TES
Although it was unlikely that we would be able to see the TES phonon noise with
the KPUP, we proceeded to measure the noise regardless. The setup and results are
shown in Fig. 3.12. The noise measurement was done using a microwave IQ mixer.
The KPUP and TES were biased as described in the previous section, except that we
used battery boxes instead of DC voltage sources because they have comparatively
lower output noise. A microwave source was used to excite the KPUP resonance
through the feedline. The transmission through the feedline was amplified by a
HEMT at 4 K as well as a room temperature amplifier, and the output was sent to
the IQ mixer, whose reference frequency was set by the microwave source. The
in-phase and quadrature components of the signal, proportional to the real and
imaginary components of the transmission function, were extracted by the IQ mixer,
filtered, and finally sampled by an analog-to-digital converter at a rate of 20 kHz.

The measurement was made at 200 mK, and noise spectra were taken at several
different values of the TES bias current. First, a noise spectrum was taken with the
TES bias input off. We expected the result to be characteristic of the Johnson noise
of the TES shunt resistor. Since the TES is superconducting under this condition,
the thermal noise current of the resistor has a zero-impedance path to the KPUP
nanowire. The expected noise current is [191]

In =

√
4kBT

Rs
, (3.43)

where Rs is the value of the shunt resistance. For T = 200 mK we have In =

33.2 pA/
√

Hz. The measured noise level is approximately 37 pA/
√

Hz, which is in
agreementwith the Johnson noise estimate. It should also be noted that the resistance
of the shunt resistor is expected to be slightly less than its room-temperature value.
Given this, the predicted Johnson noise current may be closer to the measured value.

The TES battery input was then turned on, and noise spectra were taken at four
different TES input currents. All four spectra show similar 1/ f behavior below
20 Hz, with a roll-off at 20 kHz due to the finite sampling frequency. The flat TES
out-of-bandwidth noise is observed above about 400 Hz. The level of this noise
decreases with increasing TES current, showing that the TES noise does indeed
change according to the bias conditions, and the KPUP is able to detect this effect.
The TES phonon noise feature is expected to occur in the spectrum between 10 and
100 Hz. However, the feature is not observed in our measurement. This is not very
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surprising because the expected phonon noise level for this TES is lower than the
optimal noise for the KPUP.

3.4 TES readout with AC bias
Multiplexing filters
We decided to AC-bias the TES for the next experiment. One reason for this was
that we expected a possible improvement in the 1/ f noise, so it might allow the
KPUP to see the TES phonon noise. Another reason is that it would allow us to
multiplex TESs in the frequency domain, similar to what was described in Sec. 1.4.
The bandwidth of the KPUP (half the linewidth) is on the order of 100 MHz. This
is much higher than that of a SQUID. We decided to make use of this bandwidth by
AC-biasing multiple TESs, with each at a different frequency within this bandwidth.
In order to do this, we needed biasing filters, similar to the biasing filters used in
low-frequency SQUID-based TES FDM.

Since our TES bias frequencies would be on the order of tens of megahertz, it
was reasonable to use microfabricated, lithographed filter components instead of
discrete components on a circuit board. Superconducting bias filters were designed
and fabricated, and a photograph is shown in Fig. 3.13(a). The filters are series-
LC resonators made of a single layer of NbTiN on a silicon substrate. The device
material was chosen to beNbTiN because of its high kinetic inductance, and the filter
frequency was chosen to be on the order of 10 MHz due to the KPUP bandwidth.
In order to make a resonator at lower frequencies, larger component values are
required. The photograph shows that the physical size of these resonators is much
greater than the physical size of the KPUP resonator. The best way to achieve a
large inductance in a compact physical area is to use a meander structure. The
relative advantage of using a material with a high kinetic inductance increases when
using a meander. Indeed, in our filters, the inductance was mostly kinetic. There
are 16 filters on a chip, and they all have the same inductance of approximately
4 µH. In order for the different filters to have different resonance frequencies, their
capacitances were designed to be different. The capacitors were interdigitated, just
like for the KPUP, and were spaced around an approximate center value of 20 pF.
The resonators were placed on the chip in an alternating pattern with respect to their
resonance frequencies in order to reduce potential crosstalk [192]. The resulting
resonance frequencies ranged from 16–20 MHz, as seen in the transmission plot in
Fig. 3.13(b). The transmission was measured using a vector network analyzer, and
dips in the transmission were observed at the resonance frequencies of the filters.
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Figure 3.13: (a) Photograph of filter chip intended for TES AC bias. Each filter is a
superconducting series-LC resonator made of a single layer of NbTiN on a silicon
substrate. The inductor is ameander, and the inductance ismostly kinetic inductance.
The capacitor is an interdigitated capacitor. There are 16 resonators on the chip.
The inductors are identical among the resonators, but the capacitors differ in order
to give each a unique frequency. Resonators that are close in frequency space are not
placed next to each other on the chip, in order to avoid crosstalk. (b) Transmission
through the filter chip, taken with a vector network analyzer. Fifteen of the expected
sixteen resonances are observed. (c) KPUP frequency modulation through a 19.9-
MHz filter. As the filter drive frequency sweeps through the resonance, the current
flowing through the filter peaks. This current goes through the KPUP nanowire, and
causes the KPUP frequency to shift.
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Out of the total 16, 15 resonances are observed.

Fig. 3.13(c) shows a measurement of a filter resonance using the KPUP. For this
measurement, an RF source was used to send a current through the filter. The output
of the filter was connected to the KPUP bias connection along with a KPUP bias
current. The KPUP was excited via a microwave tone at a constant power and fre-
quency. The microwave and RF currents mixed in the nanowire, creating sidebands
that coupled out of the KPUP and down the feedline. The sidebands were down-
converted at room temperature using a mixer and the original microwave frequency.
The resulting RF current was measured using a lock-in amplifier whose reference
frequency was set by the original RF source. The RF frequency was swept, and the
current flowing through the filter increased and decreased according to the shape of
the filter resonance. This current also flowed into the KPUP nanowire and mod-
ulated the KPUP resonance frequency through the kinetic inductance nonlinearity.
The KPUP frequency modulation was observed as a change in the amplitude of the
carrier sidebands as the RF generator frequency was swept.

AC TES measurements
We proceeded to integrate a TES with a bias filter for AC readout with the KPUP.
A new TES had to be chosen due to overuse of the bonding pads of the old TES.
However, the same chip was used, and a different TES on the chip was selected.
The TES was wire-bonded to be in series between the filter and the KPUP bias
connection. The eventual goal would be to have an array of TESs, with each TES
wired between the KPUP bias connection and a separate biasing filter. This concept
is shown schematically in Fig. 3.14(a). For this experiment, we used only one TES
and one bias filter. Additionally, we installed a thermal radiation emitter in the
box. Essentially, it was a “reverse bolometer” that emitted light when a voltage was
applied across it. This was required in order to drive the TES normal, because we
found from other measurements of the bias filters that the electrical power required
to drive the TES normal was greater than the bifurcation power of the resonators.
The reverse bolometer was placed above the TES, so that the emitted light would be
absorbed by the TES and increase its temperature above the transition.

We measured the TES bias curve at a refrigerator temperature of 200 mK. An RF
current was applied through the filter at a value that was high but still below the
filter’s bifurcation power. Then the reverse bolometer was turned on in order to
drive the TES into its normal state. The reverse bolometer was then immediately
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Figure 3.14: (a) TES frequency-division multiplexing scheme with KPUP. It is a
modification on the TES readout scheme of Fig. 3.11(a). The TES is replaced by an
parallel array of series-RLC filters. The resistive component of each filter consists of
a unique TES. The resonance frequency of each filter, determined by its inductance
and capacitance, is unique. Instead of a DC bias current, a comb of RF bias currents
is sent through the common TES bias input, across the shunt resistor. The sum of
the currents flowing through the TESs goes through the stepped-impedance filter
and into the KPUP nanowire. The KPUP resonance frequency is modulated at each
TES frequency. (b) TES bias curve measured by AC-biasing the TES through an
LC filter. Compared to the bias curve from the DC measurement, the slope of the
superconducting region is very low, and the transition region is very small.

turned off, as the RF current was high enough to keep the TES normal. Then the RF
current amplitude was swept down in order to map out the TES bias curve, similar
to the DC measurement. For the KPUP, a constant DC bias current was applied.
The KPUP resonance was excited via a microwave source, and the RF TES bias
current was up-converted due to the kinetic inductance nonlinearity. The carrier
sidebands were down-converted at room-temperature by mixing with the frequency
of the microwave source, and the output of the mixer was sent to an RF lock-in
amplifier to be measured. KPUP calibration data was used to convert the measured
sideband level to a current value.

The measured TES bias curve is shown in Fig. 3.14(b). There are important
differences between this measurement and the DC bias curve measurement. The
horizontal axis does not go as high, as a large input power could not be applied due
to the bifurcation of the filter resonance. The transition region is very small. It is
unclear why this is the case. Also, the slope of the TES superconducting region
is very low compared to the DC measurement. When the TES current is plotted
against the input current rather than the input voltage, the slope is 0.03, where it
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should be unity. This suggests that there may be a finite resistance in series with
the TES. Unfotunately, we were unable to locate any series resistance. Regardless,
the AC biasing circuit can clearly be improved, since the bias curve could not be
measured properly.

We also attempted to measure the TES noise while it was AC-biased. This was a
challenge because the TES noise must be measured while the TES is in its transition,
and the transition region was so narrow with the current AC-biasing setup. In order
to measure the noise, we had to apply an additional RF signal to the KPUP in order to
cancel the steady-state RF current from the TES bias. This was necessary because,
in order to get a good noise measurement, the KPUP sensitivity had to be optimized
by applying a large DC bias current. However, due to the finite nanowire critical
current, the maximum-allowable KPUP bias current is suppressed by the presence
of the TES RF signal. This type of carrier nulling is standard in SQUID-based
FDM readout schemes, as discussed in Sec. 1.4. However, even after nulling the
RF in the KPUP, we were unable to get a meaningful noise measurement. This is
actually not surprising, because at the TES bias frequency, the impedance of the
stepped-impedance filter for the KPUP is comparable to the TES resistance. This
means that the RF nulling tone, which is sent down the KPUP bias line, also travels
through the TES and to ground through the TES shunt resistor. Because of this, it is
very difficult to know the actual TES current, since it is a sum of the bias current and
the nulling current, which have opposite polarities. One approach to solving this
problem for the future is to redesign the KPUP chip to have two separate bias pads,
each with a separate stepped-impedance filter. One connection would be used for
the KPUP bias and RF nulling, and the other connection would be used for reading
the TES current. In this configuration, the nulling tone would not flow through
the TES bias line, as it would be impeded by a stepped-impedance filter, and the
impedance of the KPUP nanowire is very small in comparison.
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C h a p t e r 4

TRANSMISSION LINE KPUP

4.1 Preliminary experiments
Millimeter-wave parametric amplifier features
The transmission line KPUP project was inspired by the measurement of Eom et
al.’s parametric amplifier shown in Fig. 2.11(a). They sent a DC current through the
parametric amplifier and monitored the phase of the transmission. They observed
a quadratic phase shift with increasing DC current. Using the principles we have
been developing throughout this thesis, it follows that monitoring the phase of the
transmission through the parametric amplifier device while applying a DC bias
current would be a promising way to detect small currents. Thus, we took one
of their parametric amplifier devices in order to measure it in this mode. Unlike
the microwave parametric amplifier described in Sec. 2.4, this device was designed
for millimeter-wave frequencies. However, since it is a broadband, traveling-wave
device, it can be measured at microwave frequencies as well. A photograph of the
device is shown in Fig. 4.1. This device is similar to the microwave parametric
amplifier in that it is a CPW made of NbTiN with a length on the order of 1 m that
follows a double-spiral trajectory. The center conductor has a width of 1 µm.

We measured the total normal-state resistance of the device. In order to do this, we
had to reduce the conductivity of the silicon substrate to zero. When we measured
the TiN nanowire resistance (Sec. 3.2), we dipped the nanowire in liquid helium
and performed a four-wire measurement. This was possible because the TiN critical
temperature was below the temperature of the liquid helium, so the nanowire was

Figure 4.1: Photograph of millimeter-wave parametric amplifier. The device is a
co-planar waveguide made of NbTiN on a silicon substrate. The width of the center
conductor is 1 µm, and it has a length on the order of 1 m following a trajectory
consisting of three double spirals.
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still in its normal state, even though the silicon conductivity was effectively zero.
However, for themillimeter-wave parametric amplifier, it was not so straightforward,
as the device was made of NbTiN, which has a higher transition temperature of
around 12 K. The device would become superconducting if dipped in liquid helium.
The resistance measurement had to be performed as the device was partially dipped
inside a dewar of liquid helium, but not fully immersed in the liquid. This way,
the cooling power of the liquid helium was low enough that the silicon conductivity
was reduced to zero, but left the NbTiN still resistive. Since we had to hold the
dip-stick above the bottom of the dewar, it was not possible to perform a careful
four-wire measurement. Instead, we simply probed the connections at the top of
the dip apparatus (which the device terminals were wire-bonded to) using a digital
multimeter. The resistance of the center conductor was found to be 6.8 MΩ. Then
we could calculate the total kinetic inductance of the center conductor by using the
relation

Lk =
~Rn

π∆0
. (4.1)

Using Tc = 14 K, we found that the kinetic inductance was approximately 0.7 µH.

Device performance
The device was mounted in a sample box with both microwave and DC connec-
tors, because we had to send both signals through the same terminals on the chip.
Commercially-available diplexers were used to isolate the DC connections from the
microwave connections and vice versa. The box was installed in a dilution refrig-
erator and cooled to a temperature of 30 mK. The transmission through the device
was measured using a vector network analyzer. The DC bias current was applied
using a battery box across a 97.6-Ω resistor at room temperature. The output of the
battery box was measured using a digital multimeter. A nominal microwave power
of −76 dBm was applied to the transmission line. The voltage from the battery box
was swept from zero to 33.45 mV. The resulting phase shift is shown in Fig. 4.2(a).
The phase shift shows the same quadratic dependence on the bias current as that of
the microwave parametric amplifier. The maximum phase shift observed was almost
3 radians, which occurred at a bias current of 270 µA. This is significantly higher
than the critical current of the nanowire device described in the previous chapter.
Strictly speaking, 270 µA does not appear to be the critical current of the device,
because it does not fully transition to its normal state at that point; instead, it starts
becoming somewhat resistive, and the result is a small but abrupt drop in the phase
shift. It is possible that this is due to the periodic widening of the center conductor,
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Figure 4.2: (a) Phase shift measurement of millimeter-wave parametric amplifier.
The phase of the transmission through the device was measured on a vector network
analyzer. A DC current was applied through the center conductor, and the phase for
each value of the current was averaged from 5 to 5.4 GHz. The square-root of the
phase shift is linear, showing that the phase shift is quadratic in the current. The
phase shift suddenly decreases above a certain value of the bias current. (b) Noise
measurement of millimeter-wave parametric amplifier with a bias current of about
260 µA. There is 1/ f behavior below 10 kHz, and the spectrum rolls off at 100 kHz.
Between those points it has a value of 27 pA/

√
Hz.

similar to what was described for the microwave parametric amplifier in Fig. 2.11.
Because of the sharp corners it introduces into the geometry, it may be responsible
for current crowding. At 270 µA, sections of the geometry close to the corners
may be becoming normal. Because the center conductor is wide compared to the
nanowires of the previous chapter, this does not cause it to immediately become
fully normal due to positive feedback. Instead, since a portion of the line is no
longer superconducting, the kinetic inductance is reduced, so the response to the
current decreases.

We also measured the noise of the millimeter-wave parametric amplifier. A lock-
in amplifier was used, similar to previously-described measurements. A constant
microwave tone at 5.18 GHz and −50 dBm was sent through the device. A constant
bias current of about 260 µA was also used. An RF tone at 16 MHz was combined
with the bias current at room temperature using a bias tee, and also sent through the
device. The kinetic inductance nonlinearity created sidebands around themicrowave
carrier at 16 MHz. The transmission was mixed with the original carrier at room
temperature in order to recover the sidebands. The resulting RF signal was sent
to the lock-in amplifier, and the outputs of the lock-in amplifier were filtered and
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Figure 4.3: Photograph of TES multiplexing setup with KPUP. The TES array chip
is a test chip for a cosmology experiment. The KPUP chip is the millimeter-wave
parametric amplifier. The filter chip is the bank of NbTiN bias filters described
in Sec. 3.4. A printed circuit board is used to interface the three chips, as well as
to provide input and output connections. The KPUP and filter chips are mounted
directly on the PCB. Wire bonds are used to connect the PCB with the TES array.
The entire setup is contained within a niobium box.

sampled by an analog-to-digital converter at a rate of 200 kHz. The resulting noise
spectrum is shown in Fig. 4.2(b). Although there is large 1/ f noise, the spectrum
is flat above the 1/ f knee until the roll-off, which is due to the finite sampling rate.
The noise level is 27 pA/

√
Hz. This is an impressively low current noise for a device

that was not designed to be a current sensor. If, for example, the critical current was
improved, this type of device could reach lower noise levels.

TES readout
Since the current-sensing performance of the millimeter-wave parametric amplifier
was reasonably good, we proceeded to try to read out transition-edge sensorswith the
device. One of the main advantages of the traveling-wave device over the resonator
is its very large bandwidth. Thus, we went straight to a AC-biasing scheme for the
TES, with the intention of multiplexing an array of TESs in the frequency domain.
The schematic for this biasing scheme is the same as in Fig. 3.14(a), except that
the combination of the stepped-impedance filter and the KPUP inductor is replaced
by the length of the transmission line. An array of TESs is multiplexed using RF
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biasing filters, which are excited by a frequency comb. The output of the filters is
sent to the KPUP, which in this case is the millimeter-wave parametric amplifier
device. This scheme was implemented with this device, as shown in Fig. 4.3. A
TES array chip was obtained from colleagues at JPL. It is a test array similar to
those used for a particular cosmology mission. The biasing filters are the same ones
described in Sec. 3.4. The KPUP, filter, and TES chips are interfaced by a printed
circuit board (PCB) that was designed by Peter Day. The KPUP and filter chips
were mounted directly on the PCB, as well as the diplexers. The TES chip was
mounted within the same box, but beside the PCB.Wire bonds were used to connect
the PCB to the TES array. The PCB also provides connectors for the microwave and
RF+DC signals. Finally, all of the above is contained within a niobium sample box
that provides electromagnetic shielding.

Unfortunately, we were not able to get any good measurement using this setup. As
mentioned above, the inductance of the KPUP is 0.7 µH. At a TES bias frequency of
20 MHz, this presents a large input impedance of almost 100Ω. Furthermore, this
input inductance is large enough to affect the resonance frequencies of the filters,
each of whose inductance is 4 µH. We tried to mitigate these unwanted effects by
placing a series capacitor between the TESs and the KPUP in order to transform the
impedance. The intention was to use the capacitor to cancel the impedance of the
KPUP at the TES bias frequency. Unfortunately, when we tried this, the resonance
of the capacitor-KPUP combination did not match our prediction, and the input
impedance presented to the TES currents was high. We were unable to figure out
the reason for this discrepancy. However, it would be useful in the future to design
a transmission line KPUP with a lower inductance, so that it would not affect the
TES filters so much.

4.2 Transmission line current sensor
Design and fabrication
The performance of the millimeter-wave parametric amplifier device proved that a
long transmission line could make a good current sensor. However, the design of
that device was not optimal for current sensing. Because it was very long, it had a
large inductance, and this presents a large input inductance for the current signal.
This results in a large time constant

τ =
L
R
, (4.2)
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Figure 4.4: Photograph of transmission line KPUP device. It is a NbTiN CPW on
a silicon substrate. The total length of the line is 6 mm. The width of the center
conductor is 120 µm at the ends and 0.5 µm in the straight, central part of the device.
A meandering tapered section smoothly varies the width of the center conductor
between these two values.

where R is a characteristic resistance of the signal input line. In the case of
TES readout, R is the TES resistance. In addition to the large inductance, the
millimeter-wave parametric amplifier had complications in its geometry, particularly
the periodicwidening of the center conductor, thatmay have caused current crowding
and reduced the critical current. A transmission line optimized for current sensing
purposes would be somewhat shorter in length, in order to have a smaller inductance,
and would not have any sharp corners, in order to have a larger critical current.

A design of such a device is shown in Fig. 4.4. This version of the transmission line
KPUP is also made of NbTiN. Although TiN has a lowerTc and thus a greater kinetic
inductance than NbTiN, our group has found that NbTiN is a more reliable material
for long transmission lines. The NbTiN film for this device was sputtered directly
on a silicon wafer. The thickness of the film is 30 nm. The film was patterned using
photolithography. Like the parametric amplifier, the device is simply a co-planar
waveguide. The length of the line is 6 mm, and the width of the center conductor as
well as the width of the gap between the center conductor and either ground plane is
0.5 µm. A relatively small width was chosen in order to keep the kinetic inductance
high. The characteristic impedance of the line is approximately 230Ω. At either
end of the transmission line is an impedance transformer that smoothly transforms
the characteristic impedance from 230 to 50Ω in order to efficiently couple power
to and from the 50-Ω cables at the input and output. The impedance transformation
was achieved by smoothly tapering the width of the center conductor from 120 µm
at the ends to 0.5 µm in the central part of the transmission line.

The resistance of the transmission line KPUP was measured. Since the device was
made out of NbTiN, the same technique used for the millimeter-wave parametric
amplifier was used again. The device was partially dipped in a dewar of liquid
helium, and the resistance was measured using a digital multimeter. The value
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obtained using this technique was Rn = 1.187 MΩ. Using Eq. (4.1) with Tc = 14 K,
this corresponds to a kinetic inductance Lk ≈ 130 nH. This is considerably lower
than the kinetic inductance of the millimeter-wave parametric amplifier.

Current response
We measured the current response of the transmission line KPUP at 4 K. The
device was mounted on a dip probe and fully immersed in a dewar of liquid helium.
A vector network analyzer was used to measure the microwave transmission. A
microwave tone with nominal power of −50 dB was swept from 4 GHz to 4.5 GHz
and sent through the device. A DC voltage source was used to provide the bias
current. There was a total resistance of 200Ω at room temperature after the voltage
source output in order to convert it into a current. In order to find the critical
current of the transmission line, we increased the bias current until the transmission
dropped abruptly. This was expected to occur when the device surpassed its critical
current. Since the normal-state resistance of the transmission line was measured to
be 1.187 MΩ, it would present a very large impedance to the VNA signal if it were
to be driven normal. For power flowing through a 50-Ω cable towards the device,
the reflection coefficient

Γ =
Rn − Z0

Rn + Z0
(4.3)

would be approximately unity. Thus, the transmission would be very low. Using
this technique, the critical current was measured to be Ic = 3.61 mA. This critical
current is an order of magnitude larger than that of the millimeter-wave parametric
amplifier, even though the width of the line is half the width of that device. It is
possible that the improvement is due to the simpler geometry with no sharp corners.

The bias current was swept from zero to close to the critical current, and the
transmission was measured at each point. The phase of the transmission was
averaged over the frequency range and plotted against the bias current. The result is
shown in Fig. 4.5. The maximum observed phase shift was 2.2 radians. The phase
shift was converted to a change in the total inductance using the relation

δθ

θ
=

1
2
δL
L
. (4.4)

We found from simulations in Sonnet [186] that the total phase length is 24 radians.
Using this value in Eq. (4.4), we find that the maximum observed inductance change
is over 30%. If we are able to change the inductance by such a large amount, we can
use a large bias current to make a very sensitive current detector.
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Figure 4.5: (a) Phase shift of transmission line KPUP in response to DC bias current,
measured with a vector network analyzer at 4 K. The maximum observed phase shift
is 2.2 radians. The data follow a quartic trajectory. (b) Phase-shift data converted
into fractional change of total inductance of the transmission line. An inductance
change of over 30% is observed.

The phase shift data follow a quartic trajectory, much like the frequency shift data
of the lumped-element resonator KPUP. We fit the data to the function

δθ =
I2

I2
2
+

I4

I4
4
, (4.5)

where I2 and I4 are constants. From the fit, we get I2 = 12 mA and I4 = 6.2 mA.
Like we did with the resonator KPUP result, we can compare this to the quartic
model presented by Anthore et al. [132]. According to their paper, the phase shift
would obey

δθ = 0.95αθ
I2

I2
∗
+ 1.75αθ

I4

I4
∗
. (4.6)

Comparing our fit parameters to this function, we get I∗ = 4.35 mA and αθ = 0.14.
The former value is reasonable, as it is on the order of the critical current, which
is what we expect. However, the value for the combination αθ is unlikely. From
our simulation, θ is expected to be about 24, and α is expected to be close to
unity. These results are very similar to the results for the lumped-element resonator,
further suggesting that the quartic behavior is not due to the suppression of the
superconducting gap. We can also compare the results of our two experiments. As
before, we compare our fit to a function of the form

δLk

Lk
= κ2

J2

J2
∗
+ κ4

J4

J4
∗
. (4.7)
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Using Eq. (2.16), for NbTiN we have J∗ = 505 mA/µm2. Then, using our values for
θ and α obtained from simulations, we get κ2 = 0.03, κ4 = 0.19, and κ4/κ2 = 5.6.
These results are of similar order of magnitude to the results from the lumped-
element resonator measurement.

Noise measurement
Since the current response of the transmission line KPUP was very strong, we
expected that the current noise would be low. From the fit of the phase vs. bias
current data, we find that the slope at a 3-mA bias current is dθ/dI = 1.3 rad/mA.
Recalling from Sec. 2.4 that we can ignore the TLS noise relative to the amplifier
noise for this device, the expected current noise is

SI =

(
dθ
dI

)−2 kBTa

2P
, (4.8)

where P is the readout power. The saturation power for our HEMT amplifier is
approximately 1 µW. Using this value as the readout power, with a noise temperature
of 5 K, we get S1/2

I = 4.5 pA/
√

Hz as our estimate for the current noise.

We proceeded to set up the noise measurement. The setup is shown in Fig. 4.6(a).
The device was installed in a dilution refrigerator and cooled to a temperature of
60 mK. A microwave synthesizer was used to generate a carrier tone at 6.32 GHz.
The carrier was attenuated at room temperature, at the 4-K stage, and at the mixing
chamber before the device. It was sent through the high-frequency port of a diplexer
before entering the KPUP transmission line. The nominal microwave power at the
KPUP was −16.6 dBm, or about 20 µW. A 5-MHz RF tone was also generated at
room temperature at by an RF source. It was attenuated and then sent to the RF
port of a bias tee. The DC bias for the KPUP was provided by a DC voltage source,
whose output was combined with the RF signal at the bias tee. The combined bias
current was sent through the KPUP via the low-frequency port of a diplexer. The
RF signal was up-converted in the KPUP due to the kinetic inductance nonlinearity.
The carrier and sidebands exited the KPUP through the high-frequency port of
another diplexer. Before being amplified by the HEMT, they were combined with
a nulling tone from room temperature. The nulling tone was provided by the same
microwave source, so it was the same frequency. A variable attenuator was used at
room temperature in order to make the amplitude of the nulling tone equal to the
amplitude of the carrier at the output of the KPUP, and a phase shifter was used to
make the nulling tone 180° out of phase with the carrier at the output of the KPUP.
These two microwave signals were combined using a directional coupler, amplified
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by the HEMT, and then amplified again at room temperature. Then the microwave
signal was mixed with the original carrier in order to recover the sideband, which
was sent to a lock-in amplifier. The outputs of the lock-in amplifier were filtered by
RC low-pass filters with cut-off frequencies of 30 kHz, and then they were sampled
by an analog-to-digital converter at a rate of 500 kHz.

The carrier nulling tone was necessary because, as mentioned above, the saturation
power of the HEMTwas about 1 µW, and the power in the KPUPwas close to 20 µW.
A high carrier power was used in the KPUP because it increases the power in the
up-converted RF signal. Eq. (2.38) shows that the amplitude of the sidebands is
proportional to the amplitude of the carrier. By increasing the level of the sidebands,
we increase the signal-to-noise ratio in themeasurement. Wewere able to effectively
null the carrier after the KPUP but before the HEMT. Fig. 4.6(b) shows a spectrum
of the transmission with the carrier and the sidebands at 5 kHz. The carrier was
suppressed using the nulling tone to a level below the level of the sidebands. In
addition, the nonlinearity efficiently generated sidebands 60 dB above the noise
level. By sampling the sideband level using the lock-in amplifier, we were able to
measure the noise of the system. The noise spectrum has no 1/ f component, and is
flat until a roll-off at about 3 kHz. This roll-off is due to the internal filtering of the
lock-in amplifier. The noise level is 5 pA/

√
Hz. This corresponds to the amplifier

phase noise referred to the KPUP current input, which we estimated above. The
Johnson noise of the room-temperature DC bias resistor is 3.8 pA/

√
Hz, which is

similar, but since it is less than the noise of the amplifier, we expect that the amplifier
is responsible for the measured noise level. It is very close to our estimate, and is
also equal to the original estimate we made in Sec. 2.4. This shows that the current
noise is limited by the amplifier noise. Any noise intrinsic to the KPUP is below the
amplifier noise level and cannot be measured without a quieter readout amplifier.
This noise level is promising for current sensing applications such as TES readout.
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Figure 4.6: (a) Experimental setup for transmission line KPUP noise measure-
ment. A carrier tone is generated by a microwave synthesizer, attenuated at room
temperature, at 4 K, and at the mixing chamber, and sent through the KPUP via
the high-frequency port of a diplexer. A low-frequency RF tone is generated and
attenuated at room temperature, and then combined with a DC current via a bias
tee before going through the low-frequency port of a diplexer to bias the KPUP.
Sidebands are created around the carrier at the RF frequency and sent to a HEMT
amplifier through a directional coupler. Part of the original microwave power is
attenuated and phase-shifted and also sent through the coupler in order to cancel
the carrier before the HEMT. After the HEMT, the sidebands are amplified at room
temperature and then mixed with the original carrier. The resulting signal is sent to a
lock-in amplifier, and the outputs are filtered and sampled by an ADC. (b) Spectrum
analyzer measurement of transmission, showing sidebands and suppressed carrier.
(c) Measured current noise spectrum. The level before the roll-off is 5 pA/

√
Hz.
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C h a p t e r 5

TRANSMISSION-LINE RESONATOR KPUP

5.1 Design
The transmission-line resonator KPUP aims to combine the advantages of the trans-
mission line KPUP and the lumped-element resonator KPUP. The transmission line
KPUP had a high critical current, allowing us to bias the device to a very sensitive
regime, where we saw that the noise was limited by the readout amplifier. The
lumped-element resonator KPUP had the advantage that it could be easily mul-
tiplexed in the frequency domain by coupling many devices to a single feedline.
Based on this, a transmission-line resonator could both have a high critical current
and be easy to multiplex. In order to satisfy the first goal, the transmission-line
resonator could be designed with similar dimensions to the center conductor of the
transmission line KPUP. The second goal is automatically satisfied by the fact that it
is a microwave resonator. The device may also retain a large bandwidth by designing
the coupling quality factor to be low, recalling that

∆ f =
fr

2Qr
, (5.1)

and that Qr ≈ Qc for TiN and NbTiN.

Quarter-wavelength resonators have historically been popular in the MKID com-
munity [123]. For our purposes, however, a half-wavelength resonator would be
advantageous. This is because of the symmetry that can exist in a half-wavelength
device. If we refer back to Fig. 2.15, the idea is to couple the resonator at its mid-
point. This way, the potential in the resonator is symmetric about the point where it
is coupled to the feedline. The point of highest rms potential is the point where the
resonator is coupled. The ends, then, should be nodes of the resonator. Referring to
theMKID literature [123], the ends of the resonator are forced to be at zero potential
by connecting them (usually monolithically) to the ground plane. However, we can-
not do that in our device. We need to utilize the ends of the resonator as connections
for the bias and signal currents, just like we did with the transmission line KPUP.
This is the reason for using a half-wave resonator. In a quarter wave resonator, one
end is grounded and the other is the point where the resonator is coupled to the
feedline. The coupling end cannot be used for a hypothetical low-frequency con-
nection, because that would put the low-frequency connection in close proximity to
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Figure 5.1: (a) Schematic of 3-pole filter used to isolate high frequencies from low
frequencies on the transmission-line resonator KPUP chip. (b) Calculated frequency
response of 3-pole filter. The cut-off frequency is approximately 50 MHz.

the feedline, and microwave power might be lost to the low frequency line through
proximity coupling. It is thus better to have the ends of the resonator far from the
feedline, and a half-wavelength resonator allows for this feature.

This leaves the problem that the ends of the resonator cannot be grounded if we
are to use them as terminals for the bias current, but they should look like grounds
to the microwave power in the resonator. Thus, we place a capacitor between each
resonator end and the ground plane. The capacitor presents a very low impedance
to the microwave power, but isolates the low-frequency current from ground. The
low-frequency connection must also be isolated from the microwave power. The
lumped-element resonator KPUP utilized a stepped-impedance filter to provide this
isolation, and the transmission line KPUP used a diplexer. Although a diplexer is
shown in the schematic of Fig. 2.15 for this device, we decided to use an on-chip,
lithographedmultipole filter instead. A schematic of the filter is shown in Fig. 5.1(a).
The filter consists of a ladder of inductors and capacitors. The capacitance is 26 pF,
and the inductance is 1.4 µH. The frequency response of the filter is shown in
Fig. 5.1(b). The cutoff frequency is approximately 50 MHz, and the magnitude
of the response drops by ∼ 40 dB/decade above that. Thus, the microwave power
should be effectively blocked by this filter, and since the frequency response is unity
at DC, the low-frequency signals will pass unimpeded. In order to maintain the
symmetry of the device, one of these filters is placed at each of its ends.

The transmission line of the resonator was chosen to be a microstrip. Although that
entails multiple fabrication layers, the overall design of the chip is simpler when
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Figure 5.2: (a) Zoomed-in layout of transmission-line resonator KPUP design. The
CPW feedline is in white, and is separated from the device layer by a dielectric
layer. The bottom electrode of the coupling capacitor is the center conductor of
the CPW, and the top electrode is a stub that is monolithically connected to the
midpoint of the resonator. The resonator is a meander with a length of 400 µm and
a width of 0.5 µm. The ends of the resonator are each monolithically connected
to the first capacitor of a filter, whose bottom electrode is the ground plane of the
feedline. (b) Electromagnetic simulation of chip design in Sonnet. The blue curve
is the transmission through the feedline, showing the resonance at 3 GHz. The pink
and red curves are the transmission from the left port of the feedline to either end
of the isolation filter. Since there is a filter at each end of the resonator, there are
two potential paths for the microwave power to leak. The transmission through the
filters is suppressed at the resonance frequency.

using a microstrip. It allows us to use parallel-plate capacitors for the filters. The
ground for each filter is simply the ground plane of the microstrip. In addition,
this is also the ground plane of the feedline. We patterned a CPW on the bottom
layer, and the ground plane of the CPWwas also the ground plane for the microstrip
resonator. Additionally, we used a parallel-place capacitor between the resonator
and the center conductor of the CPW as the coupling capacitor. The top electrode
was monolithically connected to the resonator, eliminating the need for wire bonds
that we had with the lumped-element device. Part of the layout is shown Fig. 5.2(a).
The resonator is a meander with length 1.75 mm and width 0.5 µm. The thickness
of the device layer is 30 nm, and the material is NbTiN. Because of the high critical
current we achieved in the transmission line KPUP, we chose the transmission-line
resonator KPUP to have the same material and cross-sectional dimensions. Each
end of the resonator is connected directly to the first capacitor of a three-pole filter.
The top electrode of the capacitor is a rectangle of NbTiN that is 300 µm × 400 µm
in area. The bottom electrode is simply the ground plane. All three capacitors of
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the filter have the same geometry. The inductors of the filter are sections of NbTiN
that are 2 µm wide and 400 µm long. Their inductance is mostly kinetic inductance,
so they are essentially discrete kinetic inductors. The feedline is made of niobium,
and is a few hundred nanometers thick. The dielectric layer between the feedline
and the device and filters is silicon nitride, and its thickness is 300 nm. There are
three devices on the chip.

The entire structure was simulated in Sonnet [186], and the result is showed in
Fig. 5.2(b). The resonance frequency is 3 GHz. Since the length of the resonator
is λ/2 = 1.75 mm, the phase velocity vp = f λ in the microstrip is 1.05 × 107 m/s.
The simulation also shows the power leakage through the far end of the filter, for
both filters. The magnitude of that transmission is below −20 dB throughout the
frequency range, and as expected from Fig. 5.1(b), it decreases with frequency. The
simulation was also done with the device material being a perfect electric conductor,
in order to determine the expected kinetic inductance fraction. Since there was no
surface impedance in that case, the resonance frequency was 14.7 GHz. Then, as in
Sec. 3.1, we can determine the kinetic inductance fraction as

α = 1 −
f 2
sc

f 2
pc
, (5.2)

where fsc is the resonance frequency of the superconducting resonator, and fpc is the
resonance frequency of the perfectly-conducting resonator. For the transmission-
line resonator KPUP, the kinetic inductance fraction is 0.96, which is quite high.
With such a high kinetic inductance fraction, the resonance frequency shift

δ fr
fr
= −α

2
I2

I2
∗

(5.3)

for this device will be quite large, especially if the critical current is also high. A
high kinetic inductance fraction also confirms that the filter inductors can be treated
as discrete kinetic inductors.

5.2 Measurements
Device characterization
Out of the three resonators on the chip, the center device was wire-bonded to the
DC bias line. The chip was cooled to 50 mK in a dilution refrigerator. A vector
network analyzer was used to measure the transmission through the feedline. A
nominal power of −70 dB was applied to the feedline by the network analyzer. The
unperturbed resonance frequency of the KPUP was 3.924 GHz. This is close to the



115

Figure 5.3: (a) Photograph of transmission-line resonator KPUP chip, showing
feedline, resonator, filter, and bias connection. Each adjacent pair of capacitors in
the filter is connected by a narrow strip that serves as an inductor. Wire bonds are
used to connect one of the bias electrodes to the DC biasing line, and to connect the
other electrode to ground. (b) DC-current response of transmission-line resonator
KPUP. The data fits very well to a quartic function. The device transitions to its
normal state above 1.7 mA.

design frequency. The center resonator is not the same resonator that was simulated;
it is 400 µm shorter in length than the simulated resonator. If λ/2 = 1.35 mm and
f = vp/λ, then using the value for the phase velocity that we obtained from the
simulation, we get 3.89 GHz for the estimated frequency. After the unperturbed
resonance was measured, a battery box was used to apply the DC bias current. Two
low-pass filters were placed after the battery box in order to suppress high-frequency
fluctuations. They were commercial filters with cut-off frequencies of 2.7 GHz and
then 98 MHz. A T-shaped RC filter was used at the 4-K stage of the refrigerator
in order to convert the voltage of the battery box to a current. This filter consisted
of two 825-Ω resistors in series with a 10.2-pF capacitor to ground between them.
The cut-off frequency of this last filter was 19 MHz. Finally, the bias line was
wire-bonded to the bias inputs on the chip.

The voltage from the battery box was swept in order to measure the current response
of the transmission-line resonator KPUP. The result of the measurement is shown
in Fig. 5.3(b). The maximum current shift before the device surpasses its critical
current is 300 MHz, or an 8% change in the resonance frequency. The critical
current is 1.7 mA, which is about half the critical current of the transmission line
KPUP. Notably, it is much larger than the lumped-element resonator KPUP’s critical
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current of 66 µA. The current response for the transmission-line resonator KPUP,
like that of the other devices, follows a quartic trajectory. The best-fit function is

δ fr
fr
= − I2

I2
2
− I4

I4
4
, (5.4)

with I2 = 6.72 mA and I4 = 4.85 mA. Like we did with the previous devices, we
can characterize the nonlinearity by comparing it with the form

δ fr
fr
= −α

2
δLk

Lk
= −α

2

(
κ2

J2

J2
∗
+ κ4

J4

J4
∗

)
, (5.5)

recalling that J∗ = 505 mA for NbTiN. Using the value for α obtained from simu-
lations, we get κ2 = 2.65 and κ4 = 12.4. These are much larger than the respective
coefficients for the previous two devices. However, the ratio κ4/κ2 = 4.7 is similar
to the coefficient ratio for both other devices.

We can also estimate the current noise for the transmission-line resonator KPUP.
Recall from Secs. 2.5 and 2.3 that the current noise is

SI =

(
dx
dI

)−2
(
STLS +

kBTa

8Q2
r Pg

)
, (5.6)

where x = δ fr/ fr . From the fit to our current response measurement, if we bias at a
current of 1.5 mA, we have dx/dI = 91 A−1. The generator power Pg is limited by
the bifurcation of the resonance. From the discussion in Sec. 2.3, the limiting value
of the power is

Pbif =
4
√

3
9

ωr E∗
2Q2

r
. (5.7)

The characteristic bifurcation energy E∗ is [156]

E∗ =
Lk I2
∗

α2 , (5.8)

where I2
∗ = αI2

2/2. Using α = 0.96 from the simulations, we get I∗ = 4.7 mA. For
this resonator, the total kinetic inductance is Lk = 19 nH. Then E∗ = 455 fJ. The
quality factor for the resonance is approximately 30, which was the design value.
Then, going back to Eq. (5.7), we have Pg = 4.8 µW. This is actually higher than
the HEMT amplifier saturation power, which is ∼1 µW. Then we cannot use the
bifurcation power in Eq. (5.6), and must use the HEMT saturation power instead.
Taking Ta = 5 K for the amplifier noise temperature, we get S1/2

I = 1.1 pA/
√

Hz for
the noise estimate. This is lower than the expected and measured noise for both the
lumped-element resonator and the transmission line KPUPs.
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Figure 5.4: Spectrum of transmission, showing carrier and sidebands 8 MHz away
from the carrier on either side. The carrier power is nominally −24 dBm, the bias
current is 1.45 mA, and the RF current is nominally 225 µA.

We proceeded to try to measure the noise, using the same technique as for the
lumped-element resonator KPUP at first. The device was excited with a microwave
source, and a DC bias was applied along with an RF signal at 8 MHz. Sidebands
were generated around the carrier at the RF frequency in the device due to the
kinetic inductance nonlinearity. This is shown in Fig. 5.4. The sideband level is
40 dB below the carrier level, comparedwith 50 dB for the lumped-element resonator
KPUP. Thus, the transmission-line resonator seems to bemore efficient at parametric
up-conversion. However, we were unable to get a good noise measurement for this
device, even though we used the same technique of down-mixing the sidebands at
room temperature, feeding to a lock-in amplifier, and sampling the outputs of the
lock-in amplifier. Then we tried the technique that we used for the transmission line
KPUP, which was to cancel the carrier power at the input of the HEMT amplifier in
order to apply a larger power to the device. As discussed in the previous paragraph,
the feedline power for the device is greater than the saturation power of the HEMT.
Since a greater carrier power increases the sideband level, it is advantageous to apply
a larger power on the feedline and then cancel it at the HEMT input so that mainly the
sidebands are amplified. However, even with this technique we were not able to get
a good noise measurement. The lowest noise we saw was about 40 pA/

√
Hz, which

is much greater than our estimate of 1.1 pA/
√

Hz. It is unclear why the measured
noise is so high. It is possible that it could be improved by operating the device on
the steep edge of its nonlinear resonance.
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Figure 5.5: (a) Photograph of RF biasing filters used between transmission-line
resonator KPUP and TES array. The filters are made of niobium. The inductor
is a two-part spiral (magnetic) inductor, where the two parts are joined by a wire
bond. The capacitor is interdigitated. Of the 16 total filters on the chip, all have
the same inductance. The capacitances vary in order to have an array of resonance
frequencies. (b) TES bias curve taken with transmission-line resonator KPUP. The
bias curve was measured at both 300 mK and 400 mK. The TES is AC-biased,
and the constant KPUP bias current is 1.39 mA. Two superconducting transitions
are visible, due to the two layers that comprise the TES. The lower-temperature
transition is for the titanium layer, and the higher-temperature transition is for the
aluminum layer. The titanium transition is narrow.

TES readout
Even though the measured noise for the transmission-line resonator KPUP was
unsatisfactory, we proceeded to integrate it with a TES array. The setup is the same
shown in Fig. 4.3, including the same TES array chip. The KPUP and filter chips
are different, however. The transmission line KPUP chip has been replaced by the
transmission-line resonator KPUP chip, and the filter chip has been replaced by a
new filter design. The new filters are made of niobium, and shown in Fig. 5.5(a).
Similar to the old filter design, there are 16 filters per chip, each with a different
resonance frequency. They are LC resonators again, with the inductance constant
between resonators and the capacitance varying. The capacitors are interdigitated,
just like in the old filters. Since the material is niobium, which has a low kinetic
inductance fraction, the inductor design had to change. The new design is a spiral
inductor, which has mostly magnetic inductance. The inner radius of the spiral is
100 µm, and there are 110 turns of a wire with a width of 1 µm. Each inductor
consists of two such spirals in series, yielding a total inductance of 8 µH. The center
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capacitance is about 20 pF. The resonance frequencies range from 10 to 15 MHz.

The transition-edge sensors used in this experiment are bi-layer devices consisting
of aluminum and titanium. The superconducting transition of titanium occurs at
0.4 K, while that of aluminum occurs at 1.2 K [121]. Thus, we expect to see the
titanium transition at a lower value of the TES bias current. In order to measure the
TES bias curve, the niobium box was installed in a dilution refrigerator and cooled
to 300 mK. The KPUP was excited using a microwave source with a frequency of
3.735 GHz and nominal power of −38 dBm. A DC bias current of 1.39 mA was
applied across theKPUP. The TESwasAC-biased using an RF source at 14.14 MHz,
which corresponds to a filter resonance frequency. The TES current went through
the KPUP, and was up-converted to the microwave regime, where it was coupled
out of the resonator and down the feedline. The up-converted signal was recovered
at room temperature by using a microwave mixer and then measuring with a lock-in
amplifier. The level of the sideband was proportional to the TES current. The power
output of the RF source was swept down in order to map out the TES bias curve.
The measurement is shown in Fig. 5.5(b). The two superconducting transitions are
observed for the two different layers of the TES. The aluminum transition, occurring
at higher bias current, appears to be very wide. The titanium transition, occurring
at a lower bias current, appears to be rather narrow, similar to the AC bias curve
measurement with the lumped-element resonator KPUP (Fig. 3.14(b)). The bias
curve was measured at two bath temperatures: 300 mK and 400 mK. We see that,
for both transitions, the transition occurs at a higher bias current at 300 mK than at
400 mK. This is the same effect that was observed in Sec. 3.3, and is to be expected
given Eq. (3.36).

We proceeded to try to measure the noise with the TES setup, even though the
lowest KPUP noise we measured was 40 pA/

√
Hz. The experimental setup was

the same as for the bias curve measurement. This time, the lock-in amplifier
outputs were sampled at a rate of 500 kHz. We first tried to measure the noise
with the TES superconducting, just like with the lumped-element resonator KPUP.
Fig. 5.6(a) shows this measurement. The noise taken with no TES bias applied
corresponds to the Johnson noise of the TES shunt resistor, as expected. When the
AC bias is turned on, there appears to be additional noise, even though the TES is
still superconducting. This could be related to the finite impedance of the KPUP.
The KPUP has an input inductance of 5.6 µH including the 3-pole filter, and this
corresponds to an impedance of 0.5 mΩ at the TES bias frequency of 14.14 MHz.
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Figure 5.6: (a) Measurement of noise using transmission-line resonator KPUP with
TES superconducting. The green curve is the noise with no TES bias applied. The
red curve is the noise with an AC TES bias applied. Measurement was taken at
300 mK. (b) Measurement of noise with TES biased in the middle of its transition.
This measurement was taken at a bath temperature of 300 mK.

We also note that the noise spectrum taken with the bias on has a 1/ f component,
while the one with bias off does not.

In order to measure the TES noise, we wanted to bias it in the middle of the
titanium transition. The aluminum transition was not used because the current
going through the KPUP is higher than in the titanium transition. A lower TES
current is advantageous, as it allows us to use a higher KPUP bias current and put
the KPUP in a more sensitive regime. Unfortunately, the titanium transition was
narrow, so just like with the AC measurement using the lumped-element resonator
KPUP, it was a challenge to bias the TES in the middle of its transition. We still
attempted to measure the noise when the TES was biased as close to the middle
of the transition as possible. The result is shown in Fig. 5.6(b). The shape of the
noise spectrum is similar to the result of the DC-biased TES measurement with the
lumped-element resonator KPUP (Fig. 3.12(c)). The main difference is that there
is no 1/ f noise in the new measurement. However, the out-of-band noise is seen
at about 100 Hz, just like in the DC measurement. The roll-off at about 10 kHz is
due to an RC filter that was placed before the ADC. The TES phonon noise feature,
which is expected to occur at about 10–100 Hz, is not visible, just like in the earlier
measurement. An improvement in the measurement of the KPUP intrinsic noise
might lead to a measurement of the TES phonon noise with this device.
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C h a p t e r 6

OTHER DEVICES

6.1 Magnetic field sensor
Introduction
As discussed in Sec. 1.4, SQUIDs are the most sensitive magnetometer available.
In many applications such as TES readout, SQUIDs are operated as current sensors
by using an input coil to transduce a change in electric current to a change in
magnetic flux, which is then measured by the SQUID. The KPUP devices discussed
so far in this thesis address similar current sensing applications. However, the
SQUID is natively a magnetic field sensor, as it is geometrically a loop, and is best
characterized by its flux sensitivity, which is typically ∼1 µΦ0/

√
Hz. It is possible

to make a similarly flux-sensitive KPUP device by simply using a loop geometry.
A similar device was independently developed and demonstrated by another group
in 2014 [193]. A schematic of such a device is shown in Fig. 6.1. The device
is very similar to the lumped-element resonator KPUP current sensor. It is also
a lumped-element microwave resonator, with the main difference being that two
kinetic inductors are used in parallel, in order to form a current loop. Because
nanowires were effective as kinetic inductors in the current sensor, we employ
nanowires as the kinetic inductors in this device as well. The resonance frequency
of the device is ωr =

√
2/LC, where C is the device capacitance and L is the total

inductance of each branch. Themagnetic inductance is expected to be significant due
to the loop geometry. The device is coupled to a feedline via a coupling capacitance
Cc. A generator sends a carrier tone down the feedline. The transmission through
the feedline, which is read out by a low-noise cryogenic amplifier, shows a dip at the
resonance frequency. Due to the loop geometry, the device is sensitive to magnetic
fields. A DC bias field is provided by an external coil. The magnetic flux within
the loop induces a current, causing the resonator inductance to change due to the
kinetic inductance nonlinearity. The change in inductance is observed as a shift in
the resonance frequency in the transmission data.

A magnetic field perturbation δB corresponds to a flux signal δΦ = A δB in the
device, where A is the area of the loop. A current signal δI = δΦ/L is induced in the
loop, and mixes with the current from the microwave excitation tone in the resonator
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Figure 6.1: Circuit diagram for magnetic-field sensor KPUP. The device is an LC
resonator coupled to a feedline, which is represented as the two transmission line
sections. The coupling is achieved via a coupling capacitor. A carrier is generated
by a microwave source and sent through the feedline, and the transmission is read
out by an amplifier represented as the input impedance Z0. The device has a loop
geometry with two inductors in parallel. An external coil is used to provide bias
and signal magnetic fields, which change the resonance frequency of the resonator
by inducing a circulating current which changes its kinetic inductance.

due to the nonlinearity in the kinetic inductors. If the microwave frequency isωc and
the signal frequency is ωs, then sidebands are created in the device at frequencies
ωc ± ωs, in the same way as in the previously-discussed resonator devices. If
ωs < ωr/2Qr , the bandwidth of the resonator, then the sidebands can couple out of
the resonator and be seen at the end of the feedline by the readout amplifier. The
total transmission is then mixed with the microwave excitation frequency at room
temperature in order to recover the signal. Since it is a microwave resonator, this
device has many of the same advantages of the resonator current-sensor KPUPs we
have discussed. A large number KPUPs can be coupled to the same feedline if they
have different resonance frequencies, yielding an array of magnetic field sensors. A
unique advantage of this device is that, if the bias field is roughly constant over the
area of the array, a single coil can be used to bias all of the detectors in the array. Such
an array would be useful for mapping out small variations in magnetic field over a
finite area, for applications such as non-destructive evaluation or characterization of
magnetic materials.

Response and sensitivity
The magnetic-field sensor KPUP is essentially the same device as the lumped-
element version of the current sensor KPUP, except with two kinetic inductors
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instead of one. The expression for the transmission through the feedline is the same:

S21(ω) = 1 − Qr

Qc

1
1 + j2Qr x

, (6.1)

with Qc and Qr respectively the coupling and total resonance quality factors and
x = (ω − ωr)/ωr the detuning. We refer to the discussion of Sec. 2.3 to obtain the
response to a perturbation in the detuning:

δS21(ω; ν) =j Qi

2
χc χg(ω) e−j2φg(ω) ζ(ω; ν)

× [δx(ν) + δxTLS(ν)] + δSa(ν), (6.2)

where δxTLS and δSa are fluctuations due to TLS noise and amplifier noise, re-
spectively. The coupling efficiency χc, detuning efficiency χg, phase angle φg, and
ringdown response ζ are defined as

χc =
4QiQc

(Qi +Qc)2
(6.3)

χg(ω) =
1

1 + 4Q2
r x2

(6.4)

φg(ω) = tan−1(2Qr x) (6.5)

ζ(ω; ν) = 1 − S21(ω + 2πν)
1 − S21(ω)

. (6.6)

We must now find an expression for the frequency perturbation δx in terms of the
magnetic flux signal δΦ. As with the current sensor, we can express the frequency
perturbation as

δx = −δωr

ωr
=

1
2
δL
L
, (6.7)

where we are careful to note that ωr =
√

2/LC in this case, as the two inductance
branches are in parallel. If the kinetic inductance fraction for each branch is α, then
we have

δx =
α

2
δLk

Lk
. (6.8)

Then, as in Eq. (2.71), we have

δx =
αLk I2

4N0 ∆
2
0 V

, (6.9)

where, again, all of the quantities pertain to a single inductive branch of the two in
the resonator.
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The current can be found from the relation [86]

Φ + µ0λ
2
∮

J · ds = nΦ0, (6.10)

where the integral is over a path encircling the loop of the device. Here, λ is the
penetration depth and not the Pearl length. The quantity on the right-hand side, first
discussed by London [83], is known as the fluxoid, and is quantized in units of the
magnetic flux quantum Φ0. It is easy to see that the left-hand side of Eq. (6.10) is
zero when the integration path encloses no hole. Thus, the integration path may be
deformed such that it is further than λ away from the perimeter of the hole. If this
can be done throughout the entire integration path, then the integral is zero because
the current density is zero away from the hole. In that case, the flux is equal to
the fluxoid, which gives rise to the popular notion of “flux” quantization. However,
in our case we assume that the nanowires are narrower than the penetration depth.
Since the path must go through the nanowires, they give a finite contribution to the
integral: ∮

J · ds = 2l
I
wt
, (6.11)

where l and w are the length and width of the nanowire, t is the thickness of the
film, and the factor of two is due to the fact that there are two nanowires. We have
assumed as usual that the current density is uniformwithin the nanowire. Combining
the above two equations, we find the relationship between the external flux and the
current:

Φ + 2Lk I = nΦ0. (6.12)

Now we let Φ = Φb + δΦ, with Φb being the bias and δΦ being the signal. Then we
can write the frequency perturbation in terms of the external flux,

δx =
α(nΦ0 − Φb)2

16N0 ∆
2
0 V Lk

− α(nΦ0 − Φb) δΦ
8N0 ∆

2
0 V Lk

. (6.13)

The fractional frequency responsivity to the magnetic flux signal is

Rx =
dx
dΦ
=
α(Φb − nΦ0)
8N0 ∆

2
0 V Lk

. (6.14)

We see that the resonance is most sensitive to fluctuations in the external magnetic
fluxwhen the kinetic inductance fraction of each branch is high, the pairing energy is
low, and the volume of the kinetic inductors is low. Although the kinetic inductance
Lk appears in the denominator, since α appears in the numerator it is still important
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to have a high kinetic inductance for each branch. Thus, following the same logic as
for the lumped-element current sensor KPUP, it makes sense to use titanium nitride
nanowires as the kinetic inductors. We also note that it is important for the external
bias flux Φb to be far from the fluxoid nΦ0. We can now finally write the resonator
response in terms of the external flux perturbation:

δS21(ω; ν) =jα(Φb − nΦ0)
8N0 ∆

2
0 V Lk

χc χg(ω) e−j2φg(ω) ζ(ω; ν) δΦ(ν) (6.15)

+ j
Qi

2
χc χg(ω) e−j2φg(ω) ζ(ω; ν) δxTLS(ν) + δSa(ν). (6.16)

We now proceed to estimate the flux noise for this device. As we did with the
current sensor, we make a number of assumptions to simplify the calculation. With
adiabatic perturbations and zero detuning from the resonance, we have χg → 1,
φg → 0, and ζ → 1. We also choose n = 0 so that Φb = −2Lk Ib, where Ib is the
effective bias current induced by the flux. Then we can write

δS21(ν) = −j
αχcQi Ib

8N0 ∆
2
0 V

δΦ(ν) + j χcQi

2
δxTLS(ν) + δSa(ν). (6.17)

Using this equation, we can define an estimator for converting fluctuations in the
phase of the transmission into estimates for changes in external magnetic flux:

δΦ̂(ν) = ∂Φ

∂ImS21
δImS21(ν). (6.18)

Recalling that δSa = δIa + j δQa, we have

δΦ̂(ν) = δΦ(ν) +
4N0 ∆

2
0 V

αIb
δxTLS(ν) +

8N0 ∆
2
0 V

αχcQi Ib
δQa(ν). (6.19)

Then the flux noise level for the system can be calculated by taking the spectral
density of the last two fluctuation terms:

SΦ =

(
4N0 ∆

2
0 V

αIb

)2

STLS +

(
8N0 ∆

2
0 V

αχcQi Ib

)2
kBTa

2Pg
. (6.20)

We can now estimate the noise for a typical device. Following the procedure of
Sec. 2.3, the above expression becomes

SΦ =

(
4N0 ∆

2
0 V

αIb

)2 (
STLS +

kBTa

4abif ωr E∗

)
. (6.21)
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We may estimate E∗ as the pairing energy Ep = 2N0 ∆
2
0 V . The total volume of a

pair of TiN nanowire kinetic inductors can be taken as V = 0.001 µm3; then we get
E∗ ≈ 0.6 aJ. Then, with ωr/2π = 5 GHz and Ta = 5 K as the resonator frequency
and amplifier noise temperature respectively, the added noise of the amplifier is
approximately 10−15 Hz−1, dominating over the TLS noise STLS ≤ 2 × 10−21 Hz−1.
We take α = 0.75 as a reasonable value for the kinetic inductance fraction of each
branch, and set the bias as Ib = 10 µA. Then we have

S1/2
Φ
≈ 1

µΦ0√
Hz

. (6.22)

That is to say, we may be able to detect magnetic flux signals as low as 10−6 of the
flux quantum in a bandwidth of 1 Hz. If demonstrated, this would make this version
of the KPUP competitive with SQUIDs as a magnetometer.

Quantum-limited noise in the bifurcation regime
As was discussed for the previous two resonator devices above, it is anticipated
that the magnetometer KPUP should be able to achieve quantum-limited noise by
operating in the strongly nonlinear regime. We begin to show this by defining the
noise energy density as is done in the SQUID literature [159],

Sε =
SΦ
2L
, (6.23)

where L is the total inductance of the resonator. Taking E∗ ≈ Ep = 2N0 ∆
2
0 V and

ignoring the TLS noise as we did above, we then get

Sε ≈
1

abif

(
1
α

) (
Ep

Lk I2
b

) (
kBTa

~ωr

)
× ~

2
. (6.24)

As discussed for the previous devices, the factors in parentheses are all greater than
unity. In this case, the prefactor 1/abif = 9/4

√
3 ≈ 1.3 is also greater than unity, so

it appears that it will be slightly more difficult to reach the quantum limit for this
device. However, it may still be possible in future experiments by operating in the
bifurcation regime with a > abif. Experimentally, operating on the steep left side
of the nonlinear resonance gives a very large transfer function which would lead to
a very small noise. It would seem from Eq. (6.24) that the noise energy could then
be arbitrarily small, which is not physically possible. Thus, a theory of the noise
including quantum effects and the nonlinear behavior of the resonance is needed in
order to show how to reach the proper quantum limit, and presents an interesting
direction for future research.
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Figure 6.2: (a) Preliminary magnetic field sensor device. It has the same design as
preliminary lumped-element KPUP of Fig. 3.1, except that there are two nanowires
in parallel. They form a square loop that serves as the detection loop for external
magnetic flux. (b) Sweep of readout power in a transmission measurement on the
preliminary device. The readout power was swept from a nominal −97 dBm (dark
blue) to −76 dBm (red). The lower-frequency resonance does not appear to shift.

Preliminary measurements
The preliminary magnetic field sensor device was the same as the preliminary
current sensor device discussed in Sec. 3.1, except that there were two nanowire
inductors in parallel. The parallel geometry formed a square loop of which each
side had a length of 100 µm. This loop was intended to serve as a detection loop
for external magnetic flux. Part of the layout for this device is shown in Fig. 6.2(a).
The device was cooled to 20 mK in a dilution refrigerator, and the feedline was
probed with a vector network analyzer. A power sweep measurement was done
on the resonance at 1.87 GHz, shown in Fig. 6.2(b). The nominal readout power
was swept using the network analyzer from −97 dBm to −76 dBm. There are two
resonances in the measured frequency range. The lower-frequency resonance does
not appear to shift, suggesting that it is spurious. The higher-frequency resonance
displays behavior characteristic of a Duffing oscillator, which is expected due to the
kinetic inductance nonlinearity. However, the resonance appears to be distorted at
higher values of the readout power. In addition, the depth of the resonance seems
to decrease drastically with increasing readout power. This is unexpected, because
the change in the surface impedance should be purely reactive, and there should be
no additional dissipation relative to the low-power resonance. It is likely that, if the
resonance depth did not change, the two resonances would couple at higher readout



128

powers, similar to the two resonances examined in Sec. 3.1. As it is, the power in
the resonator is too low when it is close to the other resonance in frequency space
in order for them to couple.

We attempted to measure the magnetic field response of this resonator as well. A
Helmholtz coil was arranged such that the chip was roughly in its center. The
current through the coil was increased, and the resonance was monitored on the
vector network analyzer. However, the device did not respond as expected. While
the resonance did appear to shift in response to themagnetic field from theHelmholtz
coil, the shifts were fractions of a linewidth, when several linewidths were expected.
The resonance shift also exhibited a transient effect. Immediately after the coil
current was increased, a large shift was observed, but the resonance relaxed to a
frequency very close to its original frequency on a time scale on the order of ∼1 s. It
is likely that this issue was caused by an additional current loop in the geometry. It
is clear from Fig. 6.2(a) that, in addition to the loop between the two inductors, there
is another loop going around the hole in the ground plane where the resonator is
situated. A screening current was probably induced in this larger loop in response to
the magnetic field. In the inductors, this current has opposite polarity to the current
from the intended detection loop, and thus cancels it out. The result is a very small
frequency shift. It is also likely that this outer current loop was responsible for the
apparent dissipation from the power sweep measurement. The RF magnetic field
induced from the microwave power in the resonator could have coupled to the outer
loop and induced an RF current along the hole in the ground plane. Thus, power
was lost from the resonance, and the apparent quality factor was reduced. Thus, it
was necessary to redesign the chip and remove potential current loops.

Design
The first step for the new design of the magnetic-field sensor KPUP chip was
to redesign the feedline. The feedline in the preliminary device had not had a
characteristic impedance of 50Ω, and the resulting reflections had caused ripples in
the transmission data. For the new chip we wanted to design a feedline that would
be 50Ω. In addition, a primary concern for the new chip was to eliminate extra
loops that could pick up external magnetic fields. The reason why there was an
extra loop in the previous chip was that the resonator was situated in a hole in the
ground plane. One way to couple a resonator to the feedline without making a hole
in the ground plane is to put the resonator between the center conductor and one
of the ground planes. This type of design has several advantages over the usual
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Figure 6.3: Part of layout of magnetic-field sensor KPUP chip. The feedline is still a
CPW, but now has a zipper structure. The resonators are placed between the center
conductor and the ground planes in an alternating pattern. There are eight resonators
per chip. (Inset) Layout of one of the resonators. The resonator is a square loop with
interdigitated capacitor in the interior of the loop. Each side of the square is 170 µm
long. The bottom of the resonator is monolithically connected to the ground plane,
and the top is connected to the center conductor through a coupling capacitor. The
other two sides of the loop contain nanowire kinetic inductors.

approach. Usually, the resonator is coupled to the center conductor of the feedline
via a coupling capacitor. In most cases, including in the preliminary device, the top
electrode of the capacitor has to be wire bonded to the center conductor. However,
if the resonator is placed between the center conductor and the ground plane, the top
electrode of the coupling capacitor can be monolithically connected to the center
conductor. In addition, the bottom of the resonator, which must be grounded, can
be monolithically connected to the ground plane. Thus, we eliminate the need for
wire bonds while maintaining a single-layer, planar geometry.

Since the resonator had to fit between the center conductor and the ground plane,
the gap had to be quite large. In order to achieve a characteristic impedance of 50Ω
for the feedline, a zipper structure was used, as it would increase the capacitance
per unit length of the feedline. There are zipper-like “teeth” alternating between the
center conductor and each ground plane. The teeth from the center conductor come
to a distance of 5 µm from the ground plane, and vice versa. The width of the center
conductor is 800 µm. The width of each tooth is 150 µm, and the length is 345 µm.
This design is shown in Fig. 6.3.

The resonator was designed to have a square loop, as before. However, for this
version of the device, the capacitor of the resonator was interdigitated within the
loop itself. This design is more compact, and exactly resembles the schematic of
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Fig. 6.1. The fingers of the capacitors do not screen the magnetic field, as the field
penetration depth is expected to be much greater than the thickness of the film. We
chose the film thickness to be 10 nm, and the material to be titanium nitride. Using
the corresponding Tc = 3 K and the equation

Ls =
~ρn

π∆0 t
, (6.25)

we get Ls = 46 pH/�. Then the penetration depth

λ =

√
Lst
µ0

(6.26)

is approximately 600 nm, which is indeed much greater than the film thickness.

There is a nanowire kinetic inductor on either side of the interdigitated capacitor.
The length of each side of the loop was chosen to be 170 µm. The capacitor finger
width and spacing were chosen to both be 1.8 µm. Then, using the formula

C =
A

4W
ε0(εr + 1) (6.27)

from Sec. 2.3, the capacitance of the resonator is approximately 0.46 pF. This
capacitor design was simulated using Sonnet [186], and the value for the capacitance
was found to be 0.45 pF, so the simulation agrees with the approximate analytical
formula.

There are eight resonators on the chip. The resonators are arranged in an alternating
pattern, with resonators adjacent in frequency space in contact with opposite ground
planes. This was done in order to reduce the potential for crosstalk between the
resonators [192]. Each resonator had the same capacitance, but a different resonance
frequency was desired for each, so the nanowire kinetic inductors were designed to
be different. The nanowires were all designed to be 150 nm wide, and their lengths
increased linearly from 1 to 8 µm. The corresponding inductances of the individual
nanowires increased linearly from 0.3 nH to 2.4 nH. Assuming a kinetic inductance
fraction of 0.75, the design values for the resonance frequencies

fr =
1

2π

√
2α

LkC
(6.28)

ranged from 5.4 GHz to 10.6 GHz, where we have also included the contribution of
the sections that taper to either end of the nanowire to the total kinetic inductance.
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Figure 6.4: (a) Transmission through feedline of magnetic-field sensor KPUP chip,
showing lowest-frequency resonance at 4.381 GHz. The uncorrected data shows a
symmetric resonance with no significant ripple in the transmission. (b) Temperature
sweep measurement for magnetic-field sensor KPUP. The resonance frequency of
the lowest-frequency resonance was monitored with a vector network analyzer as
the temperature was swept down from 1 K to 20 mK. Data (blue dots) and best-fit
curve (dashed line) are shown.

Temperature response
The chips were fabricated to specifications, and then one was installed in a dilution
refrigerator. It was cooled to a temperature of 20 mK, and the transmission through
the feedline was measured using a vector network analyzer. All eight resonances
were observed, though there were several extra resonances as well. The resonance
frequencies of the resonators were somewhat lower than the design values, and
ranged from 4.8 GHz to 9.1 GHz. It is likely that we overestimated the kinetic
inductance fraction for this design. Since it is a loop, the magnetic inductance may
be significant. Assuming this is the reason for the discrepancy, the true kinetic
inductance fraction should be α ≈ 0.6.

The lowest frequency resonance occurred at 4.831 GHz. The transmission data,
shown in Fig. 6.4(a), shows that the resonance is quite symmetric and that the
transmission has no significant ripple even without correction. The zipper-like
CPW feedline design appears to have reduced reflections.

In order to find the critical temperature of this film, the temperature of the dilution
refrigerator was swept, and the resonance frequency of the lowest-frequency res-
onator was monitored using the vector network analyzer. A nominal readout power
of −96 dBm was used throughout the measurement. The temperature was swept
down from 1 K to 20 mK, in steps of 25 mK. The data from the measurement is
shown in Fig. 6.4(b). The quasiparticles generated by thermal fluctuations at higher
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temperatures caused the resonance frequency to shift according to

δ fr
fr
∝ −e−∆0/kBT, (6.29)

as discussed in Sec. 3.2. The fit to the data, shown in the plot, shows that the critical
temperature Tc = ∆0/1.76 kB was 3.11 K.

Magnetic field response
In order to measure the magnetic field response of the KPUP, we constructed a
Helmholtz coil by winding superconducting wire around an aluminum frame. The
coil was installed in the dilution refrigerator around the device, such that the device
was approximately in the center of the coil, and such that the field produced by
the coil would be normal to the plane of the device. The magnetic field provided
by the coil was approximately 2.4 µT/mA. A separate pair of wires ran out of
the refrigerator in order to send a current through the coil. The setup was cooled
to a temperature of 20 mK, and the transmission was measured using a vector
network analyzer. A nominal power of −86 dBm was applied to the feedline. A DC
voltage source along with a 6.5-kΩ resistor was used to supply the current to the
Helmholtz coil. The voltage was swept, and all of the resonances were measured.
All eight of the resonators showed a strong response to the magnetic field. The
data from the resonator with the strongest response is shown in Fig. 6.5. The
unperturbed resonance frequency of this resonator was 6.386 GHz. The resonance
shifts downward in frequency with increasing magnetic field, as expected. However,
when the field reaches a certain value, the resonance frequency jumps back to
6.386 GHz and begins shifting downward from that point again as the magnetic
field continues increasing. This happens again with a regular periodicity of about
1.12 µT. Within each period, the data appears to follow a quartic trajectory, similar
to the other devices we have discussed. The data from the first period for this
resonator was fit to the function

δ fr
fr
= −B2

B2
2
− B4

B4
4
. (6.30)

The quartic function agreed verywell with the data, with fit parameters B2 = 3.44 µT
and B4 = 2.16 µT.

The probable explanation for the periodicity is that, at a certain point, the current
flowing through the loop surpasses the critical current of one (or both, if they are
truly identical) of the nanowires. At that point the nanowire stops superconducting,
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Figure 6.5: Measurement of magnetic-field response of KPUP device. Data from
the resonator with the strongest response is shown. The response is quadratic with
increasing magnetic field, until the current goes back to zero. The period for this
sudden change is approximately 1.12 µT.

so the supercurrent can no longer flow along the loop of the resonator. The induced
current then abruptly returns to zero, and thus the resonance frequency returns to
its unperturbed value, as seen in Fig. 6.5. Although the current is zero, there is
still a finite applied flux, and the fluxoid quantization condition (Eq. (6.10)) must
still be satisfied. Thus, at this point the fluxoid increases by a finite integer number
of flux quanta. For this device, the number is n = 16. Then, as the applied flux
is increased further, the fluxoid remains constant and the induced current increases
from zero up until it equals the critical current again, at which point the fluxoid
increases by n = 16 once more. Thus, the response of the device is periodic in the
applied flux, with a period of 16Φ0. The critical current corresponding to the period
of 16 flux quanta is Ic = 9.74 µA. It is unclear why the critical current is less than
that of the nanowire in the lumped-element current sensor, but it is of similar order
of magnitude. Out of the eight resonators, this one had the greatest critical current,
which is expected because it had the strongest magnetic field response. However,
the critical currents of all eight resonators were in the range ∼8–10 µA. It was
expected that they be similar, because all of the nanowires nominally have the same
cross-sectional dimensions.

The resonance frequency of the 6.386-GHz resonance shifted by over one gigahertz
in a single period. The maximum frequency shift corresponds to a fractional
frequency shift of 18%. Such a strong magnetic field response suggests that this
resonator could be useful as amagnetic field sensor. From the fit to the field response,
the device responsivity is d f /dB = 2.25 GHz/µT and the resonance frequency is
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f = 5.553 GHz at a bias of B = 1 µT. We may use this to estimate the noise in
magnetic field units:

SB =

(
1
f
d f
dB

)−2 kBTa

8Q2P
. (6.31)

This device hasQ ≈ 375, and a carrier power of P ≈ 2.5 pWwas used. Assuming an
amplifier noise temperatureT = 5 K, we get S1/2

B = 12 fT/
√

Hz. In units of magnetic
flux, this is equivalent to S1/2

Φ
= 0.17 µΦ0/

√
Hz. If this sensitivity is demonstrated,

the KPUP would similarly sensitive to state-of-the-art SQUIDs, while having the
advantage of being easy to multiplex. We attempted to measure the noise, but a
good noise level was not achieved. The lowest noise observed was ∼10 µΦ0/

√
Hz.

This measurement was taken with the device inside a normal metal shield. The
noise measurement could likely be improved if a superconducting shield is used.

6.2 Resonant parametric amplifier
Background
Efforts to use nonlinearities in physical systems for amplification date back to the
19th century [194]. Interest in electronic amplifiers surged in the 1950s, when the
development of varactors allowed for parametric amplifiers to be constructed in the
microwave and millimeter-wave bands [195]. The capacitance of a varactor can
vary based on an applied voltage. If a “pump” tone is applied to the capacitance,
and a weaker signal tone is also applied to the circuit, four-wave mixing may occur
and power may be transferred from the pump to the signal, achieving amplification.
The process of four-wave mixing was described in Sec. 2.4 and will not be repeated
here. Although it was described in the context of traveling-wave devices, four-wave
mixing can occur just as easily in standing-wave devices, as well as in diodes such
as in the varactor circuits. Because the process relies on a nonlinear reactance, in
principle a parametric amplifier need not produce excess thermal or shot noise. In
fact, the noise performance of a parametric amplifier can be limited solely by quan-
tum fluctuations [196]. However, varactor-based amplifiers did have excess noise
in practice, and were eventually out-performed by cryogenic transistor amplifiers
such as HEMT and bipolar silicon-germanium (SiGe) transistor amplifiers [197].
These amplifiers are now standard for many microwave applications, and have noise
temperatures dropping below 1 K/GHz. However, this noise performance is much
higher than the quantum limit of h/kB ≈ 48 mK/GHz, and is inadequate for some
applications. There is currently increasing interest for low-noise microwave ampli-
fiers for applications such as quantum information [198].
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Figure 6.6: Standing-wave Josephson parametric amplifier developed at NIST [199].
(a) The device consists of a 5-mm-long transmission line interrupted periodically
by Josephson junctions. The zoomed-in images below show the input and output
coupling capacitors, which serve as end nodes of the standing wave on the line.
(b) Scanning-electron micrograph of the Josephson junctions. They are placed in a
SQUID (i.e., a loop) geometry so that their inductance may be tuned by application
of an external magnetic field. (c) Measured gain of the device. The gain-bandwidth
product is about 40 MHz. Figure reprinted from [200].

The first superconducting parametric amplifier was proposed in 1963 [201] af-
ter early measurements of the nonlinear kinetic inductance of superconducting
indium [202]. These early proposed parametric amplifiers were standing-wave
transmission-line devices [203]. The first such device was demonstrated in 1964 by
Clorfeine [204], who achieved 11 dB of gain at 6 GHz with a gain-bandwidth prod-
uct of 1 MHz, using a thin film of superconducting tin. It was conjectured [205] that
the result was actually due to the nonlinearity from naturally-occurring Josephson
junctions in the film. Since then, intentionally-fabricated Josephson junctions have
been found to reliably exhibit parametric gain with nearly quantum-limited noise
performance and better gain-bandwidth products than Clorfeine’s result [206–208].
Standing-wave transmission line Josephson parametric amplifiers have also been
developed [199]. In a recent device developed at NIST (Fig. 6.6), a series-array
of Josephson junctions is distributed along a transmission line in order to create a
nonlinear medium where four-wave mixing can occur. The noise performance of
this device approaches the quantum limit as well. In addition, when operated in
the degenerate mode with pump and signal frequencies coinciding, the device only
amplifies the quadrature component that is in phase with the pump, thus having
noise even lower than the standard quantum limit for this quadrature.

In recent years, attention has returned to superconducting parametric amplifiers uti-
lizing the nonlinearity of the kinetic inductance. In 2007, Thólen et al. [183] demon-
strated niobium CPW microresonators that exhibited parametric gain of 22.4 dB at
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3 GHz and 6 GHz. These were very narrow-band devices, with resonator linewidths
of several kilohertz. Then, in 2012, Eom et al. demonstrated a traveling-wave ki-
netic inductance parametric amplifier with nearly quantum-limited noise and with a
bandwidth of 8–14 GHz [174]. This device was described in Sec. 2.4, and the details
will not be repeated here. This amplifier has a modest gain of ∼10 dB. For appli-
cations at a defined, narrow band requiring higher gain and low-noise performance,
it may be advantageous to use a resonant parametric amplifier based on the kinetic
inductance nonlinearity. The effective path length for such a device can be much
larger than what can be practically achieved in an on-chip traveling-wave device,
resulting in higher parametric gain.

Preliminary measurements
Our first TiN nanowire resonators, described in Sec. 3.1, were also used for pre-
liminary measurements of parametric gain. The experiment was very similar to
the experiment shown in Fig. 3.3; the experimental setup is the same. The device
was cooled in a dilution refrigerator, and the transmission through the feedline was
monitored with a vector network analyzer. The resonance that was probed in this
case was at 1.9 GHz. A pump tone was applied close to the resonance frequency. In
the pump-probe experiment, the pump tone was applied higher than the frequency
of the resonance. Power coupled into the resonance, and it shifted further from the
frequency of the pump tone. Here, we apply the pump tone below the frequency of
the resonance. As power couples into the resonator, it shifts downward in frequency,
and its resonance frequency approaches the frequency of the pump tone. This allows
the pump tone to couple additional power into the resonator, driving the process of
four-wave mixing in the nonlinear kinetic inductor. The pump power amplifies the
readout frequencies from the network analyzer. The resulting power couples out of
the resonator and is seen as a peak in the transmission through the feedline. As the
readout frequency is swept, the gain profile is mapped out in frequency.

The frequency and power of the pump tone were swept in order to characterize the
parametric gain of this resonator. The highest gain observed is shown in Fig. 6.7(a).
The pump tone was applied at 1.879 GHz, with a nominal power of −86.3 dBm. The
device provided parametric gain of about 35 dB over a −3-dB bandwidth of about
150 kHz. Fig. 6.7(b) shows a gain peak with one of the largest bandwidths observed
for this resonator. The pump tone was applied at 1.8732 GHz, with a nominal power
of −88.7 dBm. The observed gain peak had a height of about 18 dB, with a −3-dB
bandwidth of about 2 MHz.
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Figure 6.7: (a) Transmission measurement of nanowire resonator chip. The blue
curve is with pump off, and the red curve is with pump on. A pump tone at a
frequency of 1.879 GHz and nominal power of −86.3 dBm is applied to the feedline.
Parametric gain of about 35 dB over a−3-dB bandwidth of approximately 150 kHz is
observed. (b) Transmissionwith pump tone at 1.8732 GHz andwith a nominal power
of −88.7 dBm. The blue curve shows the transmission with pump off. Parametric
gain of about 18 dB over a −3-dB bandwidth of approximately 2 MHz is observed.

Design
A new device was designed to perform specifically as a resonant parametric ampli-
fier. However, since good values of gain were achieved with the preliminary device,
minimal changes were made. The primary change was the use of shorter nanowires,
because this would reduce the inductance of the resonator and thus increase the
resonance frequency. Another group at Caltech was interested in possibly using a
resonant parametric amplifier operating at about 6 GHz, so we designed the new
devices for that frequency range. A 10-nm-thick film of titanium nitride was to be
used as the device layer. The chip consisted of an array of eight lumped-element
resonators. Each resonator was coupled to a CPW feedline through a coupling
capacitor. The capacitance of each resonator was the same, and was designed to be
about 0.6 pF. The inductors were nanowires with a common width of 50 nm and
lengths ranging from 390 to 620 nm. Just like with the lumped-element current sen-
sor device, the nanowires were designed with curved ends in order to reduce current
crowding. The resulting estimates for the inductances ranged from 0.35 to 0.56 nH.
The resonance frequencies were designed to be between 6.15 and 7.75 GHz. The
resonators were arranged in an alternating pattern in frequency space in order to
reduce crosstalk.
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Figure 6.8: (a) Transmission through feedline of parametric amplifier chip. The blue
curve shows transmission with pump off, and the red curve is with pump on. The
resonance probed is at 5.393 GHz. The pump is applied at 5.318 GHz. Parametric
gain of about 29 dB is observed over a −3-dB bandwidth of about 4 MHz. (b) A
different resonance. The blue curve is with pump off, and the green curve is with
pump on. The pump is applied at 5.546 GHz. The observed parametric gain is
16 dB over a −3-dB bandwidth of 18 MHz.

Measurements
The devices were fabricated and a chip was installed in a dilution refrigerator. The
refrigerator was cooled down, and the transmission through the feedline was mea-
sured using a vector network analyzer. The resonance frequencies were somewhat
smaller than the design values. This is probably because the kinetic inductance of
the tapered sections on either end of the nanowires was not considered in the design.
It is also possible that the kinetic inductance fraction is lower than expected, and the
resonators have higher magnetic inductance.

Parametric gain was measured for each resonance by applying a pump tone at
a frequency slightly below the resonance frequency, and sweeping its power and
frequency. The highest gain observed with this chip is shown in Fig. 6.8(a). Gain
of about 29 dB was observed over a −3-dB bandwidth of 4 MHz. This gain is less
than the highest gain of the preliminary device, but the bandwidth is even greater
than the highest bandwidth found on the preliminary device. The gain-bandwidth
product for this mode is approximately 3 GHz, whereas the gain-bandwidth product
for the highest-gain mode in the preliminary device was approximately 0.5 GHz. In
Fig. 6.8(b), the mode with the highest bandwidth is shown. Gain of about 16 dB was
observed over a −3-dB bandwidth of about 18 MHz. The gain-bandwidth product
of this mode is approximately 0.7 GHz.
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The added noise of the second mode was measured. Along with the pump tone,
another microwave source was used to send a weaker signal tone at 5.502 GHz,
corresponding to the peak of the gain profile. The power output from the feedline
was measured using a spectrum analyzer at room temperature. The noise level was
measured in a narrow band around the signal frequency, with the pump on and off.
These noise levels were compared to each other in order to determine the added noise
of the parametric amplifier. The added noise was measured to be approximately
0.8 microwave photons. In order to perform this measurement, two 50-Ω resistor
terminations were used: one at the mixing chamber of the dilution refrigerator, and
one at the 4-K stage. A cold switch was used at the HEMT input in order to switch
between the mixing-chamber resistor, 4-K resistor, and the device. When the HEMT
input was connected to the resistor at the mixing chamber, the noise power spectrum
was measured:

[(TMC + TH)GH + nR]GR + nA = PMC. (6.32)

Here, TMC is the noise temperature corresponding to the Johnson noise of the
resistor, TH is the HEMT noise temperature, GH is the HEMT gain, nR is additional
noise before the room-temperature amplifier, GR is the gain of the room-temperature
amplifier, and nA is additional noise after the room-temperature amplifier. The noise
power is averaged over the flat part of its spectrum. The room-temperature gain can
be absorbed into the HEMT gain as G′H = GHGR, and the additional noise can be
combined as n′A = nRGR + nA, so that we have the simplified expression

(TMC + TH)G′H + n′A = PMC. (6.33)

The noise is also measured with the 4-K resistor connected, and then it is measured
with the device connected, first with the pump off and then with the pump on:

(T4K + TH)G′H + n′A = P4K (6.34)

(Toff + TH)G′H + n′A = Poff (6.35)

(TonGp + TH)G′H + n′A = Pon, (6.36)

where Gp is the gain of the parametric amplifier, a measured quantity. Then
Eq. (6.33) is subtracted from Eq. (6.34), and Eq. (6.35) is subtracted from Eq. (6.36):

(T4K − TMC)G′H = P4K − PMC (6.37)

(TonGp − Toff)G′H = Pon − Poff. (6.38)
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Finally, Eq. (6.37) is divided by Eq. (6.38) to obtain the noise temperature of the
device:

Ton =
1

Gp

[
Toff +

Pon − Poff

P4K − PMC
(T4K − TMC)

]
. (6.39)

Since Toff is not a known quantity, it is assumed that it is equal to TMC, because the
device is not expected to add any noise when the pump tone is off.

A truly quantum-limited amplifier has an added noise of half a photon [209], as the
vacuum energy is ~ω/2. Thus, this parametric amplifier is close to being quantum-
limited, but there is still excess noise. It is likely that the additional noise is due
to imperfections in the apparatus rather than the device, given that the nonlinearity
is nondissipative. The noise of 0.8 photons corresponds to an amplifier noise
temperature of approximately 200 mK.
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C h a p t e r 7

CONCLUSIONS AND OUTLOOK

We have demonstrated a set of devices utilizing the nonlinearity in the kinetic in-
ductance of a superconducting thin film. All of the devices operate in the microwave
regime, where there is ample bandwidth and they can be easily integrated to work
with systems used in astronomy and quantum information. Because the nonlinearity
is purely reactive, all of the devices are non-dissipative, even when the nonlinearity
is driven strongly.

Of the five devices we have presented, all but one can be classified as parametric up-
converters. In these devices, a lower-frequency signal is converted to the microwave
domain, where it can be sensitively detected using microwave electronics. The other
device is a parametric amplifier, where photons from a strong pump tone mix with
those from a weak signal, resulting in amplification of the signal.

All but one of the five devices are resonators, and we have shown that the resonance
frequencies of such superconducting microwave resonators are quite sensitive to
increased electric current in their inductive elements. In particular, the resonance
frequency strongly shifts downward in response to additional current from a direct
electrical connection, a perpendicular magnetic field, or increased microwave power
from the feedline. The other device is a transmission line, which responds to
increased electrical current by increasing its total phase length.

All but one of the devices presented consist of a single layer of superconducting
thin film on a crystalline silicon substrate. This simple design paradigm results in
efficient, low-cost fabrication with fewer variables. Yield has generally been high
for our devices. The other device, a microstrip resonator, could in principle be
re-designed as a co-planar waveguide and fabricated on a single layer as well.

While most other efforts with superconducting microwave devices have avoided
working in the nonlinear regime, our devices perform best when they are highly
nonlinear. For continued development of such devices, we identify a set of general
design and operation considerations, based on the work in this thesis, in order to
make sure the device performance is optimized:

• The device material should be chosen to have a high intrinsic kinetic in-
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ductance fraction. The high normal-state resistivity of titanium nitride and
niobium titanium nitride ensures this, and they additionally have been shown
to have very low intrinsic loss.

• The superconducting condensation energy should be low. Using materials
with low critical temperature ensures this. Titanium nitride is attractive be-
cause theTc can be tuned between 0 and 5 K by controlling the film deposition
parameters.

• The total kinetic inductance of the kinetic inductance element should be high.
Thus, it should have a large aspect ratio. It should be much longer than it is
wide with respect to the direction of current flow.

• The volume of the kinetic inductance element should be low, while allowing
the aspect ratio to remain high; thus the cross-section must be small. To
ensure this, the film thickness can be chosen to be as low as 10 nm.

• The magnetic inductance should be low, in order to ensure a high total kinetic
inductance fraction. The device geometry should be designed such that it
does not have a large magnetic inductance.

• In order to increase dynamic range and sensitivity, it is important for the device
to have a large critical current. Larger cross-sectional dimensions can increase
the critical current, and it is especially important to avoid sharp corners in the
geometry in order to reduce crowding of the current density.

• In order to make use of the available bandwidth in the microwave regime,
it is important to design devices to have a large bandwidth. Traveling-wave
devices are already wide-band devices; for a resonant device, the coupling
quality factor can be designed to be low.

• It is important to use a large microwave readout power in order to reduce the
added noise of the readout amplifier. If a lower-noise amplifier is available, it
should be used. A largemicrowave power also drives the parametric processes,
resulting in stronger device performance.

Further, a quantum, nonlinear theory of device operation should be developed. This
will provide a foundation to optimize the devices further and potentially achieve
quantum-limited operation. This is discussed in the final section of this chapter.
First, we present conclusions for each individual device we have discussed.
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7.1 Lumped-element resonator KPUP
We demonstrated a lumped-element superconducting microresonator that showed a
strong response to a DC bias current. The bias current was applied directly into the
kinetic inductor through a microwave stepped-impedance filter that blocked power
from leaking from the resonator. The inductor was designed to be a nanowire
with curved ends, resulting in a large critical current. The resonance frequency
of the device shifted downward in response to the current, and a total shift of 5%
was observed. The response followed a quartic trajectory, and the reason for the
quartic term is not understood. The current noise of the device was measured to be
8 pA/

√
Hz under optimal bias conditions, which is low enough for TES readout. The

device was then connected to a TES, and the bias curve of the TES was measured by
using the KPUP to measure the TES current. By measuring the bias curve at several
different bath temperatures, we were able to estimate the thermal conductance of the
link between the TES and the bath, as well as the expected phonon noise level. The
phonon noise level was too low to be seen with the KPUP, but the out-of-bandwidth
noise of the TES was observed. A scheme for multiplexing an array of TESs in the
frequency domain for readout with a single KPUP was developed. The TES was
AC-biased, but the resulting transition in the bias curve appeared to be very narrow,
and a good noise measurement was not achieved.

In principle, it should be possible to measure the TES phonon noise with this type
of KPUP. In possible future measurements, the signal provided by a less-resistive
TES could be large enough to be detected by the KPUP. In order to improve the
AC measurement, it is necessary to improve the isolation between the TES and the
KPUP bias line that is used to null the steady-state AC current in the KPUP. This
can be achieved by implementing a separate input on the chip for the nulling comb,
along with its own stepped-impedance filter. Another possible approach is to use a
loop geometry in the KPUP and to magnetically couple both currents into the device
through coupling coils.

If the phonon noise is detected with an AC-biased TES, the KPUP will be ready
for use in a TES array-based instrument. Since the KPUP has a bandwidth on the
order of 100 MHz, a single device could be used to multiplex a small array of TESs,
following the scheme we have developed in this thesis. Then, since the KPUPs
can be easily multiplexed in the microwave domain, the entire system can consist
of an array of KPUPs that each read out an array of TESs. Using this two-stage
multiplexing scheme, it will be possible to have very large arrays of TESs. It may
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also be possible to fabricate the TESs and the KPUPs on the same substrate, making
the overall system simpler.

The same paradigm can be applied to other potential KPUP applications. Detectors
other than TESs can be multiplexed in the same way. The KPUP can also be
operated as a magnetic field sensor by reading out the current from pickup coils
rather than from detectors. If such pickup coils are multiplexed in the frequency
domain, the KPUP would be useful for mapping out a large area of magnetic field
data, especially when using the two-stage multiplexing paradigm described in the
previous paragraph.

Due to its intrinsic ability to be multiplexed in the microwave domain, the KPUP
will be a compelling alternative to the standard technology of SQUIDs. Since
SQUIDs have low bandwidth and dynamic range, they are not natively suited to
work with large arrays of detectors. The necessity of making Josephson junctions
is also a drawback of SQUIDs, as they complicate the fabrication process and make
it more expensive. The single-layer design of the KPUP thus gives it another major
advantage over the SQUID. Even the additional step of electron-beam lithography to
create the nanowires could be avoided in future iterations, as modern photolithogra-
phy systems are capable of writing features as small as 150 nm. The lumped-element
resonator KPUP has a promising future if its noise performance when reading out a
TES is improved.

7.2 Transmission line KPUP
We demonstrated a long superconducting transmission line whose phase length
responded strongly to a current flowing through it. Along with a microwave carrier,
a bias current was applied across the ends of the CPW center conductor. The phase
length changed in a quartic fashion with the magnitude of the bias current. The total
inductance of the line changed by amaximum of 30%. The device had a large critical
current due to its very simple geometry and moderate cross-sectional dimensions.
The current noise of the device was measured to be 5 pA/

√
Hz, which suggests that

the noise performance of the device is limited by the noise of the readout amplifier
following it.

The noise of this device is low enough for TES readout, and if good performance
with a TES is demonstrated, the device could be as promising for applications as the
lumped-element resonator KPUP. The transmission line KPUP has the advantage
of a larger dynamic range and bandwidth, so a single device could be used to read
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out a larger number of TESs or other detectors. Although it is not as intrinsically
easy to multiplex as the resonator KPUP, the transmission line KPUP can also be
multiplexed in the microwave domain by putting a microwave band-pass filter at
either end of the device. An array of transmission lines could be fabricated with
each line having a different corresponding band-pass filter frequency. A comb of
microwave carriers could be sent to the entire array, and the phase delay at each
carrier frequency would be related to the current in its respective transmission line.
Thus, a two-stage multiplexing scheme could be implemented with the transmission
line KPUP as well.

7.3 Transmission-line resonator KPUP
A half-wavelength microstrip resonator was demonstrated that showed a strong
response to a DC bias current. The bias was applied across the ends of the resonator,
through a 3-pole filter designed to isolate the bias line from the microwave power in
the resonator. The resonance frequency of the device shifted downward in response
to the bias current, following a quartic trajectory. The maximum shift observed
was 8% of the original resonance frequency. The critical current was much larger
than that of the lumped-element device, and only 50% smaller than that of the
transmission line. Good noise performance of this device was not achieved, even
though the predicted noise performance was as good as that of the previous devices.
The device was used to read out an AC-biased TES. A bias curve measurement was
made, but the measurement had similar issues to the AC TES measurement with the
lumped-element device. The TES phonon noise could not be seen with this device,
but the out-of-bandwidth noise was observed.

Improving the AC TES measurement is a priority for all of the KPUP devices. It is
not clear why the apparent resistance of the superconducting branch is higher than
it should be, or why the transition appears to be so narrow. It could be related to
the finite input impedance of the isolation filter for this KPUP, similar to the issue
with the lumped-element device. A more careful design of the KPUP chip, possibly
reducing the input impedance, could improve these measurements.

If satisfactory performance is demonstrated for this device, it could be very promis-
ing for applications involving readout of an array of detectors or magnetic field
pickup coils. Because of its large critical current, this device has a larger dynamic
range than the lumped-element KPUP, so it may be able to read out a larger array
of detectors. Then, due to its intrinsic ability to be multiplexed as a microwave
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resonator, a two-stage multiplexing scheme could be easily implemented.

7.4 Magnetic field sensor
We demonstrated a superconducting microresonator that showed a strong response
to externally-applied magnetic flux. The device is a planar resonator in the shape of
a loop, with two nanowires as kinetic inductors. A magnetic field bias was applied
normal to the loop by using a Helmholtz coil. The resonance frequency shifted
downward in response to the magnetic field. The frequency shift was periodic,
and the periodicity is due to the finite nanowire critical current, along with the
phenomenon of fluxoid quantization. Within each period, the frequency shift was
quartic in the applied magnetic field. The maximum frequency shift observed was
18%. Although the predicted noise based on this shift was very low, a good noise
measurement was not achieved. The noise measurement could be improved by using
a superconducting shield.

The periodicity of the response of this device is a drawback, because it limits the
dynamic range. Using a feedback network such as those used with SQUIDs is a
possibility, although it complicates the overall system. For magnetic field detection,
it is straightforward to use one of the current sensor devices with a pickup coil, so
that type of setup could be pursued in order to develop a future KPUPmagnetometer.
Using a current sensor as the detector also has the advantage that, since it does not
contain a loop, it is less sensitive to environmental fluctuations or the Earth’s field.
However, given the very strong response of the loop-based magnetic field sensor, it
may still be worthwhile to continue to develop it. If the noise could be shown to
be lower than that of a SQUID as predicted, the device could become very useful,
and could even be used for the current-sensing applications we have discussed by
utilizing an input coil.

7.5 Resonant parametric amplifier
A superconducting microwave resonator was demonstrated to exhibit parametric
gain when pumped slightly below its resonance frequency. A maximum gain of
29 dB with a gain-bandwidth product of 3 GHz was observed. A gain mode with
a bandwidth of 18 MHz was also observed, and the added noise for this mode was
measured to be 0.8 microwave photons.

If developed further carefully, this type of device could be engineered to have higher
gain or higher bandwidth. The linewidth of the resonance is related to the width
of the gain profile, so a resonator with a low coupling quality factor could have
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larger bandwidth as an amplifier. In addition, if the excess noise is reduced, this
device would be a quantum-limited amplifier, making it potentially very attractive
for applications such as readout of qubits in quantum information experiments.

The idea of the resonator parametric amplifier could be further developed as well. It
may be possible to combine the processes of parametric up-conversion and paramet-
ric gain in a single device. A low-frequency signal could be sent into the resonator
using a bias input or a magnetic field, and it would be up-converted to the mi-
crowave regime through the kinetic inductance nonlinearity. Then, if the resonator
is pumped slightly below its resonance frequency, it could amplify the up-converted
signal through four-wave mixing. The amplified signal could be recovered at room
temperature in the usual way, using a mixer and lock-in amplifier. The parametric
amplifier could also be designed such that its resonance frequency could be tuned.
This would be possible by sending a bias current through the kinetic inductor, like
we have done in the current sensor and magnetic field sensor devices. A parametric
amplifier with a loop geometry may be the most promising design, as the loop-
shaped resonator’s frequency could be shifted by over a gigahertz via an external
magnetic field. This feature would be similar to the Josephson parametric amplifier
developed by NIST. Ideally, it would allow the gain profile to be shifted in frequency
space without distortion, making the device much more versatile than a simple,
stationary narrow-band amplifier.

7.6 Quantum-limited noise in KPUP devices
In the above sections we have discussed strategies for reducing the noise of the var-
ious KPUP devices. These discussions were based on the design and experimental
paradigms that were employed in the work presented in this thesis. Ultimately, as
discussed in various sections of Chapt. 2, measurements made with these devices
may reach the quantum limit of ∆E ∆t = ~/2. To begin, a quantum theory of the
KPUP noise performance must be developed. The preliminary expressions for the
noise energy density found in Chapt. 2 can be made arbitrarily small, which is un-
physical due to the Heisenberg uncertainty principle. The new theory should lead to
a lower bound of ~/2 for the noise energy density. For the resonator devices, the the-
ory must include the full nonlinear dynamics of the resonance, because driving the
resonance into the bifurcation regimewill be important for approaching the quantum
limit. Similarly, for the transmission line KPUP, the theory should include the effects
of dispersion engineering, which will be important to reach the quantum limit for
that device. Following the theory, design and experimental considerations for the
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KPUP devices will bemodified slightly in order to optimize the performance, though
the bullet points earlier in this chapter will largely still apply. If quantum-limited
KPUPs are successfully demonstrated, they should become even more attractive in
comparison to SQUIDs. This presents perhaps the most interesting direction for
future work on kinetic inductance parametric up-converters.
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