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## Abstract

In Chapter I we review some known results about the Ramsey theory for partitions of reals, and we present a certain two-person game such that if either player has a winning strategy then a homogeneous set for the partition can be constructed, and conversely. This gives alternative proofs of some of the known results. We then discuss possible uses of the game in obtaining effective versions and prove a theorem along these lines.

In Chapter II we study the structure of initial segments of the $\Delta_{2 n+1}^{1}$-degrees, assuming Projective Determinacy. We show that every finite distributive lattice is isomorphic to such an initial segment, and hence that the first-order theory of the ordering of $\Delta_{2 n+1}^{1}-$ degrees is undecidable.

In Chapter III we extend Friedberg's Jump Inversion theorem to $Q_{2 n+1}$-degrees, after noticing that it fails for $\Delta_{2 n+1}^{1}$-degrees. We assume again Projective Determinacy.
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## Chapter 0

## BACKGROUND AND DEFINITIOHS

Our basic theory is ZF + DC; other hypotheses are explicitly stated. We denote Projective Determinacy by PD.

For definitions of the recursive, arithmetical, analytical and projective sets in product spaces of $\omega, 2^{\omega}$ and $\omega^{\omega}$ and for their basic properties we refer to [15] and [17]. For set-theoretic background see [5]. Our terminology and notation is in general that of [15].

Definition 0.1 A pointclass $\Gamma$ is reflecting if for any $A \in \Gamma, A \subset \omega$ and any $P \in \Gamma, P \subset \omega^{\infty}$ we have

$$
P(A) \Rightarrow \quad \operatorname{TX}(X \subset A \text { and } X \in \Delta \text { and } P(X))
$$

where $\Delta=\Gamma \cap \Gamma$.
The pointclass $\Pi_{1}^{1}$ is not reflecting; $\Sigma_{2}^{1}$ is. Under PD all pointclasses $\Pi_{2 n+1}^{1}, \Sigma_{2 n+2}^{1}(n>0)$ are reflecting. For an account see [9].

Definition 0.2 (PD) $C_{2 n+1}$ is the largest countable $\Pi_{2 n+1}^{1}$ set of reals, and $C_{2 n+2}$ is the largest countable $\Sigma_{2 n+2}^{1}$ set of reals.

We mention some of their properties: $C_{2 n+2}$ is the set of reals that are recursive in some element of $C_{2 n+1}$. The set $C_{m}$ is made
up of $\Delta_{m}^{1}$-degrees (a $\Delta_{m}^{1}$-degree is a set of reals that is an equivalence class for the equivalence relation $\alpha \bar{E}_{\Delta_{m}} \beta \quad \Leftrightarrow \quad \alpha \in$ $\in \Delta_{m}^{1}(\beta)$ and $\beta \in \Delta_{m}^{1}(\alpha)$ ). The $\Delta_{m}^{1}$ - degrees in the set $C_{m}$ are well-ordered by $\alpha \leq \Delta_{m} \beta \Leftrightarrow \alpha \in \Delta_{m}^{1}(\beta)$. For these and other results see [7].

Definition 0.3 Given $S \subset \omega^{\omega}$ let $H_{2 n+1}(S)=\{\alpha: \quad \forall \& \in S$ $\left.\left(\alpha \in \Delta_{2 n+1}^{1}(\beta)\right)\right\}$; we call it the hull of $S$. If $S$ is a nonempty $\Sigma_{2 n+1}^{1}$ set then $H_{2 n+1}(S)$ is called a $\Sigma_{2 n+1}^{1}$ - hull. We let now $Q_{2 n+1}=$ the union of all $\Sigma_{2 n+1}^{1}$ - hulls .

For an account of Q-theory, due to Kechris and Martin-Solovay, see [7] and [10]. We mention some results, assuming PD : The set $Q_{2 n+1}$ is $\Pi_{2 n+1}^{1}$. Every $\Sigma_{2 n+1}^{1}$-hull is $\Pi_{2 n+1}^{1}$-bounded (this means that if $R(\alpha, x)$ is $\Pi_{2 n+1}^{1}$ then so is $\mathcal{H}_{2} \in H_{2 n+1}$ (S) $R(\alpha, x)$ ). The set $Q_{2 n+1}$ is the largest $\Sigma_{2 n+1}^{1}$ - hull, and the largest $\Pi_{2 n+1}^{1}$ bounded set. Relativizing to an arbitrary real \& we may define the set $Q_{2 n+1}(\beta)$. We define also $\alpha \leq \sum_{Q_{2 n+1}} \beta \Leftrightarrow \alpha \in Q_{2 n+1}(\beta)$, and $\alpha \equiv_{Q_{2 n+1}} \Leftrightarrow \alpha \in Q_{2 n+1}(\beta)$ and $\beta \in Q_{2 n+1}(\alpha)$. This is an equivalence relation, and the equivalence classes are called $Q_{2 n+1}$ degrees. The set $C_{2 n+1}$ consists of such degrees. The set $Q_{2 n+1}$ is the largest initial segment of $C_{2 n+1}$ closed under $\leq_{a_{2 n+1}}$; it consists of the $\Delta_{2 n+1}^{1}$ - degrees in $C_{2 n+1}$ up to and not including the degree of the first nontrivial (ie. non $-\Delta_{2 n+1}^{1}$ ) $\Pi_{2 n+1}^{1}$ singleton $y_{0}^{2 n+1}$. Relativizing to $\alpha$ we have $y_{\alpha}^{2 n+1}$. If $\alpha \leq_{Q_{2 n+1}}$ then $y_{\alpha}^{2 n+1}$
$\leq_{\Delta_{2 n+1}} y_{d}^{2 n+1}$, and $y_{\alpha}^{2 n+1}$ plays the role of the jump for $Q_{2 n+1}$ degrees. The set $Q_{2 n+1}$ is closed under the $\Delta_{2_{n+1}}^{1}$ - Jump.

To obtain an ordinal assignment for the $Q_{2 n+1}$ - degrees we proceed as follows.

Definition $0.4 \lambda_{2 n+1}=\sup \{\xi: \xi$ is the length of a $\Sigma_{2 n+1}^{1}$ wellfounded relation on $\left.\omega^{\omega}\right\}=\sup \{\xi: \xi$ is the length of a $\Delta_{2 n+1}^{1}$ prewellordering of $\left.\omega^{\infty}\right\}$. Relativizing to $\alpha$ we obtain $\lambda_{2 n+1}(\alpha)$. Finally $k_{2 n+1}(\alpha)=\sup \left\{\lambda_{2 n+1}(\langle\alpha, \beta\rangle)\right.$ : $\left.\lambda_{2 n+1}(\langle\alpha, \beta\rangle)<\lambda_{2 n+1}\left(y_{\alpha}^{2 n+1}\right)\right\}$.

Of course $\lambda_{2 n+1}$ is the ordinal assignment for the $\Delta_{2 n+1}^{1}$ degrees, e.g. the Spector Criterion holds: $\underset{\sim}{d} \leq_{\Delta_{2 n+1}} e \Rightarrow{\underset{\sim}{\sim}}^{a^{\prime}}$

$$
\leq_{\Delta_{2 n+1}} \stackrel{e}{\sim} \Leftrightarrow \lambda_{2 n+1}(d)<\lambda_{2 n+1}(e) \text { ]. Now we have } \lambda_{2 n+1}(\alpha)<
$$

$$
k_{2 n+1}(\alpha)<\lambda_{2 n+1}\left(y_{\alpha}^{2 n+1}\right), k_{2 n+1}(\alpha) \text { is invariant under } E_{Q_{2 n+1}} \text {, }
$$

$$
\alpha \leq_{Q_{2 n+1}} \beta \Rightarrow k_{2 n+1}(\alpha) \leq k_{2 n+1}(\beta), \text { and the Spector Criterion is }
$$

true for $Q_{2 n+1}-$ degrees : $\underset{\sim}{d} \leq_{Q_{2 n+1}} \stackrel{e}{\sim} \Rightarrow\left[\underset{\sim}{d^{\prime}} \leq_{Q_{2 n+1}} \stackrel{e}{\sim} \Leftrightarrow\right.$ $k_{2 n+1}(d)<k_{2 n+1}(e)$ ]. Naturally ${\underset{\sim}{\prime}}^{\prime}$ is the degree of $y_{d}^{2 n+1}$.

The relation $k_{2 n+1}(\alpha) \leq k_{2 n+1}(\beta)$ is $\Sigma_{2 n+1}^{1}$.
We also give a generalization of Reflection: If $P$ is $\Pi_{2 n+1}^{1}$ then $\left\{\underline{T} \alpha \in Q_{2 n+1} P(\alpha) \Rightarrow T \alpha \in \Delta_{2 n+1}^{1} P(\alpha)\right.$.

## Chapter I

## ON THE RAMSEY PROPERTY

1. Background

The first two levels of the analytical hierarchy admit an extensive theory, which can be developed within the framework of classical mathematics. This is no longer true for higher levels; there exist models of ZFC where basic theorems of the above-mentioned theory, appropriately generalized, hold true and other models of ZFC where the same theorems fail (assuming models of ZFC exist at all but that is an article of faith). For an account of these matters see [15].

Various new axions have been employed to remedy this. The Axiom of Constructibility gives a complete but rather pathological picture, while the Axiom of Measurable Cardinals can only prove results one step up the hierarchy, and then the independence phenomena resume. By far the most lively and fruitful new axiom has been the Axiom of Determinacy, in its various forms, e.g. Projective Determinacy or even full $A D$ (This needs a word of explanation: $A D$ contradicts the Axiom of Choice. However it is quite likely that $A D$ holds in the model $L\left[\omega^{\omega}\right]$, and most questions of descriptive set theory relativize to
that model. Consult [15].). Under Determinacy the basic theory of the first two levels generalizes to all levels.

Some of the basic theorems have been called Regularity Theorems ( [12]); they ascribe nice properties to sets. Typical nice properties are Lebesgue measurability, the property of Baire and the Perfect Set property.

How there is a certain pattern in the proofs of these theorems. We discuss first the property of Baire ( [6] or [15] ). Define the following game (Banach-Mazur game on the integers): Given any set $A \subset \omega^{\omega}$ player I plays a finite sequence of integers $s_{0} \in \omega^{<\omega}$, then player II plays $s_{1} \in \omega^{<\omega}$, then player I plays $s_{2} \in \omega^{<\omega}$, and so on. A run of the game produces a real, $s_{0}{ }^{\wedge} s_{1}{ }^{a} s_{2}{ }^{\wedge} \ldots$. . If this real belongs to A, I wins. If it belongs to the complement of A, II wins. It is not hard to establish the Banach-Mazur Theorem: Player I has a winning strategy in the above game iff $A$ is comeager in some nonempty open set, and player II has a winning strategy iff A is meager. It follows that if for every closed set $C$ this game on $A \cap C$ is determined (i.e. if either player has a winning strategy) then $A$ has the property of Baire. Hence for every interesting pointclass the Determinacy of all games in it implies that every set in the pointclass has the property of Baire.

As another illustration, we define a game on a set $A \subset 2^{\omega}$. Player I plays $s_{0} \in 2^{<\omega}$, then II plays $n_{0} \in 2=\{0,1\}$, then I plays $s_{1} \in 2^{<\omega}$, then II plays $n_{1} \in 2$, etc. Player I wins iff $s_{0}{ }^{\wedge} n_{0}{ }^{\wedge} s_{1}{ }^{\wedge} n_{1}{ }^{\wedge} \ldots \in A$. It is easy to show that $I$ has a winning
strategy iff $A$ has a nonempty perfect subset, and II has a winning strategy iff A is countable. Again we have that if this game is determined for sets in a certain pointclass then the Perfect set property holds, i.e. every set in the pointclass either is countable or it contains a nonempty perfect subset.

The pattern is obvious: devise a game on $A$ such that $I$ has a winning strategy iff property $X^{(A)}$ holds, and II has a winning strategy iff $\psi(A)$ holds. Then Determinacy ensures that $X(A)$ or $\neq(A)$ holds.

We pose now the question: does the Ramsey property fit the above pattern?

First some pertinent definitions. Let $A \subset[\infty]^{\infty}=$ the set of infinite sets of integers. Then $A$ has a homogeneous set $H$ if, by definition, $H \in[w]^{(\infty)}$ and either every infinite subset of $H$ belongs to $A$ or every infinite subset of $H$ belongs to the complement of $A$. A has the Ramsey property iff it has a homogeneous set.

Not every set has the Ramsey property, but it takes a blunt use of the Axiom of Choice to furnish a counterexample: Well-order $[\omega]^{\omega}$ by $<$ and define $\mathcal{J} \subset[\omega]^{\omega}$ by $S \in \mathcal{J} \Leftrightarrow T T(T \subset S$ and $T<S)$. Then $J$ has no homogeneous set.

On the other hand, there are many positive results about the Ramsey property. We list some of them:

Theorem 1.1 (Gaivin-Prikry, [3]) Borel sets have the Ramsey property.

Theorem 1.2 (Silver, [19]) Analytic sets have the Ramsey property.

Theorem 1.3 (Silver, [19]) Assuming measurable cardinals exist, $\sum_{\sim}^{1}{ }_{2}^{1}$ sets have the Ramsey property.

Theorem 1.4 (Solovay, Harrington-Kechris, [4]) Assuming Projective Determinacy, projective sets have the Ramsey property.

Theorem 1.5 (Prikry, [16]) Assuming $A D_{R}$, all sets have the Ramsey property.

An easy consequence of unpublished results of Martin, Moschovakis, Solovay and Steel is

Theorem 1.6 Assuming $A D+V=L\left[\omega^{\omega \omega}\right]$, all sets have the Ramsey property.

Also, Solovay has proved some resulte about the complexity of homogeneous sets:

Theorem 1.7 (Solovay, [20]) A $\Sigma_{1}^{0}$ set either has a hyperarithmetical homogeneous set in the $\Sigma_{1}^{0}$ side or else an arbitrary homogeneous set in the $\Pi_{1}^{0}$ side (the arbitrary set is actually recursive in Kleene's $O$, by the Kleene Basis Theorem). A $A_{i}^{0}$ set has a hyperarithmetical homogeneous set.

Theorem 1.8 (Solovay, [20]) A hyperarithmetical set has a homogeneous set in $L_{\alpha}$, where $\alpha$ is the first recursively inaccessible ordinal.

Optimal bases for $\Pi_{1}^{1}$ sides of partitions are not known. Similarly for $\Sigma_{2}^{1}$.

We return now to our question: can we obtain the Ramsey property by an appropriate game, like the other Regularity properties?

A clue comes from Ellentuck's proof of Theorem 1.2 ( [1]). He
identifles sets having the "completely Ramsey" property with sets having the property of Baire in the Mathias topology. The definitions are as follows: If $s$ is a finite set of integers and $A$ an infinite one, with every member of $s$ less than any member of $A$ (denoted $s<A$ ), we call $\langle s, A\rangle$ a Mathias condition. A set $X \in[\omega]^{\omega}$ belongs to the Mathias neighborhood ( $s, A$ ) iff $s \subset X \subset s \cup A$. Condition $\langle s, A\rangle$ extends $\langle t, B\rangle$ iff $t \subset s$ and $s-t \subset B$ and $A \subset B$; this is a partial ordering. The Mathias topology is strictly finer than the classical one on $[\omega]^{\omega}$. Finally, $P \subset[\omega]^{\omega}$ is completely Ramsey iff for every Mathias condition $\langle s, A\rangle$ there is an extension $\left\langle s, A^{\prime}\right\rangle$ (i.e. $\left.A^{\prime} \subset A\right)$ with $\left(s, A^{\prime}\right) \subset P$ or $\left(s, A^{\prime}\right) \subset[\omega]^{\omega}-P$. This is stronger than the Ramsey property, which says only that there exists an $A$ with $(\phi, A) \subset P$ or $(\phi, A) \subset[\omega]^{\omega}-\mathrm{P}$.

One may define a Banach-Mazur game on any p.o. set (the one we defined in page 5 was on $\omega^{(\omega)}$ ). Player I plays some condition $p_{0}$, then II plays $p_{1}$ extending $p_{0}$, then $I$ plays $p_{2}$ extending $p_{1}$, etc. If the sequence $p_{0}, p_{1}, \ldots$ determines a real in some pre-specified way (e.g. for Mathias conditions $s_{0} U s_{1} \cup s_{2} U . .$. ) then we have a game on a set of reals, and in certain cases (e.g. if the p.o. set is countable) the Banach-Mazur theorem holds ( [8] ).

Prikry used the Banach-Mazur game with Mathias conditions to establish, from $A D_{R}$, that all sets are Ramsey (Theorem 1.5). The Mathias topology does not have a countable basis, but by a result of Oxtoby the Banach-Mazur theorem holds if one assumes some form of the

Axiom of Choice - "tbere exists a wellordering of the reals" suffices for Oxtoby's proof. Using this and Ellentuck's results Prikry proves that
$\forall P \subset[w]^{\omega}$ ( (I has a winning strategy in the Banach-Mazur game)
$\Leftrightarrow \exists\langle s, A\rangle \quad \forall\langle t, B\rangle \leq\langle B, A\rangle \quad$ GC $\subset B \quad[(t, C) \subset P]$ and
(II has a winning strategy in the Banach-Mazur game) $\left.\Leftrightarrow \forall\langle s, A\rangle \quad \mathbb{T} B \subset A \quad\left[(B, B) \subset[\omega]^{\infty}-P\right]\right)$.

Prikry's actual statement is slightly weaker; the above version follows from his proof. How he uses a metamathematical trick: the above sentence is $\Pi_{1}^{2}$, and it has been proved in $\mathrm{ZF}+{ }^{\text {n }}$ there exists a wellordering of the reals" ; a well-known lemma says that it can be proved in $Z F+D C_{\Omega}$. Hence $A D_{\Omega}$ easily implies that every set has the Ramsey property.

We would like to find a direct proof, starting with a winning strategy and using it to construct the homogeneous set. This would follow the pattern described earlier; the proofs of the Regularity theorems are quite direct. Also, a direct method might be useful in proving effective versions of the Ramsey theorem, 1.e. calculating the complexity of homogeneous sets.

We have not found such a direct proof using the above game. For one thing, it seems closely related to the completely Ramsey property, which is stronger than Ramsey. A different game, however, similar to the one used in [13], works fine for the Ramsey property, and the proof is constructive. We present the game and the theorem concerning it in the next section.
2. The main theorem

For $\varphi \subset[\infty]^{\omega)}$ we define the game $G_{\varphi}$ as follows:
$\frac{I}{A_{0}} \quad I$

$$
n_{0}, B_{0}
$$

$\mathrm{A}_{1}$

$$
n_{0} \in A_{0}, \quad B_{0} \subset A_{0}, n_{0}<B_{0}
$$

$$
\mathrm{A}_{1} \subset \mathrm{~B}_{0}
$$

$$
n_{1}, B_{1}
$$

$$
n_{1} \in A_{1}, B_{1} \subset A_{1}, n_{1}<B_{1}
$$

etc.
I wins iff $\left\{n_{0}, n_{1}, \ldots\right\} \in \varphi$
Capital letters denote infinite sets of integers.
We have now the following theorem.
Theorem 2.1 a) I has a winning strategy in $G_{\varphi}$ iff there is a homogeneous set in $\varphi$ (i.e. an infinite $H$ such that every infinite subset of it belongs to $\varphi$ ).
b) II has a winning strategy in $G_{\varphi}$ iff for every A there is a subset of it homogeneous in $[\infty]^{\infty 0}-\varphi_{0}$.

Proof of a) Let $\tau$ be a winning strategy for I. Since any run of the game where $I$ follows $T$ produces aet in $\varphi$ it is enough to find a particular run, producing $H$, such that for any $H^{\prime} \subset H$ there is some run of the game using $T$ and producing $H^{\prime}$. To ensure this we build $\left\{a_{0}, a_{1} \ldots\right\}=H$ by choosing appropriate moves for II, using the following construction.

Suppose $\tau(\varnothing)=A_{0}$ (i.e. T instructs $I$ to play $A_{0}$ as his first move). Call any string $A_{0},\left\langle n_{0}, B_{0}\right\rangle, T\left(A_{0},\left\langle n_{0}, B_{0}\right\rangle\right),\left\langle n_{1}, B_{1}\right\rangle$, $\ldots$ ending with some $f(\ldots)$ a partial run of the game with I
following $\tau$. Define also $A \mid m=\{n: n \in A$ and $n>m\}$.
Stage 0 Let $a_{0}=\min A_{0}$
Stage 1 Index the substage by members of $\theta(\phi)$ with $a_{0}$ adjoined:
$\underline{\text { Substage }\left\{a_{0}\right\}}$ Let $T\left(A_{0},\left\langle a_{0}, A_{0} \mid a_{0}\right\rangle\right)=A_{1}$.
Let $a_{1}=\min A_{1}$.
Stage 2 Index the substage by members of $\rho\left(\left\{a_{0}\right\}\right)$ with $a_{1}$ adjoined:
$\underline{\text { Substage }\left\{a_{1}\right\}}$ Let $T\left(A_{0},\left\langle a_{1}, A_{1} \mid a_{1}\right\rangle\right)=A_{2}^{1}$
$\underline{\text { Substage }\left\{a_{0}, a_{1}\right\}}$ Let $T\left(A_{0},\left\langle a_{0}, A_{0} \mid a_{0}\right\rangle, A_{1},\left\langle a_{1}, A_{2}^{1}\right\rangle\right)$
$=A_{2}^{2} \equiv A_{2}$.

$$
\text { Let } a_{2}=\min A_{2} \text {. }
$$

Stage 3 Index the substage by members of $\theta\left(\left\{a_{0}, a_{1}\right\}\right)$ with $a_{2}$ adjoined:
$\underline{\text { Substage }\left\{a_{2}\right\}} \quad T\left(A_{0},\left\langle a_{2}, A_{2} \mid a_{2}\right\rangle\right)=A_{3}^{1}$
$\underline{\text { Substage }\left\{a_{1}, a_{2}\right\}} \subset\left(A_{0},\left\langle a_{1}, A_{1} \mid a_{1}\right\rangle, A_{2}^{1},\left\langle a_{2}, A_{3}^{1}\right\rangle\right)=A_{3}^{2}$
$\underline{\text { Substage }\left\{a_{0}, a_{2}\right\}}$ - $\left(A_{0},\left\langle a_{0}, A_{0} \mid a_{0}\right\rangle, A_{1},\left\langle a_{2}, A_{3}^{2}\right\rangle\right)=A_{3}^{3}$
$\underline{\text { Substage }\left\{a_{0}, a_{1}, a_{2}\right\}} \boldsymbol{T}\left(A_{0},\left\langle A_{0}, A_{0} \mid a_{0}\right\rangle, A_{1},\left\langle a_{1}, A_{2}^{1}\right\rangle\right.$,

$$
\left.A_{2}^{2},\left\langle a_{2}, A_{3}^{3}\right\rangle\right)=A_{3}^{4} \equiv A_{3}
$$

$$
\text { Let } a_{3}=\min A_{3}
$$

Before defining Stage $k+1$ note that $A_{0} \supset A_{1} \supset A_{2}^{1} \supset A_{2}^{2} \supset A_{3}^{1} \supset$ $\supset A_{3}^{2} \supset A_{3}^{3} \supset A_{3}^{4} \ldots$ Note also that the partial run of the game corresponding to, say, $\{x, y, z\}$ is a continuation of the partial run for $\{x, y\}$; all the partial runs follow 9 . This is the state of
affairs we want to preserve.
Now suppose Stage $k$ has been completed, with $a_{k}=\min A_{k}$.
Stage $k+1$ Consider $\theta\left(\left\{a_{0}, a_{1}, \ldots a_{k-1}\right\}\right)$ and adjoin $a_{k}$ to each one of 1 ts members, obtaining the finite sets $s_{1}, s_{2}, \ldots s_{m}\left(m=2^{k}\right)$ which will index the substages. (Note: When we describe this whole construction on the binary tree a specific ordering will arise.)

Substage $s_{1}$ Locate the partial run for $s_{1}-\left\{a_{k}\right\}$ in some previous stage, append $\left\langle a_{k}, A_{k} \mid a_{k}\right\rangle$ as a move for II and apply $\tau$ to obtain $A_{k+1}^{1}$.

Substage $s_{2}$ Locate the partial run for $s_{2}-\left\{a_{k}\right\}$ in some previous stage, append $\left\langle a_{k}, A_{k+1}^{1}\right\rangle$ and apply $\tau$ to obtain $A_{k+1}^{2}$.

Substage $s_{m}$ Locate the partial run for $s_{m}-\left\{\alpha_{z}\right\}$ in some previous stage, append $\left\langle a_{k}, A_{k+1}^{m-1}\right\rangle$ and apply $\tau$ to obtain $A_{k+1}^{m} \equiv$ $\equiv A_{k+1}$.

$$
\text { Let } a_{k+1}=\min A_{k+1} \text {. }
$$

This completes the description of the construction.
Another way to present the construction is the binary tree diagram in Figure 1, page 13. I's moves are given by $T$, II's moves are chosen as shown. Of course $a_{i}=\min A_{i}$. The set $H=\left\{a_{0}, a_{1}\right.$, ... \} is obtained from the run of the game developing on the leftmost branch of the tree, i.e. $A_{0},\left\langle a_{0}, A_{0} \mid a_{0}\right\rangle, A_{1},\left\langle a_{1}, A_{2}^{1}\right\rangle, A_{2}$, $\left\langle a_{2}, A_{3}^{3}\right\rangle, \ldots$


Figure 1

We prove now that $H$ is homogeneous in $\varphi$. The infinite subsets of H correspond to branches of the tree turning left infinitely often (at every splitting of the tree the right part is blank and the left contains a partial run of the game). For any infinite subset $H^{\prime}=$ $=\left\{a_{i_{1}}, a_{i_{2}}, \ldots\right\}$ we can find in stage $i_{1}+1$ (or using the branch in the tree) a partial run for $\left\{a_{i_{1}}\right\}$. Then we can find in stage $i_{2}+1$ (or again using the tree) a partial run for $\left\{a_{i_{1}}, a_{i_{2}}\right\}$ which extends the previous one, and so on. Hence there is a run of the game following $T$ and producing $H^{\prime}$; therefore $H^{\prime} \in \varphi$.

The converse of (a) is immediate: if there is a homogeneous set in $\varphi$ then I plays it in his first move and ensures the win (e.g. he copies II's moves from then on).

Proof of b) Suppose II has a winning strategy $\sigma$. First we prove a lemma.

The $\sigma_{\infty}$ lemma For every $A_{0}$ there exists an $A, A \subset A_{0}$, so that for every $m \in A$ there is an $X$ and a $Y, Y \supset A \mid m$, with $\sigma(X)=\langle m, Y\rangle$. In fact for every partial run $C_{1},\left\langle j_{1}, D_{1}\right\rangle, \ldots, C_{i},\left\langle j_{i}, D_{i}\right\rangle, A_{0}$ the same conclusion holds: there exists an $A, A \subset A_{0}$, $s o$ that for every $m \in A$ there is an $X$ and a $Y, Y \supset A \mid m$, with $\sigma\left(C_{1},\left\langle j_{1}, D_{1}\right\rangle, \ldots, C_{i}\right.$, $\left.\left\langle J_{i}, D_{i}\right\rangle, X\right)=\langle m, Y\rangle$.

Proof of the lemma Let

$$
\begin{aligned}
& \sigma\left(C_{1},\left\langle j_{1}, D_{1}\right\rangle, \ldots, C_{i},\left\langle j_{i}, D_{i}\right\rangle, A_{0}\right)=\left\langle m_{0}, B_{0}\right\rangle \\
& \sigma\left(C_{1},\left\langle j_{1}, D_{1}\right\rangle, \ldots, C_{i},\left\langle j_{i}, D_{i}\right\rangle, B_{0}\right)=\left\langle m_{1}, B_{1}\right\rangle
\end{aligned}
$$

$$
\sigma\left(C_{1},\left\langle J_{1}, D_{1}\right\rangle, \ldots, C_{i},\left\langle J_{i}, D_{i}\right\rangle, B_{1}\right)=\left\langle m_{2}, B_{2}\right\rangle
$$

and so on. Then $A=\left\{m_{0}, m_{1}, m_{2}, \ldots\right\}$ has the property stated.
It is important to note that all properties of $A$ in the lemma are inherited by any subset of A, i.e. the $\sigma_{\infty}$ lema holds for every $A^{\prime} \subset A$. This is crucial for the construction that follows.

To obtain a homogeneous set we adapt the idea in the proof of (a): Use as induction hypothesis that when $\left\{n_{0}, n_{1}, \ldots, n_{k}\right\}$ has been constructed every finite subset of it $s$ arises from some partial run following $a$. Then $n_{k+1}$ must be chosen so that for every $s \cup\left\{n_{k+1}\right\}$ there is a partial run following $\sigma$, in fact one that extends the partial run for s.

The construction below achieves this. For the sake of clarity we also give a binary tree version. Note that a partial run ending with a move of I is called a position for brevity.

Stage 0 Suppose $I^{\prime} s$ first move is $A_{0}$. Let $\sigma\left(A_{0}\right)=\left\langle n_{0}, C_{0}^{0}\right\rangle$. We provide for subsets of the eventual $H$ that start with an integer other than $n_{0}$ :

Substage $\{\ldots\}$ Apply the $\sigma_{\infty}$ Iemma to the position $C_{0}^{0}$.
Call the result $B_{0}$.
Stage $1 \quad \sigma\left(A_{0},\left\langle n_{0}, C_{0}^{0}\right\rangle ; B_{0}\right\rangle=\left\langle n_{1}, c_{1}^{0}\right\rangle$. We provide now for subsets starting with $n_{1}$, and then for subsets starting with $n_{0}$ not followed by $n_{1}$ :

Substage $\left\{n_{1}, \ldots\right\}$ Consider the position $X^{1},\left\langle n_{1}, Y^{1}\right\rangle$, $c_{1}^{0}$ where $X^{1}$ and $\left\langle n_{1}, Y^{1}\right\rangle$ exist because of the $\sigma_{\infty}$-lemma construction of $B_{0}$; it is easy to see that $C_{1}^{0} \subset Y^{1}$. Apply the $\sigma_{\infty}$ lemma to obtain $C_{1}^{1}$.

Substage $\left\{n_{0}, \ldots, \ldots\right\}$ Consider the position $A_{0},\left\langle n_{0}, C_{0}^{0}\right\rangle$ $C_{1}^{1}$. Apply the $\sigma_{\infty}$ lemma to obtain $C_{1}^{2}$, and rename it $B_{1}$.

Stage 2 $\sigma\left(A_{0},\left\langle n_{0}, C_{0}^{0}\right\rangle ; B_{0},\left\langle n_{1}, C_{1}^{0}\right\rangle ; B_{1}\right)=\left\langle n_{2}, C_{2}^{0}\right\rangle$. We provide successively for subsets of the type $\left\{n_{2}, \ldots\right\},\left\{n_{1}, n_{2}, \ldots\right\}$, $\left\{n_{0}, n_{2}, \ldots\right\}$ and $\left\{n_{0}, n_{1}, \ldots\right\}$.
$\underline{\text { Substage }\left\{n_{2}, \ldots\right\}}$ Consider the position $X^{2},\left\langle n_{2}, Y^{2}\right\rangle, c_{2}^{0}$
where we use again the $\sigma_{\infty}$-lemma construction of $\mathrm{B}_{0}$. Apply the $\sigma_{\infty}$ lemma to obtain $C_{2}^{1}$.
$\underline{\text { Substage }\left\{n_{1}, n_{2}, \ldots,\right\} \text { Consider the position } X^{1},\left\langle n_{1}, Y^{1}\right\rangle,}$ $X^{12},\left\langle n_{2}, Y^{12}\right\rangle, C_{2}^{1} ;$ here $X^{1}$ and $Y^{1}$ were available already, while $X^{12}$ and $Y^{12}$ exist because of the $\sigma_{\infty}$-lemma construction of $C_{1}^{1}$. Apply the $\sigma_{\infty}$ lemma to obtain $c_{2}^{2}$.

Substage $\left\{n_{0}, n_{2}, \ldots\right\}$ Consider the position $A_{0},\left\langle n_{0}, C_{0}^{0}\right\rangle$, $x^{02},\left\langle n_{2}, y^{02}\right\rangle, c_{2}^{2}$. As before we have used the $\sigma_{\infty}$-lemma construction of $B_{1}$. Apply the $\sigma_{\infty}$ lemma to obtain $C_{2}^{3}$.

Substage $\left\{n_{0}, n_{1}, \ldots,\right\}$ Consider the position $A_{0},\left\langle n_{0}, C_{0}^{0}\right)_{1}$, $B_{0},\left\langle n_{1}, c_{1}^{0}\right\rangle, c_{2}^{3}$. Apply the $\sigma_{\infty}$ lemma to obtain $C_{2}^{4}$, and rename it $B_{2}$.

Stage $3 \quad \sigma\left(A_{0},\left\langle n_{0}, C_{0}^{0}\right\rangle ; B_{0},\left\langle n_{1}, C_{1}^{0}\right\rangle ; B_{1},\left\langle n_{2}, C_{2}^{0}\right\rangle ; B_{2}\right)=\left\langle n_{3}, C_{3}^{0}\right\rangle$ ... and so on.

The above exemplifies all the essential features of the construction, so that Stage $k+1$ should be clear. We omit its description, which would involve a mess of indices anyway.

The binary tree version of the above construction appears in Figure 2, page 18. Within each layer we proceed from right to left. At each splitting the box to the right corresponds to $n_{i} k$ the set, the box to the left correspond to $n_{i} \in$ the set. All the right boxes are blank except for the last one on each layer. Downward arrows denote applications of the $\sigma_{\infty}$ lemsa. Player II's moves are dictated by $\sigma$, while I's moves are either copied in or they come from some application of the $\sigma_{\infty}$ lemma (if they are X's). In fact one reads upwards until one meets a box with a downward arrow, i.e. an application of the $\sigma_{\infty}$ lemma; one then uses it.
clearly $C_{0}^{0} \supset B_{0} \supset C_{1}^{0} \supset B_{1} \supset C_{2}^{0} \supset \ldots$ and within each partial run all sets behave, because of the properties ensured by the $\sigma_{\infty}$ leпma.

The set $H=\left\{n_{0}, n_{1}, n_{2}, \ldots\right\}$ arises from the run of the game developing on the leftmost branch of the tree, and $\sigma$ has been followed in that run, so $H \in[\omega]^{\omega}-\varphi$. We prove now the homogeneity of $H$ : If $H^{\prime}$ is an infinite subset of $H$ then by following the corresponding branch in the tree we find coherent initial segments giving a sun that follows $\sigma$ and produces $H^{\prime}$. For example if
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$H^{\prime}=\left\{n_{1}, n_{3}, \ldots\right\}$ then the run is $X^{1},\left\langle n_{1}, Y^{1}\right\rangle, X^{13},\left\langle n_{3}, Y^{13}\right\rangle, \ldots$ or if $H^{\prime}=\left\{n_{0}, n_{2}, n_{3}, \ldots\right\}$ then the run is $A_{0},\left\langle n_{0}, c_{0}^{0}\right\rangle, x^{\infty}$, $\left\langle n_{2}, Y^{02}\right\rangle, X^{023},\left\langle n_{3}, Y^{023}\right\rangle, \ldots$ Since the run follows o we have that $H^{\prime} \in[\omega]^{\omega}-\varphi$.

The converse of (b) is again immediate: II plays the homogeneous set.

This concludes the proof of Theorem 2.1.
Remark The theorem holds also for $G_{\varphi}$ played in $\langle s, A\rangle$ (instead of $\langle\phi, \omega\rangle$ ). This means that I's first move is some $A_{0} \subset A$, II's Pirst move is $\left\langle n_{0}, B_{0}\right\rangle$ with $n_{0} \in A_{0}, B_{0} \subset A_{0}$ and $n_{0}<B_{0}$, and so on; I wins iff $U\left\{n_{0}, n_{1}, \ldots\right\} \in \varphi$. Then the theorem says that I has a winning strategy iff there is a homogeneous set in $\varphi$ that lies in ( $s, A$ ), and II has winning strategy iff for every $A^{\prime}$ subset of $A$ there is a homogeneous set in $[\omega]^{\omega}-\varphi$ that lies in ( $s, A^{\prime}$ ).

## 3. Consequences and effectivization

Using Theorem 2.1 we can give alternative proofs of some of the results mentioned in Section 1. We have immediately a proof of the Galvin-Prikry theorem (Theorem 1.1): If $\varphi$ is Borel then $G_{\varphi}$ is determined by Martin's theorem ([14]); hence $\varphi$ has a homogeneous set.

Likewise Prikry's theorem (Theorem 1.5) is a direct corollary of our result. It is an open problem whether $A D_{R}$ may be replaced by $A D$ in that theorem.

We turn now to effective results, motivated by Solovay's theorem (Theorem 1.7). Can we calculate the complexity of some homogeneous set if we know the complexity of the partition?

Theorem 3.1 (Kechris) (PD) A $I_{2 n+1}^{1}$ partition has a $4_{2 n+1}^{1}$ homogeneous set in the $\Pi_{2 n+1}^{1}$ side, or some homogeneous set in the $\Sigma_{2 n+1}^{1}$ side. A $\Delta_{2 n+1}^{1}$ partition has a $\Delta_{2 n+1}^{1}$ homogeneous set. ( $n \geq 1$ ) Kechris' proof of the above result (unpublished) uses other ideas. With our methods we have only obtained the following partial result.

$$
\begin{aligned}
& \text { First, for each } \varphi \in[\omega]^{\omega} \text { define the game } G_{\varphi}^{*} \text { : } \\
& I \text { II } \\
& A_{0} \quad s_{0} \text { is a finite subset of } A_{0}, B_{0} \text { is } \\
& { }_{8}, B_{0} \quad \text { a subset of } A_{0}, s_{0}<B_{0} \text {. } A_{1} \text { is a } \\
& A_{1} \\
& s_{1}, B_{1} \\
& \text { subset of } \mathrm{B}_{0^{\circ}} \quad \mathrm{s} \text {, is a finite subset } \\
& \text { of } A_{1}, B_{1} \subset A_{1}, s_{1}<B_{1} \text { etc. } \\
& \text { I wins iff so } U \mathrm{~s}, \mathrm{U} \ldots \in \varphi \text {. }
\end{aligned}
$$

We also assume, as part of the definition, that $A_{i}, B_{i} \in \Lambda_{2 n+1}^{1}$ and $\varphi \in \pi_{2 n+1}^{1}$.

We have then
Theorem 3.2 (PD) I has a wiming strategy in $G_{\varphi}^{*}$ iff there is a $\Delta_{2 n+1}^{1}$ homogeneous set in $\varphi(n \geq 1)$.

Before proving the theorem we discuss the ideas involved. We want to use Moschovakis' Third Periodicity Theorem ([15]) to obtain a definable winning strategy for $I$, and then use it in the manner of Section 2 to construct a definable homogeneous set. Now immediate application of Moschovakis' theorem is not useful because the payoff set is too complicated; however we can use Kechris' Asymmetric Game Formula ([8]) to reduce this complexity. The formula does not seem to apply to $G_{\varphi}$; this is why we work with $G_{\varphi}^{*}$. There is still a problem with the $\Delta_{2 n+1}^{1}$ character of the moves; one needs some way to describe them, e.g. the complete $\Pi_{2 n+1}^{1}$ set of integers $W$. This means that W will enter as a parameter; we take care of this by a reflection argument.

Proof of the theorem It is clear that if a $\Delta_{2 n+1}^{1}$ homogeneous set exists then I plays it in his first move and wins the game.

For the converse, assume I has a winning strategy. We have then

$$
\pi_{0} A_{0} \forall s_{0}, B_{0} \prod_{1} A_{1} \ldots \quad \forall \gamma S(\varphi, \sigma) \quad \sigma=U s_{i}
$$

for some $S \in \Sigma_{2 n}^{1}$. By the Asymmetric Game Formula ([8], Appendix) we have that the above statement is equivalent to

$$
\pi A_{0} V s_{0}, B_{0}, \gamma(0) \pi A_{1} \forall s_{1}, B_{1}, \gamma(1) \ldots s(\gamma, 0) .
$$

Now we apply the Third Periodicity Theorem: since the description of permissible moves is recursive in $W$, the complete $\Lambda_{2 n+1}^{1}$ set of integers, we have that there exists a winning strategy for $I$, $T$, that is $\Delta_{2 n+1}^{1}(W)$. It is easy to see that $T$ may be used to win $G_{\varphi}$, too. Applying the procedure of the proof of Theorem 2.1(a) we obtain $A$, a homogeneous set for the $\Pi_{2 n+1}^{1}$ side, with $A \in \Lambda_{2 n+1}^{1}(W)$. But the property of being homogeneous for a $\Pi_{2 n+1}^{1}$ set,

$$
\forall B[B \subset H \Rightarrow \varphi(B)],
$$

is itself $\eta_{2 n+1}^{1}$. Hence by Reflection (see Chapter 0 ) there exists a homogeneous set that is $\Delta_{2 n+1}^{1}$.

This concludes the proof of Theorem 3.2. To prove Theorem 3.1 by these methods it must be shown that if II has a winning strategy then there is some homogeneous set in the $\Sigma_{2_{n+1}}^{1}$ side of the partition.

## Chapter II

INITIAL SEGMENTS OF $\Delta_{2_{n+1}}^{1}$-DEGREES

The purpose of this chapter is to prove a result about the structure of initial segments of the $\Delta_{2 n+1}^{1}$-degrees, partially ordered by $\leq_{L_{2 n+1}}$. (For definitions see Chapter 0 , page 2 )

Theorem (PD) Any finite distributive lattice is isomorphic to an initial segment of the $\Delta_{2 n+1}^{1}$-degrees.

Corollary (PD) The first-order theory of the $\Delta_{2 n+1}^{1}$-degrees with $\leq_{\sum_{2 n+1}}$ is undecidable.

These results have been proved in [22] for the case $n=0$. We prove them for $n \geq 1$ below. For notationsl simplicity we work with $2 n+1=3$ trroughout.

1. Preliminaries

The folloring lemms gives useful information about $\leq_{\Lambda_{3}}$.
Lemma 1.1 (PD) There is a fixed sequence $\left\{F_{i}\right\}$ of $\Delta_{3}^{1}$ functions such that if $\lambda_{3}^{\beta}=\lambda_{3}^{0}$ then $\alpha \leq_{\Delta_{3}} \Leftrightarrow F_{1}(\beta)=\alpha$, for some $i$. Proof [11].

This is a convenient characterization. To use it we must be
able to find $\beta$ 's with the stated property, and this is what the next lema furnishes. The definition of $b$-conditions and their ordering is in Section 3. The meaning of "for all sufficiently generic" (abbreviated f.a.s.g.) with respect to a partial ordering can be found in [8]; roughly, property A holds f. a.s.g. iff for every condition $p_{0}$ there is a condition $p_{1}$ extending $p_{0}$ so that for every $p_{2}$ extending $p_{1} \ldots$ A holds for the real determined by the sequence $p_{0}, p_{1}, \ldots$

Lemme 1.2 (PD) For all sufficiently generic (with respect to $b$-conditions ), $\lambda_{3}^{\beta}=\lambda_{3}^{0}$.

Proof (Sketch) In [11] this lemme is shown for $\Delta_{3}^{1}$ perfect trees, a particular case of b-conditions. However, beyond some general facts what is really used is the ability to carry out a fusion (or: splitting) argument. We show how to do this for b-conditions in Section 3 , in the proof of Lemma 3.12. Hence the proof in [11] works in our more general setting.

To handle $\Delta_{3}^{1}$ functions we need
Lemma 1.3 (PD) 1) A total $\Delta_{3}^{1}$ function is contimuous on a comeager $\Delta_{3}^{1}$ set. ii) A comeager $\Delta_{3}^{1}$ set (in $\left(\omega^{\omega}\right)^{n}$ ) contains a bcondition of the form $\left[T_{1}\right] \times\left[T_{2}\right] \times \ldots X\left[T_{n}\right]$, where the $T_{i}$ are $\Delta_{3}^{1}$ perfect trees.
([T] is the set of branches of the tree $T$ )
Proof (Sketch) Again the proof of Lemma 1.7 in [11] suffices. For (ii) we perform a simple fusion argument, as in the proof of Lemma 3.12.

Finally, we state the $\Delta$-Selection Principle, the means of showing that various objects constructed are actually $\Delta_{3}^{1}$.

The $\Delta$-Selection Principle (PD) If $\forall \alpha$ 표 $P(\alpha, n)$, with $P \in \Pi_{3}^{1}$, then there is a $\Delta_{3}^{1}$ function $f$ such that $P(\alpha, f(\alpha))$ holds. Proof [15].

Let us also mention that Lemma 1.1 obviously holds for functions F of $n$ variables, i.e. $\alpha \leq_{\Lambda_{3}}\left\{\beta_{1}, \beta_{2}, \ldots \beta_{n}\right\}$ iff $F_{1}\left(\beta_{1}, \beta_{2}, \ldots\right.$ $\beta_{n}$ ) $=\alpha$ for some $F_{i}$ in a fixed countable sequence. In fact we may collect all such F's in a single countable sequence, thus providing for any n. Future uses of Lemma 1.1 tacitly assume this trivial extension.

## 2. Illustrative special cases

We consider the problem of finding initial segments isomorphic to diamond (i.e. $\theta(2)$ ) and to the three-lattice (i.e. the linear ordering of three elements). This will illustrate the method and motivate some of the considerations in Section 3.

We use $T$ 's to denote $\Delta_{3}^{1}$ perfect trees.
A) Proof for diamond

We use pairs $\left(T_{1}, T_{2}\right)$ as conditions, a special case of the b-conditions of Section 3. Any condition determines the set of $(\alpha, \beta)$ such that $a \in\left[T_{1}\right], \beta \in\left[T_{2}\right]$. We order them naturally by inclusion.

We want an $(\alpha, \beta)$ such that $0, \alpha, \beta, \alpha \vee \beta$ realize diamond. (We abuse notation and confuse a real and its degree when convenient.) This will be the case if we take ( $\alpha, \beta$ ) sufficiently generic with respect to the notion of forcing (i.e. p.o. set) just described; we proceed to prove this.

It is well known that $\alpha$ (and $\beta$, of course) is generic with respect to $\Delta_{3}^{1}$ perfect forcing, and consequently ([11]) is of minimal $\Delta_{3}^{1}$ degree. That is, $x \leq \alpha$ implies $x \equiv \alpha$ or $x=0$ (we suppress the subscript $\Delta_{3}^{1}$ from $\leq$ and $m$ ). The proof is as follows: By Lemmas 1.2 and 1.1, $x \leq \alpha$ iff $F(\alpha)=x$. Fow use Lemma 1.3 to claim that $F$ is continuous on a comeager $\Delta_{3}^{1}$ set, which contains a [T]. Find $T^{\prime} \subset T$ $s 0$ that $F$ is either constant or one-to-one on [ $T$ '] (this well-known fact is proved in [11]). Since any [ $T$ ] contains a $\Delta_{3}^{1}$ real we have that $x \equiv 0$ or $x \equiv \alpha$.

It remains to show that $x<\alpha \vee \beta \Rightarrow x \leq \alpha$ or $x \leq \beta$. The argument will be as in the last paragraph, but instead of the "constant or one-to-one" property (which is not true any more) we use the following leman.

Lemma 2.1 For every ( $T_{1}, T_{2}$ ) there is a ( $T_{1}^{\prime}, T_{2}^{\prime}$ ) contained in it such that
either $F$ is constant on $\{\alpha\} X\left[T_{2}^{\prime}\right]$, for all $\alpha \in\left[T_{1}^{\prime}\right]$
or $\quad F$ is constant on $\left[T_{1}^{\prime}\right] X\{\beta\}$, for all $B \in\left[T_{2}^{\prime}\right]$
or $\quad P$ is one-to-one (and continuous) on $\left[T_{1}^{\prime}\right] X\left[T_{2}^{\prime}\right]$.
proof Using the by now familiar lemmas, $F$ is continuous on a comeager $\Delta_{3}^{1}$ set, which contains $[T] X\left[T^{\prime}\right]$, for some $\left(T, T^{\prime}\right) \leq$ $\leq\left(T_{1}, T_{2}\right)$. This shows that without loss of generality we may assume $F$ to be continuous to begin with.

Suppose the first two alternatives in the lemana fail, i.e. $\forall\left(T_{1}^{\prime}, T_{2}^{\prime}\right) \leq\left(T_{1}, T_{2}\right)$ the following hold:
$H \alpha \in\left[T_{1}^{\prime}\right] \quad \beta_{1}, \beta_{2} \in\left[T_{2}^{\prime}\right] \quad F\left(\alpha, \beta_{1}\right) \neq F\left(\alpha, \beta_{2}\right)$ and
[if $\in\left[T_{2}^{\prime}\right] \quad \pi \alpha_{1}, \alpha_{2} \in\left[T_{1}^{\prime}\right] \quad F\left(\alpha_{1}, \theta\right) \neq F\left(\alpha_{2}, \beta\right)$.
These are used repeatedly to build a ( $T, T^{\prime}$ ) on which $F$ is one-to-one.
First, find $\alpha, \gamma_{1}$ and $\gamma_{2}$ such that $F\left(\alpha, \gamma_{1}\right) \neq F\left(\alpha, \gamma_{2}\right)$. By continuity there exist initial segments of these reals $s, t_{1}, t_{2}$ such that for any $\alpha^{\prime}$ starting with $s, \gamma_{1}^{\prime}$ starting with $t_{1}$ and $\gamma_{2}^{\prime}$ starting with $t_{2} \quad F\left(\alpha^{\prime}, \gamma_{1}^{\prime}\right)$ belongs to a neighborhood $H_{1}, \quad F\left(\alpha^{\prime}, \gamma_{2}^{\prime}\right)$ belongs to a neighborhood $\mathbb{N}_{2}$ and $N_{1} \cap \mathbb{K}_{2}=\varnothing$. See Figure 3 in page 28.
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Now consider $\left(T_{1}^{\prime}\right)_{s}$, the perfect subtree extending $s,\left(T_{2}^{\prime}\right)_{t_{1}}$ and $\left(T_{2}^{\prime}\right)_{t_{2}}$. The above "separating" argument can be repeated. Repeat it twice, according to Figure 4 in page 28. Note that we have not picked a yet.

The inequality $F\left(\alpha_{1}, \beta_{1}\right) \neq F\left(\alpha_{2}, \beta_{2}\right)$ is satisfied if $s_{1}$ extends $c$ and $\mu_{2}$ extends $d$ (or the reverse), because of the solid line "separation". If they both extend $c$ we still have the inequality if $\alpha_{1}$ extends a (for either choice) and $\alpha_{2}$ extends b (or the reverse), because of the wavy line "separation". To cover the remaining case we employ a "transfer": Consider some real $\alpha$ extending $b$ and some real $\beta$ extending $d$. Then $F(\alpha, \beta)$ will be outside at least one of the two neighborboods produced by the broken line "separation". Ensure this by initial segments as before, (extending $b$ and $d$ in general) and keep the appropriate $a$. This is shown in Figure 5, page 30.

So we have the above inequality as long as $\left(\alpha_{1}, \beta_{1}\right)$ and $\left(\alpha_{2}, \beta_{2}\right)$ are not of the same type, where the types are ac, ad, bc, and bd. Now we iterate: the next step will produce incompatible extensions below each one of $a, b, c, d$ with the same property for $F$. It is convenient first to perform extensions within $T_{1}$ and splittings within $T_{2}$, using transfers to avoid more than one splitting in $T_{1}$, and then, after taking care of all cases, to reverse the procedure. See Figure 6, page 30, for the first part. The second part will involve extensions only for $c_{1}, c_{2}, d_{1}, d_{2}$ and splittings under
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$a^{\prime}$ and $b^{\prime}$. We have then $a_{1}, a_{2}, b_{1}, b_{2}$ and $c_{1}, c_{2}, d_{1}$, $d_{2}$ (not the same as the previous ones) and we are ready for the next step. Continuing this procedure we obtain two perfect trees $I$ and $T^{\prime}$, and $F$ is clearly one-to-one on $[T] X\left[T{ }^{\prime}\right]\left(1 f(\alpha, \beta)\right.$ and $\left(\alpha_{1}, \beta_{1}\right)$ differ then this happens at some ifnite stage; hence $F(\alpha, \beta) \neq$ $\neq F\left(\alpha_{1}, \beta_{1}\right)$ ). Using $\Delta_{3}^{1}$-Selection we easily see that both trees are $\Delta_{3}^{1}$. This concludes the proof of the lemma.

To finish the proof for diamond suppose $x \leq \alpha \vee \beta$. By genericity and the lemms in Section 1 this is equivalent to $P(\alpha, \beta)=x$, for some $F$ in the countable sequence. Apply now Lemma 2.1: if $F$ is one-to-one on some condition we have $x \equiv \alpha \vee \beta$, if it is constant on some coordinate we have $x \leq \alpha$ or $x \leq \beta$ since [ $T$ ] contains $\Delta_{3}^{1}$ reals.

Finally, $\alpha$ and $\beta$ cannot be of the same degree by the genericity of ( $\alpha, \beta$ ) and the fact that only countably many resls occupy a single degree.

The proof for dianond is now complete.
Remark Using ( $T_{0}, \ldots, T_{n-1}$ ) we obtain an initial segment iscmorphic to $\theta(n)$.
B) Proof for the three-lattice

We want to find $\alpha$, so that $0<\alpha<\alpha \vee B$ is an initial segment. Of course we mut use different conditions.

Suppose we attempt to use the same argument. Instead of Lerma 2.1 we now need a lema that will say, roughly, "either $F$ is constant on all $\{\alpha\} X[T]$ or it is one-to-one". In a sense we have a weaker
hypothesis from which to obtain one-to-one-ness; so we will allow more general conditions. The definition is: $(\alpha, \beta)$ belongs to the condition $p$ iff $\alpha \in[T]$ and $\beta \in\left[T_{\alpha}\right]$, where $T_{\alpha}$ depends continuously on $\alpha$. Of course this whole object is assumed to be in $\Delta_{3}^{1}$. The ordering is by inclusion.

We have now

either $F$ is constant on every $\{\alpha\} \times\left[T_{\alpha}\right]$ of $p$
or $F$ is one-to-one on p.

Proof If the first alternative fails we have that
$\forall P \leq q$ G $\mathcal{G}, Y_{1} \in\left[T_{\beta}\right] \quad F\left(A, Y_{1}\right) \neq F\left(\beta, \gamma_{2}\right)$. Apply this to $q$ and obtain $\beta, \gamma_{1}$ and $\gamma_{2}$. Then find a subtree which avoids and apply the above again, obtaining $\beta^{\prime}, \gamma_{1}^{\prime}$ and $\gamma_{2}^{\prime}$ such that $F\left(\beta^{\prime}, Y_{1}^{\prime}\right) \neq F\left(\beta^{\prime}, \gamma_{2}^{\prime}\right)$. See $\mathrm{F}^{\prime} \mathrm{gure} 7$, page 33.

We may assume that $F\left(\beta^{\prime}, Y_{1}^{\prime}\right)$ and $F\left(\beta^{\prime}, Y_{2}^{\prime}\right)$ are both different from $F\left(\beta, \gamma_{1}\right)$ and $F\left(\beta, \gamma_{2}\right)$, because otherwise we apply the hypothesis once again and select one of the two values, whichever works.

Using continuity we ensure this state of affairs by initial
segments. Now the result is iterated and we obtain a condition on which $F$ is one-to-one.

Clearly the argument in (A) plus Lemma 2.2 finish the proof for the three-lattice.
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## 3. Proof of the theorem

## A) Some preliminaries

The two cases discussed contain the germ of the general proof. To realize a sublattice of $\rho(n)$, for each $a \leq b$ that holds in $\theta(n)$ and does not hold in the sublattice we must "disperse" the ( $T_{0}, T_{1}, \ldots, T_{n-1}$ ) condition in the appropriate coordinates, much as we did in proceeding from diamond to the three-lattice. This vague remark gives a clue for the general definition of conditions (the " ${ }_{a}^{b}$-isomorphism" requirement below). Also, we must develop a general method for handiing all the separation and transfer arguments in building conditions by fusion. The appropriate generalization of these arguments involves the notion of "a-splitting".

We begin by defining b-conditions and a-splittings and establishing their basic properties. For all this we owe an essential debt to [22].
B) b-conditions, a-splittings and their properties

Let $A \subset \omega$ be finite and $I$ be a sublattice of $\theta(A)$; this way we obtain all finite distributive lattices. The ordering is $C, 0$ is $\varnothing$ and 1 is $A$.

If $b \in I$ consider $\left(2^{(1)}\right)^{B}$ and call its elements $p, q, \ldots$ We explain notation by an example: if $b$ is $\{0,3,4\}$ then $p$ is $\left(\alpha_{0}, \alpha_{3}, \alpha_{4}\right)$ and $p(3)$ is $\alpha_{3}$, a binary real. For purposes of coding let $p^{*}$ be the real $\left(\alpha_{0}(0), \alpha_{3}(0), \alpha_{4}(0), \alpha_{0}(1), \alpha_{3}(1), \alpha_{4}(1), \ldots\right)$. If is a binary string of length $n$ then $[s]$ is the set of $p$ 's
such that $p^{* \prime}$ 's first $n$ numbers are given by $s$. The $[s]_{b}$ 's form a basis for the usual topology on $\left(2^{w}\right)^{b}$.

For $\mathrm{a} \leq \mathrm{b}$ define the projection $\pi_{a}^{b}:\left(2^{(\infty)}\right)^{b} \rightarrow\left(2^{(\infty)}\right)^{\mathrm{a}}$ by keeping only the reals with index in a. Let now $\bar{m}_{a}^{b}$ be the equivalence relation induced on $\left(2^{(1)}\right)^{b}$, i.e. $p \bar{x}_{a}^{b} q$ iff $p$ and $q$ agree on reals with indices in a. Note that $\left[s^{\wedge} 0\right]_{b} \cap\left[s^{\wedge} 1\right]_{b}=\varnothing, \pi_{a}^{b}\left[s^{\wedge} 0\right]_{b}$ and $\pi_{a}^{b}\left[s^{\wedge} 1\right]_{b}$ are either equal or disjoint, and $\pi_{a}^{b}\left[s^{\wedge} 0\right]_{b} \neq\left[s^{\wedge} 0\right]_{a}$. Definition 3.1 A b-isomorphism is a function $\mathrm{B} \rightarrow \mathrm{B}$, $B, C \subset\left(2^{(1)}\right)^{b}$, such that

1) it is a homeomorphism (with respect to the induced topology on B and C)
2) it is an isomorphism (with respect to the relations $=\frac{b}{a}$ restricted on $B, C$ for all $a \leq b$ )
3) it is in $\Delta_{3}^{1}$.

Definition 3.2 A b-condition is a b-isomorphic image of $\left(2^{(i)}\right)^{b}$.
We use $P, Q, R$ with occasional embellishments to denote
b-conditions. We order them by inclusion. Clearly they generalize the conditions used in $2 A$ and $2 B$.

Lemma 3.1 The class of b-isomorphisms is closed under compositions, inverses and restrictions; therefore, if $P, Q$ are $b$-conditions by virtue of the $b$-isomorphisms $\quad\left(2^{(1)}\right)^{b} \rightarrow P$, $:\left(2^{(1)}\right)^{b}+Q$ then $I=$ is also a b-isomorphism, giving the b-condition $\mathrm{C}_{\mathrm{Q}}$, and $\subset \mathrm{P}$.

Proof Obvious.
In what follows $b$ is usually understood, so we omit it as a superscript if no confusion can arise.

Lemma 3.2 If is a $b$-isomorphism with domain $P, A$ and $B$ are subsets of $P$ and $a \leq b$ then $\pi_{a} A, \pi_{a} B$ are equal (resp. disjoint) ff $\pi_{a} \Psi A, \pi_{a}{ }^{\Psi B}$ are equal (resp. disjoint).

Proof Obvious.
Lemma 3.3 Let $P$ be a b-condition, $p_{i} \in P$ and $c_{i} \leq b$ for $i=$ $1,2, \ldots$. Then there exists a $p \in P$ satisfying $p \equiv_{c_{i}} p_{i}$ for all 1 ff $p_{i} \equiv c_{i} \cap c_{j} p_{j}$ for all $i, j=1,2, \ldots n$.

Proof If $p_{i} \equiv{ }_{c_{i}} p \equiv_{c_{j}} p_{j}$ then $p_{i} \bar{c}_{i} \cap c_{j} p_{j}$.
For the converse we handle first the case $p=\left(2^{(1)}\right)^{b}$ : Define $p(x)(n)$ to be $p_{i}(x)(n)$ if $x \in c_{i}, O$ if $x \in b-U c_{i}$. Now for arbitrary $P$, given by $\Phi:\left(2^{(i)}\right)^{b} \rightarrow P$, find an $x$ so that $x{ }_{E_{c}} \Phi^{-1} p_{i}$ and apply $\Phi$.

Lemma 3.4 Given $P$ and $a \leq b$ there exist $Q_{0}, Q_{1} \subset P$ so that $c \leq a \quad \Rightarrow \quad \pi_{c} Q_{0}=\pi_{c} Q_{1}=\pi_{c} P \quad$ and $c \leq b \wedge c \notin a \quad \Rightarrow \quad \pi_{c} Q_{0} \cap \pi_{c} Q_{1}=\varnothing$.
Proof Define $R_{i}=\left\{p: p \in\left(2^{m}\right)^{b}\right.$ and $\forall x \in b-2 \quad p(x)(0)=$ $=i\}$. If $\Phi:\left(2^{(1)}\right)^{b} \rightarrow P$ then $\Phi R_{0}, ~ \Phi R_{1}$ work.

Lemma 3.5 For any $Q_{0}, Q_{1}$ the set $I=\{c: c \leq b$ and $\left.\pi_{c} Q_{0}=\pi_{c} Q_{1}\right\}$ is an ideal in $L$.

Proof Closure under $\leq$ is immediate. For $U$ we prove that given $c, d \in I \pi_{c \cup d} Q_{0} \subset \pi_{c \cup d} Q_{1}$; then $\supset$ follows by symmetry. So let $q_{0} \in Q_{0}$; we will find $q_{1} \in Q_{1}$ such that $q_{0} \sum_{c \cup d} q_{1}$. This is done as follows: Since $c, d \in I$ we can find $q_{10}, q_{11} \in Q_{1} s 0$ that $q_{0}=q_{c} q_{10}$ and $q_{0} \equiv{ }_{\mathrm{F}} q_{11}$. Applying Lemma 3.3 to $\left(2^{(\infty)}\right)^{b}$ we see
that $q_{10}={ }_{c} \cap q_{11}$. Applying Lemma 3.3 to $q_{1}$ we obtain a $q_{1}$ such that $q_{1} \equiv_{c} q_{10}$ and $q_{1} \equiv q_{11}$. Therefore $q_{1} \equiv_{c} \cup d q_{0}$.

Lemma 3.6 Given $Q_{1}, Q_{2}, Q_{3}$ define $c_{i j}=U\{c: c \leq b$ and $\left.\pi_{c} Q_{i}=\pi_{c} Q_{j}\right\}$. Then the intersection of any two of $c_{12}, c_{13}$, $c_{23}$ is contained in the third.

Proof Obvious.
The next lemma helps in visualizing the structure of b-conditions corresponding to complicated lattices by reducing it to simpler cases.

Lemma 3.7 If $P$ is a $b$-condition and $a \leq b$ then $\pi_{a}^{b} P$ is an a-condition, and $\pi_{c}^{a}\left(\pi_{a}^{b} p\right)=\pi_{c}^{b} P$.

Proof

Lemma 3.8 will be useful in "thinning down" conditions.
Lemma 3.8 If $a \leq b, P$ is $a \quad b$-condition, $Q$ is an a-conditin and $Q \subset \pi_{a}^{b} p$ then
i) $P \cap\left(\pi_{a}^{b}\right)^{-1} Q$ is a b-condition
ii) $\pi_{c}^{b}\left(P \cap\left(\pi_{a}^{b}\right)^{-1} Q\right)=\pi_{c}^{b} P \cap \pi_{c}^{b}\left(\pi_{a}^{b}\right)^{-1} Q$.

Proof (i) First for $P=\left(2^{(i)}\right)^{b}$ : If $:\left(2^{(j)}\right)^{\grave{a}} \rightarrow Q$ then define $\quad\left(2^{\infty}\right)^{b} \rightarrow\left(2^{(i)}\right)^{a}$ by $(p(x))$ being $p(x)$ if $x \in b-a$, and $\Psi \pi_{a}^{b}(p(x))$ if $x \in$ a. This shows that $\left(\pi_{a}^{b}\right)^{-1} Q$ is a b-condition.

How for arbitrary $P$, given by $:\left(2^{(1)}\right)^{b} \rightarrow P:$ Construct
 Then $\Psi^{-1} Q$ is an a-condition; by the case $\left(2^{(\infty)}\right)^{b}$ above, we have that $\left(\pi_{a}^{b}\right)^{-1} y^{-1} Q$ is a b-condition. Now apply.
(ii) The $c$ part is obvious. For $\partial$ suppose that $r=\pi_{c}^{b} p=$ $=\pi_{c}^{b} q^{\prime}\left(p \in P, \pi_{a}^{b} q^{\prime}=q \in Q\right)$. Since $Q \subset \pi_{a}^{b} P$ let $p^{\prime} \in P$ be so
 Lemma 3.3 there is a $p_{0} \in P$ so that $p F_{c}^{b} p_{0} \bar{w}_{a}^{b} p^{\prime}$, ie. $\pi_{c}^{b} p_{0}=r$ and $p_{0} \in P \cap\left(\pi_{a}^{b}\right)^{-1} Q$.

We give now an important definition.
Definition 3.3 Let $a \leq b$ and $\left\{P_{i}\right\}, i=1,2, \ldots, r$, be $b$-conditions. Then the $b$-conditions $\left\{P_{i}^{j}\right\}, j=0,1$ and $i=1,2 \ldots, r$, are an a-splitting of $\left\{P_{i}\right\}$ if $P_{i}^{j} \subset P_{i}$ and

1) $\quad \pi_{c} P_{i}=\pi_{c} P_{k} \quad \Rightarrow \quad \pi_{c} P_{i}^{j}=\pi_{c} P_{k}^{j} \quad$ for $c \leq a$
2) $\quad \pi_{c} P_{1}^{0} \cap \pi_{c} P_{1}^{1}=\varnothing \quad$ for $c \notin a, c \leq b$
3) $\quad \pi_{c} P_{i}^{0}=\pi_{c} P_{i}^{1} \quad$ for $c \leq a$.

Lemma 3.9 Given an a-splitting as in Definition 3.3 adjoin $P_{r+1}$, a b-condition, to the $\left\{P_{i}\right\}$; then there exist $P_{r+1}^{0}, P_{r+1}^{1}$ so that $\left\{P_{i}^{j}\right\}, i=1,2, \ldots, r+1$, is still an a-splitting.

Proof If $r=0$ this is just Lemma 3.4. In general, define $c_{i k}=U\left\{c: c \leq b\right.$ and $\left.\pi_{c} P_{i}=\pi_{c} P_{k}\right\}, c_{i}=c_{i, r+1}, c_{0}=U c_{m}$ for $m \leq r$. Using Lemma 3.4 find $b$-conditions $Q^{0}$ and $Q^{1}$ so that $Q^{0}, Q^{1} \subset P_{r+1}, c \leq a U c_{0} \Rightarrow \pi_{c} Q^{0}=\pi_{c} Q^{1}=\pi_{c} P_{r+1}$, and $c \not \leq a 甘 c_{0} \Rightarrow \pi_{c} Q^{0} \cap \pi_{c} Q^{1}=\varnothing$. Now set $P_{r+1}^{j}=Q^{j} \cap_{i \leq r} \pi_{c_{i}}^{-1} \pi_{c_{i}} P_{i}^{j}$. Claim $\pi_{c_{i}} P_{r+1}^{j}=\pi_{c_{i}} P_{i}^{j}$, where $i=1,2, \ldots, r$ and $j=0,1$.

Granting the claim we have $\pi_{c_{i}} P_{i}^{j} \subset \pi_{c_{i}}\left(Q^{j} \cap \bigcap_{k i}{ }^{\pi} c_{k}^{-1} \pi_{c_{k}} P_{k}^{j}\right)$, hence applying Lemma 3.8 r times we see that $\mathrm{p}_{\mathrm{r}+1}^{j}$ is a b-condition.

To establish the claim: $C$ is clear. For $\supset$, first we set $1=1$ to simplify notation. Let $p_{1}$ be an arbitrary member of $p_{1}^{j}$. Define $p_{2} \in P_{2}^{j}, \ldots, p_{r} \in P_{r}^{j}$ by induction: Suppose $p_{1}, \ldots, p_{s}$ $(1 \leq s<r)$ have already been defined so that $p_{i} \sum_{c_{i k}} p_{k}$, for $i, k=1,2, \ldots, s$. Since ${ }^{\pi} c_{s+1, i} P_{s+1}^{j}=\pi_{c_{s+1, i}} P_{i}^{j}$, choose $q_{i} \in P_{s+1}^{j}$
so that $q_{i} \equiv c_{s+1, i} p_{i}$. Then $q_{i} \sum_{c_{s+1, i}} p_{i} \equiv_{c_{i k}} p_{k} \equiv{ }_{c_{s+1, k}} q_{k}$. Using Lemma 3.6, $q_{i} q_{k}$ where $a=c_{s+1, i} \cap c_{s+1, k}$. Then by Lemma 3.3 we can find $p_{s+1} \in p_{s+1}^{j}$ so that $p_{s+1} \equiv_{c_{s+1, i}} q_{i}$, preserving the induction hypothesis. So we have now $p_{1}, \ldots, p_{r}$ in $P_{1}^{j}, \ldots, P_{r}^{j}$ respectively, such that $p_{i} F_{c_{i k}} p_{k}$. Noting that each $c_{i}$ is $\leq c_{0}$ we have $\pi_{c_{i}} Q^{j}=\pi_{c_{i}} P_{r+1}=\pi_{c_{i}} P_{i}$, and there exist $q_{1}, \ldots, q_{r} \in Q^{j}$ so that $q_{i} \equiv c_{c_{i}} p_{i}$. As above we may use Lemmas 3.3 and 3.6 to obtain $q \in Q^{j}$ satisfying $q \equiv_{c_{i}} q_{i}$. But then $q \in \pi_{c_{i}}^{-1} \pi_{c_{i}} P_{i}^{j}$ for each 1 , so $q \in \mathcal{P}_{r_{+1}}^{j} ;$ also $\pi_{c_{1}} q=\pi_{c_{1}} p_{1}$. So the claim has been proved, and (1) of Definition 3.3 holds, with $r$ replaced by $r+1$.

To verify (2), if $c \nless a$ then either $c \nsubseteq a \cup c_{0}$ (in which
case $\pi_{c} P_{r+1}^{0} \cap \pi_{c} P_{r+1}^{1} \subset \pi_{c} Q^{0} \cap \pi_{c} Q^{1}=\varnothing$ ) or $c \cap c_{i} \notin a$ for some $i \in\{1, \ldots, r\}$ (in which case $\pi_{c} \cap c_{i} P_{r+1}^{0} \cap \pi_{c} \cap c_{i} P_{r+1}^{1}=$ $\pi_{c} \cap c_{i} P_{i}^{0} \cap \pi_{c} \cap c_{i} P_{i}^{1}=\varnothing$ and since $c \cap c_{i} \leq c$ we have that $\left.\pi_{c} P_{r+1}^{0} \cap \pi_{c} P_{r+1}^{1}=\varnothing\right)$.

Finally to verify (3) start with $p^{0} \in P_{r+1}^{0}$. We can find $p_{i}^{0} \in P_{i}^{0}$ with $p_{i}^{0} \equiv_{c_{i}} p^{0} \quad(i=1, \ldots, r)$; then we find $p_{i}^{1} \in P_{i}^{1}$ with $p_{i}^{1}=p_{i}^{0}$; and then $p^{1} \in p_{r+1}^{1}$ with $p^{1}=\sum_{i} p^{0} \quad(i=1, \ldots, r)$ i.e. $p^{1} \equiv_{a} \cap c_{0} p^{0}$. By Lemma 3.3 choose $p \in P_{r+1}$ with $p \equiv \equiv_{2}^{0}$ and $p \equiv_{c_{0}} p^{1}$. Since $\pi_{a \cup c_{0}} Q^{\prime}=\pi_{a \cup c_{0}} P_{r+1}$ there is a $q \in Q^{1}$ with $q \equiv \overline{\underline{E}}_{0} \cup p$. Then $q \in P_{r+1}^{1}$ because $q \equiv_{c_{0}} p^{1}$ and $\pi_{a} q=$ $=\pi_{a} p^{0}$. So $\pi_{a} P_{r+1}^{0} \subset \pi_{a} P_{r+1}^{1}$. We can prove $\supset$ likewise.

Lemma 3.10 Given an a-splitting as in Definition 3.3 suppose $Q_{1}^{j} \subset P_{1}^{j}$ are b-conditions satisfying $\pi_{a} Q_{1}^{0}=\pi_{a} Q_{1}^{1}$. Then there exist $Q_{i}^{j}(2 \leq i \leq r)$ so that $\left\{Q_{i}^{j}\right\}, i=1, \ldots, r$ and $j=0,1$, is an a-splitting of $\left\{P_{1}\right\}$.

Proof Define again $c_{i k}=\left\{c: c \leq b\right.$ and $\left.\pi_{c} P_{i}=\pi_{c} P_{k}\right\}$ and let $c_{i}=c_{i 1}$. Set $Q_{i}^{j}=P_{i}^{j} \cap \pi_{c_{i}}{ }^{-1} \pi_{c_{i}} Q_{1}^{j}$ for $i=2, \ldots, r$. Using Lemma 3.8 these are all b-conditions, and part (2) of Definition 3.3 holds trivially.

For (1) we must show $\pi_{c_{i k}} Q_{i}^{j} \subset \pi_{c_{i k}} Q_{k}^{j}$ for all $1, k$; however, Lemma 3.8 gives $\pi_{c} Q_{k}^{j}=\pi_{c} P_{k}^{j} \cap \pi_{c} \pi_{c_{k}}^{-1} \pi_{c_{k}} Q_{1}^{j}$ for all $c \leq b$, so that $\pi_{c_{i k}} Q_{i}^{j} \subset \pi_{c_{i k}} P_{i}^{j}=\pi_{c_{i k}} P_{k}^{j}$, and it suffices to show $\pi_{c_{i k}} Q_{i}^{j} \subset$ $\subset{ }^{\pi} c_{i k}{ }^{\pi} c_{k}{ }^{-1}{ }^{c_{c_{k}}} Q_{1}^{j}$, i.e. given an arbitrary $Q \in Q_{i}^{j}$ show that $q \equiv{ }_{c_{i k}} q^{\prime} \equiv \sum_{k} q_{1}$ for some $q^{\prime} \in\left(2^{(\infty)}\right)^{b}$ and $q_{1} \in Q_{1}^{j}$. Using the definition of $Q_{i}^{j}$ we can find $q_{1} \in Q_{1}^{j}$ so that $q \sum_{c_{i}} q_{1}$. Then by Leman $3.6 q \equiv_{c_{i k}} \cap c_{k} q_{1}$, and Leman 3.3 gives $q^{\prime}$.

For (3) it suffices, given $q \in Q_{i}^{0}$, to find $q_{1} \in Q_{1}^{1}$ and $q^{\prime} \in$ $\epsilon\left(2^{(1}\right)^{b}$ so that $q \equiv{ }_{a} q^{\prime} \overline{\#}_{c_{i}} q_{1} ;$ this is done using Lemmas 3.3 and 3.6 .

Lemma 3.11 Let $\Omega$ be a set of b-conditions that is open and dense, ie. $\forall Q \in \Omega \in(R \subset Q)$ and $\forall Q \in \Omega \forall R(R \subset Q \Rightarrow R \in \Omega)$. Then given $\left\{P_{i}\right\}$ there is an a-splitting $\left\{P_{i}^{j}\right\} \subset \Omega$.

Proof By induction: Suppose $Q_{i}^{j} \quad(i=1, \ldots, r-1, j=0,1)$ have already been found (the case $r=1$ is easy). Choose $Q_{r}^{0}$ and $Q_{r}^{1} \subset P_{r}$ by Lemma 3.9; then $Q_{r}^{\infty} \subseteq Q_{r}^{0}$ with $Q_{r}^{00} \in \Omega$; $Q_{r}^{10}=Q_{r}^{1} \cap \pi_{a}^{-1} \pi_{a} Q_{r}^{\infty} ; P_{r}^{1} \subset Q_{r}^{10}$ with $P_{r}^{1} \in \Omega ; P_{r}^{0}=Q_{r}^{\infty} \cap$ $\cap \pi_{a}^{-1} \pi_{a} P_{r}^{1}$; and finally $P_{i}^{j} \subset Q_{i}^{j}$ by Lemma 3.10.
C) The crucial lemma and the proof

The heart of the proof for diamond in $2 A$ was Lemma 2.1; for the three-lattice in 2B, Lemma 2.2. We present now a generalization of those lemmas that works for any finite distributive lattice $L$. of course we use the apparatus of 3B.

Lemma 3.12 Given $b \in L$ and a b-condition $P$ there exists $a$ b-condition $\mathrm{R}, \mathrm{R} \subset \mathrm{P}$, so that
either $\quad$ ad $<b$ so that $F$ is constant on any $A \subset R$ with

$$
\pi_{d} A=a \text { singleton }
$$

or $\quad F$ is one-to-one on $R$ (and continuous, of course).
Here $F$ is a $\Delta_{3}^{1}$ function.
Proof As in the proof of Lemma 2.1, we may assume without loss of generality that $F$ is continuous.

Assume the first alternative fails, i.e. $\forall d<b \quad \forall Q \subset P \quad G A \subset Q$ with $\pi_{d} A$ a singleton and $F$ is not constant on $A$. Considering two points in A that witness this and using the continuity of $F$ it is easy to show that

$$
\begin{equation*}
\forall d<b \quad \forall Q \subset P \quad \llbracket R_{1}, R_{2} \subset Q \text { so that } \pi_{d} R_{1}=\pi_{d} R_{2} \text { and } \tag{*}
\end{equation*}
$$ $F\left[R_{1}\right], F\left[R_{2}\right]$ are contained in disjoint neighborhoods.

This property (*), which we express as "F separates $R_{1}, R_{2}$ ", will now be iterated to produce a condition on which $F$ will be one-to-one. This is a fusion argument, indexed by $2^{<\infty}$. Start by setting $Q_{\varnothing}=P$. Suppose $Q_{s}$ has been defined for
length $(s) \leq k$ so that

$$
\begin{aligned}
& \pi_{a}^{Q} Q_{s}=\pi_{a} Q_{t} \quad \Leftrightarrow \quad \pi_{a}[s]_{b}=\pi_{a}[t]_{b} \quad \text { and } \\
& \pi_{a} Q_{s} \cap \pi_{a} Q_{t}=\varnothing \quad \Leftrightarrow \quad \pi_{a}[s]_{b} \cap \pi_{a}[t]_{b}=\varnothing
\end{aligned}
$$

for all s,t with length $(s)=$ length $(t) \leq k$ and all $a \leq b$. This is our induction hypothesis. Consider $\left\{\left[s^{\wedge} j\right]_{b}\right.$ : length $(s)=k$, $j=0,1\}$; it is an e-splitting of $\left\{[s]_{b}\right.$ : length $\left.(s)=k\right\}$, for some unique $e \in L$. Using this e find an e-splitting of the collection $\left\{Q_{s}:\right.$ length $\left.(s)=k\right\}$, namely $\left\{Q_{s \wedge j}:\right.$ length $(s)=$ $=k, j=0,1\}$, so that $F$ separates $Q_{s \wedge 0}, Q_{s \wedge 1}$. This is done by Lemma 3.11 (actually by a trivial extension); our property (*) guarantees density. It is easy to see that the induction hypothesis holds for these $Q_{s \wedge j}$ 's, so the process may continue. Deline now $\Phi:\left(2^{(1)}\right)^{b} \rightarrow\left(2^{(1)}\right)^{b}$ by $\Phi(p)=\bigcap_{k} Q_{p} \mid k$, where $p \mid k$ codes the restriction of $p$ to the first $k$ arguments. We may arrange for the intersection to be a singleton by using at the $n^{\text {th }}$ step conditions of diameter less than $1 / 2^{n}$. By the $\Delta_{3}^{1}$ selection Principle it is easy to see that is $\Delta_{3}^{1}$. So is a b-isomorphism and clearly $F$ is one-to-one on $R=$ range ( ${ }^{\circ}$ ).

At long last we can complete the proof of our theorem.
Proof of the theorem Let $L$ be a finite distributive lattice. Represent it as a sublattice of $\theta(n)$, for minimal $n$. Form the corresponding $b$-conditions (for $b=a=\{0,1, \ldots, n-1\}$ and $a \in L$, $\mathrm{a} \leq \mathrm{b}$ ), consider them as a notion of forcing, and take an $n$-tuple that is sufficiently generic. Let us call it $g$. Suppose now
that $\alpha \leq g$ (here $\leq$ denotes $\Delta_{3}^{\prime}$ reducibility and denotes $\Delta_{3}^{1}$ equivalence). By genericity and Lemmas 1.1 and 1.2 we have that $F_{i}(g)=\alpha$, for sone $F_{i}$. Now by genericity and Lemma 3.12 either $\alpha \equiv g$ or $\alpha \leq \pi_{d} g$. So we perform a Pinite induction along the nodes of $L$ and we see that $\pi_{b}^{n} g$, for $b \in L$, realizes distinct $\Delta_{3}^{1}$-degrees forming an initial segment isomorphic to $L$.

Remark The same method works for sublattices of the lattice of all finite sets of integers.

## Chapter III

## THE JUMP INVERSION THEOREM FOR $Q_{2 n+1}$-DEGREES

1. Background and definitions

One of the early results in the theory of Turing degrees (for basic information see [17]) was the following:

Friedberg Jump Inversion Theorem ([2]) If $\underset{\sim}{b} \geq{\underset{\sim}{0}}^{0}$ then there exists an $\underset{\sim}{a}$ such that $\underset{\sim}{a}=\underset{\sim}{a} v \underset{\sim}{\sim} 0^{\prime}=\underset{\sim}{b}$.

Of course $\underset{\sim}{0}$ denotes the degree of the recursive sets, and denotes the Turing jump operation.

Next, the question was considered in the context of hyperdegrees.
Let 0 denote the hyperdegree of the hyperarithmetical sets and ${ }^{\circ}$ the hyperjump. Does the above theorem hold? The answer is yes ([21]):

Jump Inversion Theorem for $\Delta_{1}^{1}$-degrees If $\underset{\sim}{b} \geq{\underset{\sim}{0}}_{0}$ then
there exists an $\underset{\sim}{a}$ such that $\underset{\sim}{a}=\underset{\sim}{a} \underset{\sim}{v} \underset{\sim}{0^{\prime}}=\underset{\sim}{b}$.
A natural question now is: does the inversion theorem hold for $\Delta_{2 n+1}^{1}$-degrees? (We are assuming $P D$, needless to say). By a wellknown argument Determinacy implies that there exists some cone on which inversion holds (a cone, by definition, is $\{\underset{\sim}{a}: \underset{\sim}{a} \geq \underset{\sim}{b}\}$,
and $\underset{\sim}{b}$ is called the base of the cone). But what is the base of the cone? Is it again $0^{\prime}$ ? (i.e. the $\Delta_{2 n+1}^{1}$-jump of the degree of $4_{2 n+1}^{1}$ sets). Surprisingly the answer is no:

Theorem (Kechris, unpublished) (PD) If $n \geq 1$, then no real in $C_{2 n+2}$ can be a base for a cone of inversion of the $\hat{S}_{2 n+1}^{1}-$ jump. ("Cone of inversion" of course means that every member of the cone is the $\Delta_{2 n+1}^{1}$-jump of some $\Delta_{2 n+1}^{1}$-degree).

Proof For notational simplicity we let $2 \mathrm{n}+1=3$. If a member of $C_{4}$ were a base then it would be recursive in a member of $C_{3}$, so without loss of generality assume a base $b$ is in $C_{3}$. Consider the set $C=\left\{\alpha: T \in \in Q_{3}(\alpha)\left(\beta \in C_{3}\right.\right.$ and $\left.\left.\alpha \leq \Delta_{3} \beta\right)\right\}$. It is a subset of $C_{4}$, and it is $\Pi_{3}^{1}$, because the quantification is bounded. So it is countable, and hence a subset of $C_{3}$. Since $b \in C_{3}$ everything $\geq b$ in $C_{3}$ is the $\Delta_{3}^{9}$-jump of a member of $C$, thus a member of $C_{3}$. However the $\Delta_{3}^{1}$-degrees in $C_{3}$ are wellordered with successor steps taken by the $\Delta_{3}^{1}$-jump, so that a limit stage of this wellordering gives immediately contradiction.

So the inversion theorem is a property of hyperdegrees that falls to generalize to $厶_{2 n+1}^{1}$-degrees, $n \geq 1$. Usually in such cases the validity of the property is restored if instead of $\Delta_{2 n+1}^{1}$-degrees
we work with $Q_{2 n+1}$-degrees. Indeed, it is the case that the jump inversion theorem holds for $Q_{2 n+1}$-degrees, i.e. the base is again ${\underset{\sim}{0}}^{\circ}$. Moreover we can establish that the $Q_{2 n+1}$-jump is never one-to-one.

Jump Inversion Theorem for $Q_{2 n+1}$-degrees (PD) If $\underset{\sim}{c}$ is a $Q_{2 n+1}$-degree $\geq{\underset{\sim}{0}}_{0}$ then there exist $Q_{2 n+1}$-degrees $\underset{\sim}{a}, \underset{\sim}{b}$ such that $\underset{\sim}{a} \vee \underset{\sim}{b}=\underset{\sim}{a}={\underset{\sim}{b}}^{\prime}=\underset{\sim}{c}$.

The rest of the chapter is devoted to the proof of this theorem. 2. The proof

For notational simplicity we work with $2 n+1=3$. First we establish a lemma.

Lemma 2.1 If ${\underset{\sim}{\sim}}^{\prime} \underset{\sim}{\underset{\sim}{b}}$ (i.e. $k_{3}^{0}=k_{3}^{b}$ ) then $\underset{\sim}{b^{\prime}}=\underset{\sim}{b} v \underset{\sim}{0^{\prime}}$.
Proof By the Sector Criterion $\underset{\sim}{0} \mathbb{\sim} \underset{\sim}{b}$ ff $k_{3}^{0}=k_{3}^{b}$. Now
 The opposite inequality is obvious.

Proof of the theorem The set $\left\{\alpha: \frac{k_{3}^{\alpha}}{3}=\frac{k_{3}^{0}}{0}\right.$ and $\left.\alpha \notin Q_{3}\right\}$
is $\Sigma_{3}^{1}$ and comeager. In fact there is a sequence $D_{0}, D_{1}, \ldots$ of dense open sets, $\left\{D_{i}\right\} \in \Delta_{3}^{1}\left(y_{0}\right)$, such that $\cap D_{i} \subset\{\alpha$ : $k_{3}^{\alpha}=k_{3}^{0}$ and $\left.\alpha \notin Q_{3}\right\}$. We use these dense sets in the construction below.

We describe an inductive construction of reals a and $b$. Set

$$
a_{-1}=b_{-1}=\varnothing
$$

Inductive step: Suppose $a_{n}, b_{n}$ have been constructed (they are innite sequences of integers). Consider the dense, open set $D_{n+1}$ and extend $a_{n}$ by finite segment $s$, least in some fixed enumeration, so that the basic neighborhood defined by $a_{n}^{n} s$ is contained in $D_{n+1}$. Extend $b_{n}{ }^{\wedge} s$ by a finite segment $t$, least agrin, so that the basic neighborhood defined by $b_{n}{ }^{\wedge} 8^{\wedge} t$ is contained in $D_{n+1}$. Set now $a_{n+1}=a_{n}{ }^{\wedge} s^{\wedge} t^{\wedge}\{c(n)\}, b_{n+1}=b_{n}^{\wedge} s^{\wedge} t^{\wedge}\{c(n)+1\}$.

This completes the inductive step.
Let now $a=U a_{n}, b=U b_{n}$. Since $a, b \in \cap D_{i}$ we have
 $\underset{\sim}{\sim} \vee 0^{\circ} \geq \underset{\sim}{c}$, because using $y_{0}$ we may trace the construction of a and find all $c(n)^{\prime} s$. Likewise $\underset{\sim}{b} \vee \underset{\sim}{\sim} \geq \underset{\sim}{c}$. However $\underset{\sim}{a} v \underset{\sim}{0^{\prime}} \leq \underset{\sim}{\sim}, ~ t o o$, because $0^{\circ} \leq \underset{\sim}{c}$ and the construction of a only needs $y_{0}$ and $c$. The same holds for $b$, and therefore we
 $\underset{\sim}{a} \vee \underset{\sim}{b} \geq \underset{\sim}{c}$, because if both a and $b$ are available then considering the points where they differ $c$ may be obtained. So we have ${\underset{\sim}{a}}^{\prime}=\underset{\sim}{b}=\underset{\sim}{a} \vee \underset{\sim}{b}=\underset{\sim}{c}$, and $a, b$ cannot have the same degree.

Remark The reals a, b may also be chosen to be of minimal degree by using perfect trees in $Q_{3}$ instead of finite sequences.
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