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ABSTRACT 

Sunlight is one of the few renewable resources that can meet global energy demand. 

Unfortunately, while solar energy has grown in the past few years, several economic and 

scientific constraints have hindered mass adoption. One of the main obstacles solar 

energy faces is the lack of economically competitive storage technologies. Artificial 

photosynthesis is a potential solution in which solar energy is directly converted into 

energy dense chemical bonds that can be easily stored and transported.  

 

One impediment facing the commercialization of artificial photosynthesis is the use of 

expensive and rare precious metals as catalysts. This dissertation focuses on the 

achievements of the past five years in characterizing novel, earth-abundant, acid-stable 

hydrogen evolution catalysts. While nickel alloys have long been known as catalysts for 

the hydrogen evolution reaction in basic media, it has only been in the past decade that 

earth abundant catalysts that are stable in acidic media have been reported. These 

discoveries are critically important as the many proposed artificial photosynthetic devices 

require the use of acidic media. 

 

In this dissertation we examine two families of hydrogen evolution catalysts: transition 

metal chalcogenides (namely molybdenum and cobalt selenide) as well as transition 

metal phosphides (cobalt phosphide). In addition to the electrochemical characterization 

of these catalysts, spectroscopic characterizations were performed in order to carefully 
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examine the chemical compositions of these catalysts before, after and during the 

hydrogen evolution reaction. This analysis elucidated both chemical, and structural 

changes that occurred after the catalysts had been subject to the hydrogen evolution 

reaction conditions.  

 

The final chapter in this thesis delves into the techno-economic realities of energy 

transportation via different fuels. Due to the strong interest in renewable energy, several 

future energy transportation scenarios, including 100% grid electrification and 

widespread installation of hydrogen pipelines, have been proposed. In order to get a fuller 

understanding of such potential infrastructure alternatives, we report their differing 

energy transportation costs.  
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1  C h a p t e r  1  

INTRODUCTION: GLOBAL WARMING, ENERGY AND 

ARTIFICIAL PHOTOSYNTHESIS 

 Though I cannot recall exactly when and what piqued my interest in global climate 

change and energy systems, by my senior year of high school my fascination was advanced 

enough that one of my Stanford undergraduate application essays focused on the (then) 

recent developments and improvements in hydrogen fuel vehicles. I remember thinking 

then (as I do now) that moving to vehicles that only emitted water from their exhaust pipes 

would be truly transformational. Thus it surprised no one that by my sophomore year of 

college I had joined the newly established lab of Professor Thomas Jaramillo and started 

investigating novel protection layers for photoelectrochemical water splitting devices. This 

interest in solar driven chemical syntheses would follow me throughout my time at both 

Stanford and Caltech and has included explorations into many different aspects of such 

systems including light absorbers, catalysts, systems integration, and their economic 

viability. Now, nearly a decade later, though I have a much broader, nuanced, and perhaps 

more pessimistic understanding of the energy ecosystem, I remain just as committed to 

working on finding new and disruptive ways to change it.  This introductory chapter serves 

as a short primer on the current state of energy production, global warming, and 

photoelectrochemical cells.  
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1.1  Energy and the Climate 

1.1.1 Global Energy Consumption 

 In the past several decades, global energy consumption has increased tremendously, 

more than doubling since 1971 (Figure 1.1) reaching ~14000 millions of tonnes of oil 

equivalent (Mtoe) in 2014. Though the amount of energy consumed has increased 

markedly, our main energy sources have remained remarkably consistent with over 80% of 

our energy coming solely from three fossil-fuel sources (oil, natural gas, and coal). 

Electricity production shows a similar trend with electricity generation increasing almost 

six fold since 1971 with the main source remaining fossil fuels (Figure 1.2).1 

 

Figure 1.1: World total primary energy supply (TPES) from 1971 to 2014 by fuel 

(Mtoe).1 © OECD/IEA 2016 Key World Statistics, IEA Publishing. License: 

www.iea.org/t&c 
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Figure 1.2: World electricity generation from 1971 to 2014 by fuel (TWh).1 © 

OECD/IEA 2016 Key World Statistics, IEA Publishing. License: www.iea.org/t&c 

 

 Furthermore, global energy consumption is expected to continue rising in the future 

reaching ~21000 Mtoe by 2050.2 This increase in energy consumption has been coupled 

with tremendous global economic growth, with global GDP per capita increasing ten-fold 

from $866 in 1971 to over $10,000 in 2014 (inflation adjusted).3 Unfortunately, while this 

increase in energy consumption, particularly in developing nations, has come with several 

benefits, the burning fossil fuels also leads to the direct emission of carbon dioxide and 

other pollutants into the atmosphere. These pollutants, including NOx and SOx, have been 

shown to adversely affect the environment and global ecosystem causing effects such as 

acid rain and smog.4 With total energy consumption expected to rise, decisions about where 

we obtain our energy will be ever more important. 
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1.1.2 Carbon Dioxide Emission 

 Since 1971, the amount of anthropogenic carbon dioxide emitted globally has more 

than doubled (Figure 1.3). This increase in global carbon dioxide emission is largely due to 

the increase in fossil fuel combustion, which accounts for ~80% of anthropogenic carbon 

dioxide emission.5  

 

Figure 1.3: Annual global carbon dioxide emissions from 1965 to 2014 (million tonnes 

CO2).6 

 

 It is estimated that approximately 60% of anthropogenic emission of carbon dioxide 

is released into the atmosphere with the majority of the rest being absorbed by oceans.7 

While anthropogenic carbon emissions are relatively small compared to the overall 

magnitude of the carbon cycle, their net effect has been quite significant. The 



 

 

 

5 

anthropogenic carbon dioxide absorbed by the oceans has led to an ocean acidification of 

~0.1 pH and significant damage to the health of marine ecosystems, in particular to coral 

reef health.8 Additionally, the level of carbon dioxide in the atmosphere has increased 

rapidly from 320 ppm in 1960 to over 400 ppm by 2014 (Figure 1.4), a rate hitherto 

unobserved.  

 

Figure 1.4: Monthly mean atmospheric carbon dioxide at Mauna Loa Observatory, 

Hawaii. Publically available from NOAA.9 
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1.1.3 Global Climate Change 

 Over the past fifty years, there has been a clear increase in both land and ocean 

average surface temperature (Figure 1.5). The increase in atmospheric carbon dioxide, as 

well as light hydrocarbons, is believed to contribute significantly to this increase in 

temperature through a process commonly known as the greenhouse effect. Though often 

considered controversial, it is estimated that 97% of climate change scientists believe in 

anthropogenic global warming.10 

 

Figure 1.5: Anomalies of the global temperature index of provided by several groups is 

depicted for the 1980 to present time period. The base period is 1951-1980. The Berkeley 

baseline is depicted. Publically available from the BEST report.11 
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 While there are many studies that attempt to estimate future effects of 

anthropogenic carbon emissions, evaluating climate models goes beyond the scope of this 

introduction. Instead I will simply assert that we have already managed to increase 

atmospheric CO2 and decrease ocean acidity to levels unseen for hundreds of thousands of 

years.8  

1.2 Breaking the Energy & CO2 Emission Bond  

 So far in this chapter we have seen that increased energy use has led to both 

improved economic prosperity as well as increased anthropogenic carbon emissions. These 

emissions have been shown to cause significant and lasting effects to our environment and 

health. That is the global emissions problem that we are currently facing. The only way to 

break this pattern is by decoupling energy consumption and carbon emissions. This can be 

done by two main ways: shifting to energy sources that are carbon-neutral or sequestering 

the carbon dioxide so that it does not escape into the atmosphere or bleed into the oceans. 

While there are many different energy sources that can be used in lieu of fossil fuels, 

several of these energy sources can only supply a small fraction of total energy needed. In 

the proceeding sections we will look into some of the more abundant sources of alternative 

energy and assess their future potential focusing primarily on the main scope of this thesis, 

photoelectrochemical water splitting. 

1.2.1 Carbon Capture and Storage (CCS) 

 Carbon capture and storage is a process in which carbon dioxide, generated from a 

large waste source (usually a power plant or cement plant), is captured and stored 

underground where it cannot escape into the atmosphere. While not all anthropogenic 

carbon can be captured that way, this would allow us to continue using fossil fuels without 

increasing carbon dioxide emissions. While it has proven difficult to estimate the cost of 
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CCS, the U.S. Congressional Budget Office (CBO) has projected that the levelized cost of 

electricity produced from a supercritical pulverized coal plant would increase by ~70-80% 

if CCS is implemented.12 Such high costs for CCS make it very difficult for it to be 

economically competitive in today’s energy climate. Recently several proposed CCS 

projects such as the FutureGen 2.0 project in Meredosia, Illinois, the Hydrogen Energy 

California Project in Bakersfield, California and the Texas Clean Energy Project in 

Penwell, Texas have either been cancelled or put on indefinite hold. It remains to be seen if 

cost cutting measures and technological innovations will be able to make CCS competitive.  

1.2.2 Hydropower 

 Currently hydropower is the largest alternative energy source accounting for ~16% 

of global electricity generation (Figure 1.6).1 It currently supplies over 3000 TWh of 

electricity annually and has a technical potential estimated to be ~16000 TWh/yr.13  

             There are several benefits for hydroelectricity including its low cost (levelized cost 

of electricity for hydropower is estimated between 0.05 and 0.1 $/kWh) as well as the 

ability to use hydro plants a cheap ways to store energy.14 Unfortunately, hydroelectricity is 

geographically unevenly disturbed preventing certain countries from being able to utilize it 

significantly. Additionally, the total hydro capacity, while not insignificant, would only be 

able to supply ~15% of total energy demanded in 2015 and, seeing as energy consumption 

is expected to grow significantly in the next few decades, would constitute an even smaller 

potential share of the energy market in the future.  Thus while hydropower will almost 

certainly play a crucial role in the future, the majority of energy will need to be supplied 

from other sources. 
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Figure 1.6: Hydroelectricity generation in TWh from 1965-2011.13  

 

1.2.3 Nuclear Fission 

 Though there are many different types of nuclear power plants, they all work by 

harnessing the thermal energy generated from nuclear fission reactions of fissile material. 

Nuclear fission is the fifth most commonly used energy source and accounts for ~10% of 

global electricity generation (~2600 TWh).6 The levelized cost of electricity from new 

capacity nuclear is ~0.1 $/kWh.15 
11Hydropower today 

Hydropower is not considered variable in the same 
sense as wind power or solar PV. This is in part due 
to the control over the source through its storage 
capabilities and the greater predictability (over 
wind power) of its generation (even for run-of-river 
plants). Hydropower is, however, variable over 
longer time scales, as it depends on precipitation 
and water run-off. The long-term output trend 
reflects the growth of hydropower capacities 
worldwide, with an increase of 52% from 1990 to 
2009 (Figure 2), with a particularly rapid growth 
in China (Brown et al., 2011). A slowdown between 
the late 1990s and the early 2000s resulted from 

escalating local and international controversies 
over large dams, among other factors. This led to 
the establishment of the World Commission on 
Dams (WCD) and the publication of a major report 
in November 2000, Dams and Development: A new 
framework for Decision-making (WCD, 2000). In 
2003, the World Bank approved its Water Resources 
Sector Strategy, which supports renewable energy 
and renewable efficiency (World Bank, 2003). In 
2009, the World Bank highlighted the importance 
of multi-purpose infrastructure as a driver for future 
hydropower development (World Bank, 2009).

Figure 2: Hydroelectricity generation, 1965-2011

Sources: BP, 2012 and IEA analysis.
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Hydropower capacity is on the rise, reaching 
1 000 GW worldwide at the end of 2010. Its average 
annual growth rate of about 2.5% looks small, 
especially when compared to growth rates of wind 
and solar – but this ignores its large existing base. 
In the last decade, electricity generation from 
additional hydro capacities has kept pace with 
generation from all other renewables together 
(Figure 3).

Diversity of hydropower
Hydropower plants are very diverse in terms of 
size and type of plant, size and type of generating 
unit, the height of the water fall (“head”), their 
functions (electricity generation, capacity or multi-
purpose) and sizes. They are extremely site specific 
and tailor-made to local conditions. This roadmap 
primarily classifies hydropower plants (HPP) in three 
functional categories: run-of-river (RoR), reservoir 
(or storage) HPP, and pumped storage plants 
(PSP). RoR and reservoir HPP can be combined in 
cascading river systems and PSP can utilise the 
water storage of one or several reservoir HPPs.
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Figure 1.7: Nuclear energy generation from 1965-2014 (Terrawatt-hours).6 

 

 While nuclear has certain advantages, such as higher capacity factors, compared to 

many other carbon-neutral energy sources, the growth of nuclear energy has been 

essentially stalled since 1996.6 For nuclear fission to remain a prominent part of our energy 

economy, new power plants will need to be constructed at a much faster rate2 especially as 

~50% of all reactors are over 30 years old and will likely be decommissioned in the next 

two decades. 

1.2.4 Wind Power 

 The most common way wind power is harnessed is by using airflow to 

mechanically power large turbines and generate electricity. Encouragingly, the total 

amount of wind potential has been calculated to be large enough for a significant amount of 
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global energy to be derived from it.16 Since 2006, the amount of installed wind generation 

capacity has grown five-fold and is now approximately 435 GW and an annual energy 

generation of ~841 TWh.6 Additionally, the levelized cost of wind electricity has decreased 

significantly in the past three decades with current analyses estimating the cost at 

significantly less than 0.10 $/kWh for onshore wind and ~0.15 $/kWh for offshore wind.15  

1.2.5 Photovoltaic Cells 

 While quite diffuse, the largest available energy resource is sunlight with more 

solar energy striking the earth in 90 minutes than the total energy consumed in 2015.2 

Photovoltaic cells directly convert solar energy into electricity by harnessing the electrical 

potential in semiconductor junctions. While there are several semiconducting materials that 

can be used in solar panels including CIGS, CdTe, GaAs, and perovskites, silicon-based 

photovoltaics accounted for ~90% of total photovoltaic production in 2013.17 By 2015, 

over 200 GW of photovoltaics had been deployed globally and capital costs had fallen to 

~2 $/W17 with levelized costs lower than 0.1 $/kWh for utility scale photovoltaics.15 While 

photovoltaic capacity has grown rapidly in the past decade, from ~5 GW in 2005 to over 

200 GW in 2015, it still accounts for less than 1% of global electricity generation.6 

 

Figure 1.8: Global solar photovoltaic generation capacity (GW).6 

Source: includes data from IEA Photovoltaic Power Systems Programme, EPIA, EurObserver.

Solar PV generation capacity
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1.2.6 Concentrated Solar Thermal 

 Solar thermal is another way to harness solar energy. Solar thermal plants use 

mirrors or lenses to concentrate solar energy onto a small area and convert it to heat. The 

four main types of concentrators are parabolic trough collectors, linear Fresnel reflectors, 

power towers, and dish-engine systems.17 The concentrated solar energy is converted to 

heat in either an oil or molten salt and is subsequently transferred to steam that is used to 

drive an engine and generate electricity. By 2014, less than 5 GW of concentrated solar 

power had been deployed globally making its market share significantly smaller than that 

of photovoltaics.17 

1.3 Artificial Photosynthesis 

 As previously mentioned, the levelized costs of electricity from wind turbines and 

photovoltaics are quite low and can even, at times, undercut those of fossil fuels. Given that 

fact, one may wonder why governments, eager for energy independence, are not investing 

massive amount of money into solar and wind. The answer lies in these technologies’ 

intermittent nature. The inability to run photovoltaics at night or wind turbines when it is 

not windy means that if a significant amount of the energy supply comes from those 

sources, energy storage in cheap and efficient ways is necessary. While there are several 

different technologies available for energy storage including pumped hydro, compressed 

air, and several different types of batteries, currently none of them have enough capacity 

and are cheap enough for them to be viable on a commercial scale.14  

             Artificial photosynthesis is an alternative method to harness solar energy, one 

which converts solar energy directly into a chemical fuel. Converting solar energy to 

chemical fuels instead of to electricity has several advantages including lower cost of 

energy transportation (see Chapter 6), higher energy density allowing for use in 

transportation vehicles that cannot be electrified and, for certain fuels, the ability to be 

integrated into existing infrastructure. Additionally, in contrast with photosynthetic 



 

 

 

13 

organisms which have a yearly efficiency of <1%18, artificial photosynthetic devices are 

theoretically capable of much higher efficiencies.19  

             One of the simplest artificial photosynthetic devices is a photoelectrochemical 

water splitting device in which solar energy is used to split water into hydrogen and 

oxygen. Though studied for many years, no commercially viable photoelectrochemical 

device has been developed. This is partially due to the fact that such a device requires the 

optimization and integration of several different components including the light absorbing 

materials in which convert the solar energy into excited electron-hole pairs, the membranes 

which separate the oxygen and hydrogen gases, and the catalysts. For a more in-depth 

description of photoelectrochemical systems, I refer the reader to recent reviews published 

by the Lewis group.20, 21 

          Although the free-energy change required to split one molecule of water corresponds 

to E0 = 1.23 V per electron transferred, the electrolysis of water typically requires the 

application of an overpotential to drive the kinetically rate-liming steps involved with the 

multistep oxidation and reduction half-reactions.  Catalysts can improve the kinetics and 

efficiencies of the cathodic (hydrogen-evolution reaction, HER) and anodic (oxygen-

evolution reaction, OER) half-reactions. While I have collaborated on several projects 

during my time at Caltech, my primarily focus was on synthesizing and characterizing new 

acid stable catalysts for the hydrogen evolution reaction.  

             When I started, and even to this day, the most efficient water-splitting catalysts 

contain scarce metals like platinum (for the HER)20, 22-25 and iridium (for the OER).20  For 

photoelectrochemical water splitting to be commercially viable in the terawatt scale, the 

HER and OER catalysts used in such a system must be made from earth-abundant 

elements.  

 Previously, the catalysis of the HER has been demonstrated using materials made 

from earth-abundant elements such as nickel alloys.26-30  In particular, nickel-

molybdenum alloys require the application of only ~50 mV of overpotential to catalyze 
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the HER at a current density of -10 mA cm-2.27-33 However, nickel-molybdenum alloys 

are unstable in strongly acidic solutions,27, 34 where proton-exchange membranes are 

operational and where the voltage loss due to the formation of a pH gradient across the 

membrane can be minimized.34, 35 

 This thesis will focus on the work I have done to synthesize and characterize new 

acid stable hydrogen evolution catalysts. When I first joined the Lewis group, 

molybdenum disulfide had recently been reported as an acid stable HER catalyst. In 

consultation with Nate, my first project focused on expanding our understanding of the 

catalytic activity of related group VI chalcogenides, primarily molybdenum diselenide. I 

then collaborated with Azhar Carim on assessing the activity of another chalcogenide, 

cobalt selenide. Though these catalysts were found to be quite promising, the transition 

metal phosphide family, first characterized by the Schaak and Lewis groups, showed 

even greater potential. Intrigued by these new catalysts, I devised a new method to 

electrodeposit transition metal phosphides and decided to focus my efforts on 

understanding their operando chemical composition. In addition to that work, I have also 

included a chapter on the cost of energy transportation via different fuels, which was 

work that originated during my fellowship at the Dow Centre for Sustainable Innovation 

and was done to get a better sense of the economic feasibility of future energy 

transportation landscapes. 
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2  C h a p t e r  2  

OPERANDO SYNTHESIS OF MACROPOROUS 

MOLYBDENUM DISELENIDE FILMS FOR THE 

ELECTROCATALYSIS OF THE HYDROGEN-EVOLUTION 

REACTION 

Saadi, F. H.; Carim, A. I.; Velazquez, J. M.; Baricuatro, J. H.; McCrory, C. C.; Soriaga, M. 

P.; Lewis, N. S. ACS Catalysis 2014, 4, 2866. DOI: http://10.1021/cs500412u 

2.1 Introduction and Motivation 

 Shortly before I began my doctorate, Group VI chalcogenides were discovered as 

promising catalysts for the hydrogen evolution reaction and stable in acidic media.1 

Group VI chalcogenides such as molybdenum disulfide (MoS2), molybdenum diselenide 

(MoSe2), tungsten disulfide (WS2), and tungsten diselenide (WSe2) are comprised of 

earth-abundant elements, are stable in strong acid, and catalyze the HER with reported 

overpotentials of ~200-350 mV to produce current densities of -10 mA cm-2.1-25  

Theoretical3, 11 and experimental1 studies of MoS2 crystals suggest that the <1010> edge 

sites are the active sites for hydrogen evolution. Many methods of preparing catalytically 

active MoS2 have been developed, including sulfurization of molybdenum,19 

electrochemical deposition from ammonium thiomolybdate,22, 26 wet-chemical 
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techniques5, and ex crystallum mechanical exfoliation.17, 27  In contrast, relatively few 

methods of preparing catalytically active MoSe2, such as the selenization of metallic 

molybdenum, have been disclosed.19, 20   

 In this chapter, we describe a two-step method for the synthesis of MoSe2 films 

that are stable in acid and capable of catalyzing the HER.  This method extends to MoSe2, 

a synthetic route that has been reported for MoS2.5, 8 In the first step, wet-chemical 

techniques are used to form a mixed-composition precipitate, which is then deposited as a 

film onto electrodes.  The film-covered electrodes are then introduced into aqueous acid 

and used to drive the HER.  The as-prepared films exhibited low catalytic activity, but the 

activity improved under the conditions of the HER, which convert the mixed-composition 

film into a macroporous film of MoSe2.  

2.2 Results 

2.2.1 Characterization of as-deposited films 

 Figure 2.1A and 2.1B show scanning electron micrographs (SEMs) of a mixed-

composition film on a glassy carbon substrate.  The deposition was non-uniform and 

consisted of multiple islands ~100 µm in diameter separated by crevices up to 50 µm in 

width.  Each island, however, was smooth and nonporous.   

 In comparison, Figures 2.1C and 2.1D show SEMs after reductive conversion of 

the films to HER catalysts during the electrochemical experiments.  Substantial changes 

to the surface terrain were evident relative to the terrain in the pre-electrochemistry 

images.  The island structures that were prominent at low levels of magnification prior to 
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conversion of the films were no longer visible, and the film appeared to be smooth.  

However, a macroporous structure that was absent prior to conversion of the films was 

apparent at higher magnification levels, and covered the entire sample.  The pore sizes 

were estimated to be ~ 200 nm in diameter.  
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Figure 2.1: Scanning electron micrographs of the films before (A,B) and after (C,D) 10 

cycles. (A) The as-deposited mixed-composition films on glassy carbon substrates were 

non-uniform, consisting of multiple islands ~100 m m in diameter. (B) The surfaces of the 

islands were relatively smooth. (C) The island structure was not visible after 

electrocatalysis, and (D) at higher magnification, the entire surface appeared porous. 
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 Figure 2.2A and 2.2B present high-resolution composite XPS spectra of the 

samples in the Mo and Se regions.  Two sets of doublet peaks for Mo were observed 

(Figure 2.2A). The first doublet consisted of signals for Mo 3d5/2 at 233 eV and Mo 3d3/2 

at 236 eV, and is characteristic of MoO3.4, 28 The second doublet consisted of peaks for 

Mo 3d5/2 at 232 eV and Mo 3d3/2 at 235 eV, and was located in a region typically 

associated with Mo6+.29 The single peak at 230 eV is characteristic of Se 3s.  Figure 2.2B 

displays the Se region with two sets of 3d doublets: the higher-energy doublet ascribable 

to Se0 and the lower-energy doublet ascribable to Se2-.30, 31 Quantitation of the Mo 3d5/2 

peak at 232 eV and the Se2- 3d peak at 54 eV yields a Mo:Se ratio of 1:3. 

 The high-resolution X-ray photoelectron spectra of the Mo 3d and Se 3d regions 

for the converted films are displayed in Figures 2.2C and 2.2D. The Se 3s signal at 230 

eV remained unchanged from the pre-conversion spectra, but the rest of the peak profile 

in Figure 2.2C was clearly different after the electrochemistry. The intensities of the 

Mo6+ doublet at 232 eV and 235 eV were significantly reduced, and the Mo4+ doublet30 

predominated the spectrum at 228.6 eV and 232 eV. More significantly, the Mo6+ peaks 

ascribed to MoO3 were extinguished after electrolysis. The Se2- species in Figure 2.2D 

were, therefore, associated with both Mo4+ and Mo6+ species in the form of MoSe2 and 

MoSe3. The Se0 doublet, which was prominent in the pre-conversion spectra (Figure 

2.2B), decreased significantly after electrolysis, whereas the doublet attributed to Se2- 

increased.  

 It is important to note that, before electrolysis, the O 1s peak (Figure 2.3E) 

appeared at 530.7 eV; the same O 1s peak was observed for both the oxided molybdenum 

standards, MoO3 (Figure 2.3B) and MoO2 (Figure 2.3D). After electrolysis, the O 1s peak 
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shifted positively to 532 eV, implying the presence of adventitious oxygen, not of oxygen 

associated with oxided molybdenum species. 
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Figure 2.2: High-resolution X-ray photoelectron spectra of (A) the Mo 3d region of an 

as-deposited thin film; (B) the Se 3d region of an as-deposited thin film; (C) the Mo 3d 

region after 10 cycles; (D) the Se 3d region after 10 cycles. 
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Figure 2.3: High-resolution X-ray photoelectron spectra of (A) the Mo 3d region of 

MoO3; (B) the O 1s region of MoO3; (C) the Mo 3d region of MoO2; (D) the O 1s region 

of MoO2; (E) the O 1s region of the as deposited film; (F) the O 1s region after 10 cycles. 
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 The Raman spectrum of the as-deposited thin film exhibited a broad, asymmetric 

band centered at 255 cm-1 and a shoulder at ~ 238 cm-1 (Figure 2.4).  The prominent, 

higher-frequency peak is characteristic of a Se–Se stretch mode in glassy, loosely packed 

polymer chains, whereas the lower-energy shoulder is also due to a Se–Se stretch 

vibration, but indicates closely packed chains in which the local microscopic structure 

resembles that of crystalline (trigonal) Se.32 

 After electrochemistry, the Raman spectra also exhibited significant (Figure 2.4).  

The vibrational band centered at ~255 cm-1, which was prominent in the as-prepared 

films, was not observed for the converted films, suggesting that the amorphous polymeric 

chains of elemental Se were removed from the film during the reductive conversion 

process. No vibrational peaks characteristic of crystalline molybdenum selenide were 

detected for the converted films, suggesting that the films remained non-crystalline. 
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Figure 2.4: Raman spectra of an as-deposited thin film (solid) and of a film after ten 

cycles (dashed).  Prior to voltammetric cycling, a broad, asymmetric band centered at 255 

cm-1 and a smaller shoulder at 238 cm-1 were visible, and are assigned to a Se–Se stretch 

mode in glassy, loosely packed polymer chains and to a Se–Se stretch vibration of closely 

packed chains, respectively. These bands were not observed after voltammetric cycling. 
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 Figure 2.5 shows the current density versus scan rate data that were used to 

calculate the geometric capacitance of a typical mixed-composition thin film and the 

converted films.  The geometric capacitance of the film mixed-composition thin was 120 

µF cm-2 and the roughness factor of the film was ~ 2. The geometric capacitance of the 

converted film was 1200 µF cm-2 and the roughness factor of the film was ~ 20, an order 

of magnitude larger than that measured in the as-deposited thin film. 
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Figure 2.5: Electrochemically active surface area measurements before (pre-cycling) and 

after (post-cycling) the electrocatalysis experiments shown in Figure 2.6. (A) Cyclic non-
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faradaic-current vs potential curves at pre-selected scan rates; (B) Non-faradaic current as 

a function of the potential scan rate. 

2.2.2 Conversion of the films to catalysts of the HER 

  Figure 2.6A shows the first and tenth cyclic voltammetric cycles obtained using 

the film-coated glassy carbon RDEs.  The onset for hydrogen evolution clearly shifted to 

less negative potentials between the first and tenth cycles.  A steady state was reached by 

the tenth cycle, at which point 250 mV of overpotential was needed to produce a current 

density of -10 mA cm-2.  Based on the steady-state negative potential sweep data 

illustrated in Figure 2.5B, the Tafel slope was determined to be 80 mV dec-1 with an 

exchange current density of 1 × 10-5 mA cm-2 (Figure 2.6C).  

 The stability of the prepared film was characterized by plotting the overpotential 

required to produce a current density of 10 mA cm-2 for each cyclic voltammetric sweep 

performed during 48 h.  As shown in Figure 2.6D, the overpotential to produce -10 mA 

cm-2 for the HER increased by ~ 50 mV over 48 h of operation. 
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Figure 2.6: (A) Cyclic voltammetric data for molybdenum selenide thin films on glassy 

carbon in 0.10 M H2SO4(aq). In the first cycle, the initial cathodic portion showed a 

lower current density than the return anodic half-cycle. The current density increases in 

subsequent cycles, until the tenth cycle when the current density reached steady-state. (B) 

Current-potential plot for the glassy carbon substrate (dotted curve) and immediately 

after the tenth (solid curve) cycle. (C) Tafel plot of the current-potential data in (B); (D) 

A plot of the overpotential needed to produce a current density of 10 mA cm-2 data as a 

function of time. 
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Figure 2.7: Current density-potential profile of the prepared film before (pre-cycling) 

and after (post-cycling) electrolysis. Normalization of the current density to the 

electrochemically active surface area gives rise to two distinct polarization curves that 

show fundamental differences in the catalytic activity of MoSe3 and MoSe2. 
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2.3 Discussion 

 Reaction pathways directly analogous to those reported33-35 for MoS2
 likely apply 

to the wet-chemical synthesis of the mixed-composition precipitate.  In aqueous 

solutions, ammonium heptamolybdate, (NH4)6Mo7O24.H2O, exists as ammonium 

orthomolybdate, (NH4)2MoO4, a strong electrolyte.36  Mo is hexavalent in both of these 

structures.  Thus, when sodium selenide is added to an acidic solution of 

(NH4)6Mo7O24.H2O, the reaction that generates the black precipitate is likely to be: 

 MoO4
2–

 + 3H2Se → MoSe3 + 2OH– + 2H2O (2.1) 

where MoSe3 is the black solid.  The XPS data (Figures 2.2A and 2.2B) support the 

presence of Mo6+ and Se2- in the as-prepared films.  The same set of XPS data also 

indicates the presence of MoO3, which may be formed either under the present synthesis 

conditions or by exposure of the synthesized MoSe3 to air: 

 2MoSe3 + 3O2 → 2MoO3 + 6Se (2.2) 

Equation (2.1) may also be accompanied, to a small extent, by the decomposition of 

MoSe3: 

 MoSe3 → MoSe2 + Se (2.3) 

The Se produced from reactions (2.2) and (2.3) was detected by the XPS and Raman 

spectroscopy.  

 MoSe2, which is believed to be an active catalyst for the HER, is present only at 

very low concentrations, if at all, in the unconverted films, which consist of a mixture of 

MoSe3, MoO3, and Se.   The as-prepared films are therefore relatively inactive HER 

catalysts. Reductive cycling significantly improved the catalytic activity of the films 
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(Figure 2.6A), and a steady state was achieved after ten cycles.  This behavior is 

consistent with a process in which exposure of the multicomponent film to negative 

potentials, and consequent reductive generation of H2(g), also served to concentrate 

MoSe2, based on a combination of three interfacial reactions that are analogous to the 

known reactions of MoS2 and H2S:33, 37, 38 

 H2 + Se → H2Se (2.4) 

 MoSe3 + H2 → MoSe2 + H2Se (2.5) 

 MoO3 + 3H2Se → MoSe2 + 3H2O + Se (2.6) 

These reaction schemes are supported by the post-electrochemistry surface analysis: (i) 

the XPS results (Figure 2.2C and 2.2D) showed a decrease of the MoO3 and MoSe3 peaks 

and an emergence of the MoSe2 signal, and (ii) the Raman spectrum (Figure 2.3) did not 

exhibit the vibrational mode for amorphous elemental Se.  

 The observed increase in the porosity and surface area of the film (Figure 2.4) 

may be due to several factors such as the expulsion of gases like H2 and H2Se. The 

release of H2Se, represented in reaction (2.4), is analogous to the formation of H2S that 

accompanies the reduction of MoS3 to MoS2 39, 40. Material loss due to the dissolution of 

MoO3 could also contribute to the observed porosity.  

 Figure 2.7 plots the current divided by electrochemically active surface area 

versus potential of the samples before and after ten cyclic voltammagrams. Notably, the 

improvement in catalytic activity of the material cannot be attributed solely to the 

increase in internal surface area of the film; i.e., the catalytic activity of the film was still 

superior after voltammetry even when increase in electrochemically active surface area 

was accounted for. 
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 The overpotential for the onset for hydrogen evolution was measured to be ~150 

mV (Figure 2.6A).  The overpotential necessary to effect a HER current density of -10 

mA cm-2, a heuristic benchmark to assess catalytic activity in solar fuels applications 

under unconcentrated sunlight, was <250 mV (Figure 2.6B), and is within the range that 

has been reported for MoS2 HER catalysts (~200–350 mV).4-6, 8, 9, 19, 26 The porous MoSe2 

films had higher catalytic activity and a lower Tafel slope than thin films of MoSe2 

synthesized via the selenization of Mo on glassy carbon, which required an overpotential 

of 430 mV to achieve a current density of -8 mA cm-2, reported a Tafel slope of 105-120 

mV dec-1 and stability for over 1000 cycles.19, 20  

 Although Faradaic yields have not been determined directly, competing cathodic 

processes are unlikely. Stoichiometric reactions involving Mo or Se cannot have 

contributed more than 1 % to the charge passed during a 24 h chronoamperometric 

experiment as detailed in the experimental section.  

 The macroporous MoSe2 thin films were stable catalysts of the HER in acidic 

media, and the overpotential required to sustain a current density of -10 mA cm-2 only 

increased by 50 mV over 48 h.  Although a comparison of stability across catalysts is not 

straightforward, due to the wide range of results that have been reported, the 

macroporous thin film MoSe2 catalysts appear to be at least as stable over the same time 

period as MoS2 HER catalysts.5  

2.4 Conclusion 

 The catalytically inactive components of a MoSe3/MoO3 film have been 

converted, through an operando method of synthesis, to produce a catalyst for the HER 
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while the film is catalyzing the HER. The addition of excess sodium selenide to 

ammonium heptamolydbate in aqueous sulfuric acid resulted in the spontaneous 

formation of a black precipitate that consisted primarily of molybdenum triselenide 

(MoSe3) with small amounts of elemental Se.  Molybdenum trioxide (MoO3) was also 

formed upon exposure of the triselenide to atmospheric oxygen.  The multicomponent 

thin film cast onto glassy carbon was relative inactive for the HER during initial 

voltammetric cycles, because the active catalyst, MoSe2, was either not present or was 

present only at very low concentrations.  Further voltammetric cycling of the electrode in 

the potential region where the HER occurs led to substantial increases in the catalytic 

activity.  By the tenth cycle, the overpotential needed to drive a catalytic current of -10 

mA cm-2 had decreased from ~450 mV to 250 mV. The improvement in the catalytic 

activity occurred because, under HER conditions, the catalytically inactive components 

of the film were reductively converted to MoSe2. An operando synthesis of MoSe2 was 

thus established. An amorphous, macroporous MoSe2 framework was also generated in 

the synthesis and the MoSe2 film exhibited long-term stability with only a 50 mV 

increase in overpotential after 48 h of continuous operation.  The porous MoSe2 films 

appear to hold promise as a catalyst for the HER in aqueous acidic electrolytes. 

 

2.5 Experimental 

 All chemicals and materials were used as received, and all experiments were 

performed under ambient laboratory conditions, except where otherwise noted.  Water 

was obtained from a Barnstead Nanopure purification system (Thermo Scientific, 
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Asheville, NC) and had a resistivity ≥ 18.2 MΩ·cm.  All glassware was thoroughly 

cleaned in hot chromic acid (3% potassium dichromate in 10 M H2SO4). 

 Mixed-composition suspension. 0.60 g (5.2 x 10-4 mol) of ammonium 

heptamolybdate, (NH4)6Mo7O24·4H2O, (99.98%, Sigma Aldrich, St. Louis, MO) was 

dissolved in 12 mL of a 0.20 M H2SO4 solution prepared by diluting 18 M H2SO4 (Sigma 

Aldrich) with H2O.  A separate solution was prepared by dissolving 0.15 g (1.2 x 10-3 

mol) of sodium selenide, Na2Se, (99.8%, Alfa Aesar, Ward Hill, MA) in 12 mL of H2O.  

Inside a fume hood, the first solution was quickly poured into the second solution, and a 

black precipitate formed upon mixing.   

 The suspension was transferred to a centrifuge tube and centrifuged at 12,000 rpm 

for 30 min using a JA-17 rotor (Beckman Coulter, Brea, CA).  A black precipitate 

collected at the bottom of the centrifuge tube.  The yield was calculated to be 70%. The 

clear supernatant liquid was discarded and the precipitate was rinsed with several 15 mL 

aliquots of isopropanol (99.7%, Macron Chemicals, Center Valley, PA).  A final 15 mL 

of isopropanol was then added to the centrifuge tube, which was then subjected to 30 min 

of sonication.  This process resulted in suspension of the black solid in the isopropanol. 

 Preparation of film-coated rotating-disk electrodes (RDEs).  Glassy carbon discs 

(HTW Hochtemperatur-Werkstoff GmbH, Thierhaupten, Germany), 5 mm in diameter 

and 4 mm thick, were polished on a LaboPol-5 polishing wheel (Struers, Inc., Cleveland, 

OH), first with a 600-grit Carbimet SiC grinding paper (Buehler, Lake Bluff, IL) for 30 s, 

and subsequently with diamond slurries (Buehler) of 9, 6, 3, 1, and 0.1 µm diamond 

particle size, also for 30 s each.  The carbon disks were then cleaned by sonication for 5 



 

 

 

38 

min seriatim in isopropanol (Macron Chemicals), acetone (ACS grade, Sigma Aldrich) 

and water. 

 A 30 µL drop (mass loading of 1.36 mg cm-2) of the mixed-composition 

suspension was placed onto the polished side of a glassy carbon disk.  The disk was then 

dried for 12 h in a vacuum desiccator with an internal pressure of 5000 Pa (50 mbar). 

 Electrochemistry. A 0.10 M solution of H2SO4 was used as the electrolyte for 

electrochemical experiments. A 250 mL four-port glass cell was filled with electrolyte 

and equipped with a film-coated rotating disk electrode (RDE), a graphite rod (99% pure, 

Alfa Aesar) that served as a counter electrode, and a Ag/AgCl reference electrode (CH 

Instruments, Austin, TX).  The Ag/AgCl electrode consisted of a Ag wire in 1.0 M KCl 

and had been calibrated against a reversible hydrogen electrode (RHE) prior to use in 

these experiments, with the Ag/AgCl electrode having a potential of 280 ± 2 mV vs RHE.  

Potentiostatic control was accomplished using a BioLogic SP-200 potentiostat (Biologic, 

Grenoble, France).  The uncompensated cell resistance was determined from a single-

point high-frequency impedance measurement and was 85% compensated by the 

BioLogic positive-feedback software.  The RDE was rotated at a rate of 1600 rpm during 

the experiments.   During all of the HER-catalysis experiments, the cell was saturated 

with H2 (99.999%, Air Liquide, Plumsteadville, PA) by bubbling the gas through the 

solution. 

 Cyclic voltammetric scans were obtained by sweeping the applied voltage 

between 0.0 and -0.40 V vs RHE at a scan rate of 5 mV s-1.  To evaluate the stability of 

the films, the cyclic voltammetric scans were performed continuously over a 48 h period. 

The physical characterization of the films was performed after ten cycles. 
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 The surface roughness factors for the thin films were calculated from double-layer 

capacitance measurements.42-44 Current density vs potential data were acquired by 

sweeping the applied potential at various scan rates (20, 40, 80, 150, and 300 mV s-1) in a 

potential range within which no Faradaic electron-transfer processes were observed 

(0.28–0.38 V versus RHE).  The geometric capacitance of the thin films was calculated 

as the slope of a plot of scan rate vs current density at 0.34 V, which is the midpoint 

potential of the non-Faradaic region.  The surface roughness factors for the thin films 

were calculated by dividing the measured geometric capacitance by the specific 

capacitance of MoS2, which was taken as 60 µF cm-2.21, 42-44 

 Scanning electron microscopy. Scanning electron micrographs were acquired with 

an FEI Nova electron microscope (FEI, Hillsboro, OR) at a working distance of 5.0 mm.  

Low-magnification micrographs (field width > 100 µm) were obtained at an accelerating 

voltage of 10 kV with an Everhart-Thornley detector, whereas higher magnification 

experiments utilized an accelerating voltage of 15 kV and a through-the-lens detector.  

 X-ray photoelectron spectroscopy. X-ray photoelectron spectroscopic (XPS) data 

for elemental composition and valence information were collected with an Axis Ultra X-

ray photoelectron spectrometer  (Kratos, Manchester, United Kingdom) at a base pressure 

< 10-9 Torr.  Data were obtained with a monochromatic Al Kα source (1486.7 eV) and a 

concentric hemispherical analyzer with a pass energy of 20 eV, with the photoelectrons 

captured normal to the surface.  Binding energies were calibrated against the 

“adventitious” C 1s peak (taken as 284.65 eV).  Peak fitting was performed using 

CasaXPS software (CASA Ltd, Teignmouth, United Kingdom) assuming a Shirley 

background45 and symmetric Voigt line shapes comprised of Gaussian (70%) and 
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Lorentzian (30%) functions.  The peak fitting was constrained to maintain a 2:3 ratio 

between the areas of the Mo 3d3/2 and Mo 3d5/2 peaks and to maintain a 3.15 eV 

separation between the binding energies of those two peaks. The possibility of Se to exist 

in the bridging Se2
2- form, analogous to what has been reported for S in MoS3,27 was not 

considered here in the interpretation of the Se XPS spectra. 

 Raman Spectroscopy. Raman spectra of the films were obtained with a Renishaw 

inVia Raman microprobe (Renishaw, Wotton Under Edge, United Kingdom) equipped 

with a Leica DM 2500M microscope, a Leica N Plan 50x objective (Leica, Wetzlar, 

Germany) (numerical aperture = 0.75), a 1800 lines/mm grating and a CCD detector 

configured in a 180° backscatter geometry. A 532-nm diode-pumped solid-state laser 

(Renishaw RL532C50) was used as the excitation and delivered a 20 µW radiant flux at 

the surface of the sample. 

 High-Resolution Transmission Electron Microscopy (HRTEM). HRTEM was 

performed with a Tecnai F30ST system (FEI, Hillsboro, OR) run at a voltage of 300 kV. 

The films were prepared by pipetting the particle suspension onto 300-mesh carbon-

coated Cu grids and allowing the suspension to evaporate. 

 X-Ray Diffraction (XRD). XRD measurement patterns were recorded on a Bruker 

D8 Discover with Vantec500 area detector using Cu Kα radiation (λ = 1.5418 Å) at 50W. 

XRD was performed on a powder of molybdenum selenide that was synthesized by 

drying the precipitant of the centrifuged products. 

 Faradaic Efficiency Calculations. Chronopotentiometric data from the stability 

studies show that the total number of electrons passed in 24 hours at 10 mA cm-2 is 1.75 x 

10-3 mol of electrons. Assuming a competing 2e—process involving all the Mo atoms in 
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the film [e.g. the reduction of Mo(VI) to Mo(IV)], only 1.1 x 10-6 mol of e- would be 

consumed; thus, the current associated with this side reaction is less than 0.1% of the 

total measured current. Even in the extreme hypothetical case of a competing 6e- process, 

the side reaction would still constitute less than 0.2% of the total measured current. Thus, 

the faradaic yield is greater than 99%. 
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3  C h a p t e r  3  

ELECTROCATALYSIS OF THE HYDROGEN-EVOLUTION 

REACTION BY ELECTRODEPOSITED AMORPHOUS 

COBALT SELENIDE FILMS 

Carim, A. I.; Saadi, F. H.; Soriaga, M. P.; Lewis, N. S. Journal of Materials Chemistry A 

2014, 2, 13835. DOI: 10.1039/C4TA02611J 

3.1 Introduction  

 Our work in Chapter 2 focused on a simple wet chemical synthesis of catalytic 

molybdenum selenide which resulted in a mesoporous structure that exhibited 

overpotentials of ~250 mV for HER current densities of -10 mA cm-2. In this chapter we 

extend our exploration of acid stable hydrogen evolution catalysts to cobalt 

chalcogenides. 

 The binary Co chalcogenides have not been investigated as thoroughly as their 

Mo analogues for catalysis of the HER, but several catalytically active preparations have 

been reported.1-4  Nanocrystalline thin films of CoS2 and CoSe2 synthesized by treating 

metallic Co films with S vapor at 550 ˚C or Se vapor at 450 ˚C have achieved a current 

density of -4 mA cm-2 at overpotentials of ~ 220 mV and 200 mV, respectively, in N2-

dearated 0.5 M H2SO4. Nanoparticle films of CoSe2 fabricated by treating CoO 

nanoparticles (initially formed by pyrolysis of an ink containing Co(NO3)·6H2O at 600 

˚C) with Se vapor at 450 ˚C required an overpotential of ~ 210 mV to effect a current 
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density of -10 mA cm-2 in 0.5 M H2SO4. Amorphous films of Co-S, composed of Co and 

S in a ~ 1 : 1.4 atomic ratio, produced via electrodeposition followed by thermal 

annealing at 300 ˚C required an overpotential of ~ 160 mV to reach -10 mA cm-2 in 

phosphate buffer at pH = 7, but rapidly deactivated in 0.5 M H2SO4. Ni/NiO/CoSe2 

nanocomposites fabricated utilizing several hydrothermal, solvothermal, and annealing 

steps at temperatures between 180 and 250 ˚C have been shown to reach -10 mA cm-2 

with an overpotential < 100 mV in Ar-saturated 0.5 M H2SO4, but are unstable in such 

media. Methods that employ solution-based techniques for catalyst synthesis and 

assembly under ambient conditions are preferable to high temperature and/or vapor-based 

techniques because solution-based techniques require relatively low energy inputs and 

provide increased compatibility with substrates. We describe herein an electrochemical 

method for the preparation of catalytically active, amorphous cobalt selenide films, from 

fully oxidized precursors in aqueous solution under ambient conditions.   

 

3.2 Cobalt selenide electrodeposition and characterization 

 The cobalt selenide films were electrodeposited from an aqueous solution of 

Co(C2H3O2)2 and SeO2 using potentiostatic electrolysis, and were then conditioned in 

0.500 M H2SO4 using galvanostatic electrolysis in the HER regime (see section 3.5 for 

experimental methods). The cobalt selenide films were characterized by scanning 

electron microscopy (SEM), energy-dispersive X-ray spectroscopy (EDS), Raman 

spectroscopy, powder X-ray diffraction (XRD), and X-ray photoelectron spectroscopy 

(XPS).5, 6 Figure 3.1A shows a scanning-electron micrograph of an electrochemically 
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prepared film.  The films were mesoporous and contained pores estimated to be ~ 20 nm 

in diameter. Measurements made using EDS indicated a Co:Se atomic ratio of 1:2.  The 

Raman spectra (Figure 3.1B) displayed no signatures of crystalline CoSe2 nor of Se,7, 8 

but contained a broad band centered at ~ 233 cm-1 indicative of the stretching of Se–Se 

bonds in glassy selenium comprised of close-packed chains in which the local 

microscopic structure resembles that of crystalline, trigonal Se.9 The Raman spectra also 

exhibited a less intense, lower frequency feature, centered at ~ 166 cm-1, consistent with 

expectations for the bending of the Se–Se bonds in the close-packed chains as well as the 

presence of disordered CoSe.10, 11  

 

Figure 3.1: Representative (A) scanning electron micrograph and (B) Raman spectrum of 

an electrochemically prepared cobalt selenide film. 
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 No signals were observed from oxygenated cobalt species.12-14 The Raman spectra 

were consistent with the XRD pattern obtained for the film (Figure 3.2), which only 

exhibited reflections that corresponded to the Ti substrate and did not show reflections 

that corresponded to any crystalline cobalt selenide species.  

25 45 65 85 105

25 45 65 85 105

 

 
 

2θ / degrees  

Figure 3.2: Top: Representative X-ray diffraction pattern collected from a cobalt 

selenide film. Bottom: Standard lines for polycrystalline Ti (JCPDS 65-9622). 

 

 High-resolution XPS analysis of the Co 2p region (Figure 3.3A) displayed an 

intense Co 2p3/2 line at 781.5 eV which was not consistent with expectations for CoSe2.15 

XPS analysis of the Se 3d region (Figure 3.3B) revealed the presence of Se in both the 

Se0 and Se2- oxidation states. Thus, the cumulative data suggest that the films were 

composed of disordered CoSe in a polymeric Se matrix. 
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Figure 3.3: Representative high-resolution X-ray photoelectron spectra of an 

electrochemically prepared cobalt selenide film in the (A) Co 2p and (B) Se 3d regions. 

 

 Figure 3.4A presents the cathodic polarization behavior of a cobalt selenide film, 

as well as that of a bare titanium substrate, in a three-electrode voltammetric 

configuration in an aqueous solution of 0.500 M H2SO4 that was saturated with 1 atm of 

H2 (g). The overpotentials required to produce current densities of -10 mA cm-2 and -25 

mA cm-2 at a cobalt selenide film were 135 ± 2 mV and 160 ± 3 mV (mean ± s.d.), 

respectively, based on six independently prepared films. The Ti substrate exhibited 

negligible current densities throughout the interrogated potential window. Titanium is an 

ineffective HER catalyst and thus provides a clean background for interrogating the HER 

activity of other materials. Figure 3.4B presents a Tafel plot (overpotential versus log 

[|current density|]) derived from the voltammetric data of Figure 3.4A. A Tafel slope of 
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62 mV dec-1 and an exchange current density of 6.4 x 10-2 mA cm-2 were derived from 

the region between 110 and 180 mV in overpotential. The 62 mV dec-1 Tafel slope is 

inconsistent with the predicted values for the HER in acidic solution at room temperature 

characteristic of the Volmer (~ 120 mV dec-1), Heyrovsky (~ 40 mV dec-1) or Tafel (~ 30 

mV dec-1) elementary reactions.16, 17 Slopes of ~ 60 mV dec-1 may be observed when 

either the Heyrovsky or the Tafel reaction is rate-limiting if the adsorption of hydrogen 

atoms onto the electrode requires an activation energy.18 The ~ 60 mV dec-1 Tafel slope is 

consistent with the value observed for several amorphous molybdenum sulfide catalysts.5, 

6  

 

Figure 3.4: (A) Cathodic polarization curves of titanium foil and of a cobalt selenide film 

in 0.500 M H2SO4 saturated with H2(g) (inset highlights behavior at low overpotentials). 

(B) Tafel plot derived from data in (A). 
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 Turnover frequencies (TOFs) exhibited by the cobalt selenide films for the HER 

were derived from the voltammetric data by a method previously reported for an 

amorphous molybdenum sulfide film (see the experimental section for calculation 

details).6 A plot of the TOF as a function of HER overpotential is presented in Figure 3.5. 

TOF values were estimated to be 1 s-1 at an overpotential of 100 mV and of 5 s-1 at an 

overpotential of 150 mV.  

 

Figure 3.5: Turnover frequency of cobalt selenide films as function of overpotential for 

the hydrogen-evolution reaction in 0.500 M H2SO4 saturated with H2(g) derived from the 

voltammetric data in Figure 3.4A.   
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density of -10 mA cm-2 was maintained galvanostatically and the electrode potential was 

monitored as a function of time (Figure 3.6A). Over 16 h of continuous operation, the 

overpotential required to maintain this current density increased by ~ 5 mV. Separately, 

an accelerated degradation study3, 19 was performed wherein the electrode potential was 

swept repeatedly between 0.100 and -0.175 V vs. RHE for 1000 full cycles. 

Voltammograms recorded before and after cycling (Figure 3.6B) revealed that the 

overpotential required to achieve current densities of -10 mA cm-2 and -25 mA cm-2 

increased by less than 5 mV in both cases. The catalytic stability of the CoSe films during 

the HER in 0.5 M H2SO4 is consistent with that displayed by polycrystalline cobalt 

diselenide films prepared by treating metallic cobalt films with Se vapor, but is in 

contrast to that displayed by electrodeposited amorphous Co-S films which quickly 

dissolve under these conditions.2, 3 These observations are consistent with the fact that in 

solutions with pH < 4, Se is cathodically stable until at least -0.4 V vs. RHE, whereas the 

reduction of S to H2S is thermodynamically possible at potentials > 0 V vs. RHE.20 
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Figure 3.6: (A) Potential applied to a cobalt selenide film as a function of time during 

galvanostatic electrolysis at -10 mA cm-2 in 0.500 M H2SO4 (B) Polarization curves of a 

cobalt selenide film acquired before and after 1000 accelerated full potential cycles 

between 0.100 V and -0.175 V vs. RHE. 

 

3.3 Comparison with other HER Catalysts 

 The ~ 135 mV overpotential for effecting current densities of -10 mA cm-2 in 

0.500 M H2SO4 exhibited by the cobalt selenide films described in this work compares 

well to the values for other stable and highly-active catalyst materials in acidic media that 

are composed of Earth-abundant elements. Defective and disordered ultrathin nanosheets 

of MoS2 as well as nanosheets of the 1T-MoS2 polymorph have been demonstrated to 

achieve -10 mA cm-2 with overpotentials in the range of 180 – 190 mV.21-23 

MoS2/reduced graphene oxide composites have reached current densities of -10 mA cm-2 

with an overpotential of ~ 160 mV.19 Ni2P nanoparticles have been shown to drive 
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current densities of -10 mA cm-2 with an overpotential of ~ 120 mV.24 Notably, the cobalt 

selenide films described herein were prepared entirely at room temperature and ambient 

conditions, via a facile electrochemical method. As synthesized, the amorphous Se matrix 

containing the CoSe may not act as a good electrical conductor, so the activity reported in 

this work may represent a lower bound on the true electrocatalytic activity of the 

material.25 Additionally, Mo2C supported on carbon nanotubes and amorphous MoSx 

coated on N-doped carbon nanotubes have been shown to effect current densities of -10 

mA cm-2 with overpotentials of ~ 150 mV and 110 mV, respectively.26, 27 Similarly, 

nanoparticles of CoSe2 have achieved -10 mA cm-2 with an overpotential of 137 mV 

when deposited on a high-surface area, porous, three-dimensional electrode (carbon fiber 

paper).4 Fabrication of a similar structured composite with electrochemically prepared 

cobalt selenide may thus lead to improved performance. Similarly, deposition with 

dynamic potential-time waveforms, as well as alloying with Fe or Ni as has been done to 

promote the activity of molybdenum sulfide, could also prove effective for increasing the 

activity of cobalt selenide-based materials.28, 29  

 

3.4 Conclusion 

 In conclusion, cobalt selenide films prepared by a simple electrochemical method 

under ambient conditions have demonstrated significant electrocatalytic activity and 

stability for catalysis of the HER in strongly acidic aqueous solution. This work suggests 

that electrochemically synthesized metal chalcogenide materials are promising catalysts 

for applications involving the HER, especially for applications involving the direct 
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production of fuels from sunlight in solar-driven water splitting systems.30, 31 Moreover, 

investigations of deposition on structured supports, complex potential-time waveforms 

for electrodeposition, and alloying with other transition metals, as have been 

demonstrated for MoS2, may result in further enhancements of the HER activity of such 

materials.5, 32  

 

3.5 Experimental 

 Materials and Chemicals: H2(g) (99.999%, Air Liquide), H2SO4 (J.T. Baker, 

A.C.S. Reagent), Ti foil (99.7+%, 0.127 mm thick, Sigma-Aldrich), SeO2 (99.999%, 

Acros Organics), Co(C2H3O2)2·4H2O (98%, Strem Chemicals) and LiCl (≥ 99.0%, 

Sigma-Aldrich) were used as received. H2O with a resistivity ≥ 18.2 MΩ cm-1 (Barnsted 

Nanopure System) was used throughout.  

 Cobalt Selenide Electrodeposition: Cobalt selenide films were prepared on Ti 

substrates via electrodeposition. The sealed, single-compartment electrochemical cell 

equipped was with a graphite-rod counter electrode (Alfa Aesar, 99%) and a Ag/AgCl 

reference electrode (3 M KCl; Bioanalytical Systems) that were collectively controlled by 

a Bio-Logic SP-200 potentiostat. Squares ~ 2 cm x 2 cm in dimension were cut from the 

Ti foil and were then sealed into an O-ring compression cell that confined the contact 

region between the electrolyte, an aqueous solution of 0.065 M Co(C2H3O2)2, 0.035 M 

SeO2 and 0.200 M LiCl (pH = 4.7), and the Ti foil, to a circular area of 0.1 cm2. An 

external electrical contact to the Ti foil was made using an alligator clip. 

Electrodeposition was effected by potentiostatically biasing the Ti at a potential of -0.45 
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V vs. the Ag/AgCl reference electrode for 8 h at room temperature. After deposition, the 

Ti foil pieces were removed from the compression cell and rinsed first with 0.500 M 

H2SO4 and then with H2O. The area of the Ti substrate that had not been covered by the 

electrodeposited cobalt selenide was then covered with nitrocellulose-based nail polish to 

provide electrical insulation.  

 Electrochemical Conditioning and Analysis: A single-compartment cell equipped 

with a graphite-rod counter electrode and a saturated calomel electrode (SCE; CH 

Instruments) and controlled by a Bio-Logic SP-200 potentiostat was used for 

conditioning and analysis of the electrodeposited material. An O-ring compression seal 

was used to mount the Ti substrate that supported the electrodeposited material in the 

cell. All experiments were performed using an aqueous solution of 0.500 M H2SO4 that 

was continuously sparged with H2(g) and stirred using a magnetic stir bar. The potential 

of a reversible hydrogen electrode (RHE) relative to the SCE was determined by 

measuring the potential of a Pt foil (which was annealed in a H2-air flame immediately 

prior to use) in the H2(g)-saturated 0.500 M H2SO4 electrolyte. All quoted potentials are 

referenced against RHE unless otherwise noted. Prior to voltammetric experiments and 

physical characterization, electrodes were preconditioned by galvanostatic electrolysis at 

a current density of -10 mA cm-2 for 1 h. The CoSe mass loading was determined to be 3 

mg cm-2. The uncompensated cell resistance (Ru) was determined from a single-point 

electrochemical impedance measurement obtained by applying a sine-wave modulated 

potential with amplitude of 20 mV at a modulation frequency of 100 kHz centered at the 

open-circuit potential of the cell. All subsequent measurements were corrected for an 

uncompensated resistance of 85% of the value of Ru. Voltammetric data were recorded at 
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a scan rate of 1 mV s-1. The electrochemical stability of the cobalt selenide films was 

assessed using both galvanostatic and accelerated degradation techniques. First, a current 

density of -10 mA cm-2 was maintained galvanostatically and the electrode potential was 

monitored over the course of 16 h. Separ ately, the cobalt selenide films were subjected 

to 1000 full potential cycles between -0.175 V and 0.1 V vs. RHE at a sweep rate of 50 

mV s-1. Voltammograms at a sweep rate of 1 mV s-1 were recorded before cycling and 

after completion of the 1000 full potential cycles.  

 Physical Characterization: Scanning electron microscopy (SEM) was conducted 

using a FEI Nova NanoSEM 450 at an accelerating voltage of 15 kV with a working 

distance of 5 mm and an in-lens secondary electron detector. Energy-dispersive X-ray 

spectroscopy was performed in the SEM at a working distance of 12 mm, using an 

accelerating voltage of 15 kV and an Oxford Instruments silicon drift detector. Raman 

spectra were obtained with a Renishaw inVia spectrometer equipped with a Leica 

microscope, a Leica N Plan 50x objective (numerical aperture = 0.75), an 1800 lines mm-

1 grating, and a CCD detector in a 180˚ backscatter geometry. A 532 nm diode-pumped 

solid state (DPSS) laser (Renishaw RL532C50) was used as the excitation source and a 

radiant power of 20 µW was incident on the sample. X-ray diffraction (XRD) powder 

patterns were acquired with a Bruker D8 Discover diffractometer equipped with a Cu Kα 

source and a 2-dimensional Vantec detector. X-ray photoelectron spectra (XPS) were 

acquired with a Kratos Axis Nova spectrometer at a base pressure of 10-9 torr with 

monochromatic Al Kα excitation at 1486.7 eV. High-resolution spectra were obtained 

using a pass energy of 40 eV. CasaXPS software (CASA Ltd) was used to fit peaks in the 

XP spectra, and peak fitting was performed assuming a Shirley background and 
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symmetric Voigt line-shapes comprised of Gaussian (70%) and Lorentzian (30%) 

functions. The peak fitting was constrained to maintain both a 2:3 ratio between the areas 

of the Se 3d3/2 and Se 3d5/2 lines and to maintain a 0.85 eV separation between the 

binding energies of these two lines. 

 Calculation of turnover frequencies: Turnover frequencies of the cobalt selenide 

films for the hydrogen-evolution reaction were calculated the method previously reported 

for an amorphous molybdenum sulfide catalyst film.35 The number of surface sites per 

unit area was estimated by calculating the area occupied by a CoSe unit in freboldite to 

determine the number of surface sites for a planar material and then scaling this value by 

the roughness factor of the cobalt selenide film (13, determined via electrochemical 

capacitance measurements). The selenium-selenium distance in frebdolite is 0.361 nm. 

Based on the arrangement of selenium atoms in the frebdolite basal plane, each Se atom, 

and thus each CoSe unit, occupies 0.13 nm2. Thus, freboldite has approximately 8 x 1014 

surface sites per cm2 in the basal plane. From this, it is estimated that the cobalt selenide 

films had approximately 1 x 1016 surface sites per cm2. The total number of hydrogen 

evolution turnovers was analytically derived from the current density via the conversion 

factor 3.1 x 1015 H2 s-1 mA-1. The turnover frequency is then the total number of 

turnovers divided by the number of active sites. Figure 3.5 presents a plot of turnover 

frequency as function of hydrogen-evolution reaction overpotential derived from the data 

in Figure 3.4A.  
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4  C h a p t e r  4  

CoP As An Acid-Stable Active Electrocatalyst For The 

Hydrogen-Evolution Reaction: Electrochemical Synthesis, 

Interfacial Characterization And Performance Evaluation 

Saadi, F. H.; Carim, A. I.; Verlage, E.; Hemminger, J. C.; Lewis, N. S.; Soriaga, M. P. The 

Journal of Physical Chemistry C 2014, 118, 29294. DOI: 10.1021/jp5054452 

4.1 Introduction  

 The previous two chapters have focused on acid-stable, earth-abundant HER 

catalysts that consist of Group VI transition metals and chalcogenides. Another family of 

promising hydrogen evolution catalysts that was discovered during my time at Caltech is 

the transition metal phosphide group. Recently, crystalline nanoparticles of Ni2P, MoP, 

and CoP have been reported as acid-compatible HER catalysts that exhibit low 

overpotentials in acidic electrolytes.16-21 Additionally, Ni-P and Co-P alloys have been 

studied as alkaline-stable HER catalysts, although the exact compositions and activities 

were irreproducible among different samples.22-26 In this chapter we describe a facile 

electrochemical method for the synthesis of a cobalt phosphide film that displays high 

HER activity and significant operando acid-stability. 
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4.2 Cobalt phosphide electrodeposition and characterization 

4.2.1 Characterization of films prior to electrocatalysis 

 Scanning-electron micrographs (SEM) of the as-deposited thin film (Figures 

4.1A, 4.1B, and 4.1C) showed the surfaces to be relatively smooth but with micron-sized 

spherical clusters randomly and loosely distributed throughout. Energy-dispersive X-ray 

spectroscopy (EDS) indicated that the surface was composed primarily of cobalt and a 

minor amount of phosphorous in a Co:P ratio of 20:1 (Figure 4.2). EDS also yielded the 

same 20:1 ratio for the clusters. 

 

Figure 4.1: Scanning-electron micrographs of the films before (A, B, and C) and after 

(D, E, and F) voltammetry. A: An As-deposited thin film showed the presence of quasi-

spherical clusters on the surface. B and C: The film underneath the particles appeared 
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uniformly roughened. D: Post-electrolysis film showed close-packed plateau-topped 

islands on the surface. E and F: The tops of the mesa-like islands were flat and relatively 

smooth. 

 

Figure 4.2: Energy-dispersive X-ray spectroscopy of the films before and after 

voltammetry. The Co:P atomic ratio decreased from 20:1 to 1:1 after the voltammetric 

experiments. 

 

 Figures 4.3A and 4.3B show high-resolution X-ray photoelectron spectra of the 

samples in the Co and P regions, respectively. The peaks at 778 eV and 793 eV in Figure 
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4.3A correspond to the 2p3/2 and 2p1/2 peaks of zerovalent Co. All of the other peaks are 

associated with oxidized cobalt, Co3O4 (CoO.Co2O3).28-31 The large peak in Figure 4.3B 

at 133 eV is assigned to orthophosphate, probably as the cobalt salt Co3(PO4)2.32,33 The 

observed broadening is consistent with an unresolved overlap of the 2p3/2 and 2p1/2 

states.34 Based on Equation (4.1), the Co:P atomic ratio was determined to be 8:1. The 

latter is considerably smaller than the EDS-determined ratio (20:1) because X-rays 

emanate deeper from the sample bulk compared to photoemitted electrons. This 

difference in the Co:P ratio implies surface segregation of phosphorus in the as-prepared 

sample. 
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Figure 4.3: High-resolution X-ray photoelectron spectra of (A) Co 2p region of the as-

deposited thin film; (B) P 2p region of the as-deposited thin film; (C) Co 2p region after 

voltammetry; (D) P 2p region after voltammetry. 

 

 The Raman spectrum of the as-deposited cobalt phosphide film (Figure 4.4) 

exhibited a broad, asymmetric band centered at 590 cm-1 which is characteristic of 

amorphous cobalt oxide35. The shoulders at 487, 522, and 690 cm-1 are consistently 

assigned to Co3O4 stretching modes (Eg, F2g, and A1g).36 Additional peaks at 925, 98,1 

and 1067 cm-1 were also observed and are consistent with P-O stretching modes (ν1 

symmetric, ν1 symmetric, and ν3 anti-symmetric respectively).37,38  
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Figure 4.4: Raman spectra before and after voltammetry. The peaks at ca. 600 cm-1 

correspond to Co-O vibrational modes, whereas those at ca. 1100 cm-1 are attributable to 

P-O modes. 

 

4.2.2 Electrochemistry 

 Figure 4.5 displays the cyclic current vs. potential data for the cobalt phosphide 

thin film in aqueous 0.500 M H2SO4. In the first scan (Figure 4.5A), initially from the 

open-circuit potential (-0.075 V) to 0.025 V vs RHE, a large anodic current was observed 

that was not replicated in subsequent runs. After that first cycle, in all experiments, the 

overpotential (η) needed to drive 10 mA cm-2 of cathodic current was 85 mV (RHE). This 

overpotential was significantly lower than those observed for the Co-on-Cu and pure-Cu 

control experiments (Figure 4.5B). Figure 4.5C shows a representative steady-state Tafel 

plot for the cobalt-phosphide film, which yielded a slope of 50 mV dec-1 and an exchange 

current density of 0.20 mA cm-2. Figure 4.5D compares the Tafel plot of the subject 

compound with those of other HER catalysts. Only platinum outperformed the 

electrodeposited cobalt-phosphide film under the stated test conditions. 
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Figure 4.5: (A) Cyclic voltammetric data for cobalt phosphide thin films on glassy 

carbon in aqueous 0.50 M H2SO4. (B) Current density vs potential data for Pt (gray), the 

third scan of CoP (black), Co (blue) and Cu (red). (C) Tafel plot of CoP from the current 

density vs potential data in (B). (D) Tafel plots that compare the activity of the film in 

0.50 M H2SO4 with that of Pt,21 CoP nanoparticles,21 Ni2P nanoparticles,20 CoSe thin 

films,41 MoSe2 thin films,42 and MoS2 thin films.9 

 

 Two methods were implemented to assess the operando stability of the 

catalytically active film in highly acidic environments. In one, the sample was cycled, 
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uninterrupted, between 0.0 V and -0.14 V vs RHE in 0.5 M H2SO4 for 24 h and the 

ensuing cyclic voltammogram (CV) was compared with that for first cycle (Figure 4.6A). 

The CV data indicated an increase in η from 85 mV to 100 mV after the day-long test. 

The other stability-assessment method was based on chronopotentiometry, in which a 

constant current density of 10 mA cm-2 was delivered over 24 h while the electrode 

potential, i.e. the value of η, was monitored (Figure 4.6B). The average increase in η 

from the two methods was 17.5 ± 4.5 mV.  

 

Figure 4.6: (A) Current density vs potential data in 0.50 M H2SO4, for the first cycle and 

after uninterrupted scans over 24 h. (B) Chronopotentiometry in 0.50 M H2SO4 at a 

constant current density of 10 mA cm-2. 

 

4.2.3 Post-electrochemistry film characterization 

 Figures 4.1D, 4.1E, and 4.1F show SEM images of the film obtained after the 

HER catalysis experiments. The most notable difference between these images and the 

pre-electrochemistry images of Figures 4.1A, 4.1B, and 4.1C is that the film surface was 
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no longer marred with loosely distributed quasi-spheres but was instead covered with 

close-packed plateau-topped particles that resembled micron-sized mesas. The tops of the 

mesa-like particles were relatively flat and smooth. Post-electrochemistry EDS 

measurements (Figure 4.2) indicated that Co:P ratio in the film decreased twenty-fold to 

1:1. 

 Figures 4.3C and 4.3D, respectively, show high-resolution XPS spectra of the 

sample in the Co and P regions. Comparison of Figure 4.3C with Figure 4.3A clearly 

indicates that all peaks attributable to cobalt oxides have diminished; the two major peaks 

represent Co 2p3/2 and Co 2p1/2 states in the stoichiometric CoP.21,32,39 Close inspection 

of Figures 4.3B and 4.3D reveals that the relative intensities of the post-electrochemistry 

phosphide peaks at 129 and 131 eV increased, whereas that of the phosphate peak at 133 

eV decreased significantly. Based on Equation (4.1), the atomic ratio of cobalt and 

phosphorous after the hydrogen-evolution experiments decreased from 8:1 to 1:1, in 

agreement with the EDS results. 

 The Raman spectrum (Figure 4.4) after electrochemistry showed the absence of 

peaks at 600 cm-1, thus providing clear evidence that the catalytically active film did not 

contain cobalt oxide.  

4.3 Discussion 

 When a clean copper disk electrode is immersed in an aqueous solution of 0.15 M 

H3BO3, 0.10 M NaCl, 0.30 M NaPO2H2, and 0.2 M CoCl2 and applied with a potential of 

-1.2 V, the following deposition reactions are expected to occur:40 

Co2+ + 2e– → Co E° = -0.28 V  (4.2) 
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H2PO2
– + 2H+ + e– → P + 2H2O E° = -0.248 V  (4.3) 

A spontaneous Co-P compound formation reaction then occurs to give the net reaction: 

Co2+
 + H2PO2

– + 2H+ + 3e– → CoP + 2H20 E° ≈ -0.28 V  (4.4) 

 While a few stoichiometric compositions of cobalt phosphide are known (e.g., 

Co3P and Co2P),25,32 the 1:1 ratio explicitly shown in Equation (4.2) is based upon the 

post-electrocatalysis XPS, and EDS results. The as-deposited film, whether examined by 

EDS, XPS or Raman spectroscopy, showed a preponderance of higher-valent Co and P 

species such as Co2O3, CoO, and orthophosphate salts. This behavior may be a 

consequence of the air-oxidation of the sample when removed from the deposition 

solution, rinsed with Nanopure water, and transferred to the XPS instrument. 

 The large anodic current observed in the first voltammetric cycle is consistent 

with expectations for the quantitative anodic dissolution of metallic cobalt to the divalent 

cation, Co2+, which is desorbed into solution. Under HER conditions, dissolution of CoO 

and Co2O3 evidently also takes place as indicated by the complete loss of cobalt oxides, 

as well as by the significant decrease in the Co:P atomic ratio observed in the post-

catalysis XPS and EDS data. The magnitude of the orthophosphate XPS peak in the as-

prepared sample was substantially diminished after the HER cycles. This decrease was 

consistent with expectations for the cathodic reduction of interfacial orthophosphate 

species; when the film was removed from solution, in the absence of applied potential, 

the reduced products readily reverted to the orthophosphates. Thus, ex-situ surface 

spectroscopy showed non-zero, but substantially diminished, orthophosphate coverage; 

this is as expected for samples that were briefly exposed to air during sample transfer. 

The net result is an example of an operando purification, with the deposit changing 
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chemically from a composite of active and inert substances to solely the catalytically 

functional material. 

 For the electrodeposited cobalt phosphide film, spectral results from XPS showed 

that the binding energy of cobalt was significantly lower than either the Co2+ or Co3+ 

species. This is to be expected since a previous study on metal monophosphides has 

revealed the covalent nature of the cobalt-phosphorous bond.39 The covalently bonded 

CoP is better represented as Coδ+Pδ-, where δ+ and δ- denote partial, non-integer, charges; 

consequently, the Co peaks would be closer to those of the zerovalent metal. If the 

interaction between cobalt and phosphorus were purely ionic, the designation would have 

been [Co3+][P3-], and the Co peak would be that for the Co3+ species. 

 The overpotential (η) necessary to deliver a proton-reduction current density of 10 

mA cm-2, a catalytic-activity metric that is an order of magnitude higher than in natural 

photosynthesis, was 85 mV for electrodeposited CoP. In addition, the CoP electrodeposits 

displayed stability in acidic environments, in that after 24 h of uninterrupted HER-

voltammetric cycles, η increased by only 17.5 ± 4.5 mV. The results for the 

electrodeposited CoP micron-sized particles are comparable to those obtained using CoP 

nanoparticles.21 In terms of η, the comparative catalytic performance of the CoP film is as 

follows (Figure 4.5): ηPt < ηCoP Film = ηCoP NP, ηNi2P < ηCoSe2 < ηMoS2 < ηMoSe2. 

 

4.4 Conclusion 

 Cobalt phosphide was prepared, as a film on a copper substrate, by cathodic 

deposition from a boric acid solution of Co2+ and H2PO2
–. Surface structural and 
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compositional analysis of the film prior to the electrocatalysis measurements indicated 

that the film consisted of micron-sized spherical clusters located randomly and loosely on 

a slightly rough surface. The composition of both the clusters and surface consisted of 

cobalt in the metallic, phosphide, and amorphous-oxide forms (CoO•Co2O3), and of 

phosphorus as phosphide and orthophosphate. The higher-valent species that originated 

from air-oxidation were remediated upon HER electrocatalysis in sulfuric acid. The 

operando film purification yielded a functional electrocatalyst with a Co:P stoichiometric 

ratio of 1:1. The post-HER surface was densely packed with micron-sized mesa-like 

particles whose tops were flat and smooth. The CoP eletrodeposit showed an overvoltage 

of 85 mV at a current density of 10 mA cm-2, and exhibited operando stability in acidic 

solution, characterized by an increase in η of 18 mV after 24 h of uninterrupted operation. 

In terms of η, the comparative catalytic performance of CoP is: ηPt < ηCoP Film ≤ ηCoP NP, 

ηNi2P < ηCoSe2 < ηMoS2 < ηMoSe2. 

 

4.5 Experimental 

 All chemical reagents were analytical grade and used without further purification. 

Ultra-clean water with resistivity higher than 18.2 MΩ cm was generated from a 

Barnstead Nanopure system (Thermo Scientific, Asheville, NC). Unless otherwise 

specified, all experiments were performed under ambient laboratory conditions.  

 Rotating-disk electrode substrates. Copper disks (Alfa Aesar, Ward Hill, MA) 

that were used as deposition substrates were 5 mm diameter, 4 mm thickness, and 99.999 

% purity. The disks were metallographically burnished on a LaboPol-5 polisher (Struers 
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Inc., Cleveland, OH), initially with 15-µ SiC (Buehler, Lake Bluff, IL) and subsequently 

with progressively decreased grit size (9, 6, 3 to 1 µ) diamond paste. The disks were then 

cleaned with a 0.06-µ colloidal suspension of silica and sonicated for 5 min in Nanopure 

water. 

 Electrochemistry. Electrochemical experiments were performed in a 100-mL 

four-port glass cell that was equipped with a 99%-pure graphite rod (Alfa Aesar) that 

served as a counter electrode, and a saturated calomel electrode (SCE) (CH Instruments, 

Austin, TX) as reference. The SCE was calibrated (266 mV) against a reversible 

hydrogen electrode (RHE) in 0.5 M H2SO4. Potential control was accomplished with a 

BioLogic SP-200 potentiostat (Biologic, Grenoble, France). The uncompensated cell 

resistance was determined from a single-point high-frequency impedance measurement 

and was compensated (85 %) by the built-in positive-feedback software.  

 The cobalt phosphide film was electrodeposited onto a Cu disk from a 250-mL 

solution that consisted of 0.928 g (0.15 M) of boric acid, H3BO3, (Alfa Aesar), 0.584 g 

(0.10 M) sodium chloride, NaCl, (Macron Fine Chemicals, Center Valley, PA), 3.48 g 

(0.30 M) sodium hypophosphite, NaPO2H2, Alfa Aesar) and 4.759 g (0.2 M) cobalt 

chloride, CoCl2, (Alfa Aesar). The pH of the solution, prior to and after the 

electrodeposition experiments, was 5.0. The rotating disk electrode (RDE) was rotated at 

a frequency of 6.67 Hz (400 rpm) with the potential maintained at -1.2 V vs SCE for 15 

min. For control experiments, a cobalt-only film was prepared based on the same 

procedure but in the absence of NaPO2H2. 

 Hydrogen-evolution catalysis measurements were performed in a 0.50 M H2SO4 

solution that was prepared from 18 M H2SO4 (Sigma Aldrich, St. Louis, MO) by use of 
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ultrapure water. In the HER experiments, the solution and the RDE cell were saturated 

with 99.999 % H2(g) (Air Liquide, Plumsteadville, PA) and the RDE was rotated at 26.67 

Hz (1600 rpm). Voltammetric data were obtained by cycling the potential between 0.0 V 

and -0.14 V vs RHE at a scan rate of 1 mV s-1. The operando stability of the films was 

evaluated by continuous cyclic voltammetry over a 24 h period. Chronopotentiometry at 

constant current density of 10 mA cm-2 was also performed during which the potential of 

the cobalt phosphide film was monitored over a 24 h period. 

Interfacial Characterization 

 Scanning-electron micrographs were obtained using a Nova NanoSEM 450 

microscope (FEI, Hillsboro, OR) with an accelerating voltage of 15 kV and a working 

distance of 5.0 mm. Low-magnification micrographs (> 10 nm per pixel) were acquired 

with an Everhart-Thornley detector whereas higher-magnification micrographs were 

obtained with a through-the-lens detector. Energy-dispersive X-ray spectra (EDS) were 

collected in the SEM at an accelerating voltage of 15 kV using a silicon drift detector 

(Oxford Instruments, Abingdon, United Kingdom). Inca software (Oxford Instruments, 

Abingdon, United Kingdom) was used to interpret the EDS spectra. 

 XPS data were obtained using an AXIS Ultra DLD instrument (Kratos Analytical, 

Manchester, UK) at a background pressure of 1 × 10-9 Torr. High-intensity excitation was 

provided by monochromatic Al Kα X-rays, 1486.6 eV in energy and 0.2-eV resolution at 

full width at half maximum. Photoelectrons were collected at 0º from the surface normal 

at a retarding (pass) energy of 80 eV for the survey scans, whereas a pass energy of 20 

eV was used for the high-resolution scans. The peak energies were calibrated against the 

binding energy EB of the adventitious C 1s peak. For quantitative analysis, the XPS peaks 
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were fitted using CasaXPS software (CASA Ltd, Teignmouth, United Kingdom) to 

symmetric Voigt line shapes composed of Gaussian (70%) and Lorentzian (30%) 

functions that employed a Shirley background.27 For both the Co and P peaks, the fitting 

was constrained to maintain a 2:1 ratio between the areas of the 2p3/2 and 2p1/2 peaks, 

with EB separations of 0.85 eV and 15 eV for P and Co, respectively. The atomic or 

molar ratio between Co and P was obtained from Equation (4.1): 

"#$
"%

= 	 (#$ )#$
(% )%

 (4.1) 

𝑁Co𝑁P=	𝐴Co𝑆Co𝐴P𝑆P (4.1) 
where N is the number of atoms, A is the total area of the photoemission peaks, and S the 

sensitivity factor. Values for S (0.486 for P and 3.59 for Co) were provided by the 

instrument manufacturer. 

 Raman spectra of the films were obtained with a Renishaw inVia Raman 

microprobe (Renishaw, Wotton Under Edge, United Kingdom) equipped with a Leica 

DM 2500M microscope (Leica Microsystems, Buffalo Grove, IL), a Leica N Plan 50x 

objective (numerical aperture = 0.75), a 1800 lines mm-1 grating and a CCD detector 

configured in a 180° backscatter geometry. A 532-nm diode-pumped solid-state laser 

(Renishaw RL532C50) was used as the excitation and a 20-µW radiant flux was incident 

onto the surface of the sample. 
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5  C h a p t e r  5  

Operando Spectroscopic Analysis of CoP Films 

Electrocatalyzing the Hydrogen-Evolution Reaction 

5.1 Introduction and Motivation 

 In the previous chapter, electrodeposited CoP films were demonstrated to effect 

the HER at a current density of -10 mA cm-2 with -η < 100 mV.1 So far, however, 

characterization of this material, as well as related metal phosphides, has relied 

principally upon ex-situ techniques (analysis typically in vacuum or laboratory ambient). 

In this chapter, electrodeposited CoP films have been interrogated under in-situ and 

operando conditions using Raman spectroscopy and Co and P K-edge X-ray absorption 

spectroscopy (XAS).  

5.2 Characterization of CoP films 

5.2.1 Potentiostatic and ex-situ characterization of CoP films 

 CoP films were electrodeposited potentiostatically on planar Cu substrates, from 

an aqueous solution that contained CoCl2 and NaPO2H2. Voltammetric, in-situ, and 

operando spectroscopic analyses were then performed in 0.500 M H2SO4(aq) 

(experimental methods are described in detail in Section 5.4). The steady-state 

voltammetric response indicated that production of cathodic current densities of 0.5 and 
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10 mA cm-2 required overpotentials of -34 and -92 mV (applied biases of -0.300 V and -

0.358 V vs. a saturated calomel electrode [SCE]), respectively (Figure 5.1). 

 

  

Figure 5.1: Cathodic polarization behavior of a CoP film in 0.500 M H2SO4(aq). 

 

 Figure 5.2a presents an ex-situ Raman spectrum collected from an as-deposited 

CoP film. A broad band centered at 595 cm-1 is indicative of amorphous cobalt oxide as it 

has been assigned in literature.2 This band also exhibited shoulders at 477, 521, and 677 

cm-1, which correspond to Co3O4 phonon modes.3 Several Raman modes were observed 
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in the 970-1200 cm-1 spectral region, and are consistent with P-O stretching vibrations in 

a disordered system.4, 5 The presence of oxidized Co and P species in the as-prepared film 

is consistent with prior X-ray photoelectron spectroscopic (XPS) analysis performed in 

Chapter 4. 

 

Figure 5.2: Raman spectra of CoP films acquired under the indicated conditions. (a) Ex-

situ spectrum of a CoP film prior to contact with H2SO4(aq) (air ambient, ex-situ). (b) 

CoP film in 0.500 M H2SO4 (aq) at open circuit (in-situ). (c) Same as (b) but at an applied 

potential of -0.300 V vs. SCE (operando).  
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 The same as-deposited CoP film was then immersed in 0.5 M H2SO4 (aq) and an 

in-situ Raman spectrum (open circuit condition) was collected while no externally 

applied bias was applied (Figure 5.2b). The observed Raman modes centered at 429, 587, 

896, 980, 1054 cm-1 are consistent with scattering from the aqueous H2SO4 electrolyte.6, 7 

No other signals were observed, including those that correlate in the ex-situ Raman 

spectrum with oxidized Co and P species. After collection of the in-situ spectrum, a 

potential of -0.300 V vs. SCE was applied to the film such that the HER was being 

actively catalyzed and an operando Raman spectrum was acquired (Figure 5.2c). The 

operando spectrum was identical to the in-situ spectrum. Before and after collection of 

the both the in-situ and operando spectra, significant reflected excitation intensity was 

observed in a well-defined few-µm spot, consistent with the high numerical aperture of 

the objective in the Raman microprobe, indicating that the electrode interface was being 

interrogated during these analyses. The lack of observed phonon scattering in the in-situ 

and operando spectra is consistent with the amorphous nature of electrodeposited CoP 

materials and with the Pourbaix instability of oxidized cobalt species in strongly acidic 

media.1, 8  

 To more clearly identify the elemental oxidation states in the active 

electrocatalyst, Co K-edge and P K-edge XAS were performed in a manner analogous to 

the Raman investigation. Figure 5.3a-c presents representative ex-situ, in-situ, and 

operando Co K-edge XAS of electrodeposited CoP films collected in manner similar to 

the Raman spectra in Figure 5.2a-c. Figure 5.3d-e presents Co K-edge XAS of Co metal 

and CoO standard materials. The ex-situ, in-situ, and operando CoP spectra all share a 
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pre-edge feature near 7711 eV that is similar to, but less intense than, that in the Co metal 

standard.  This feature is attributed to metal-to-ligand charge transfer, and resembles the 

pre-edge feature observed for Ni K-edge XAS of Ni2P.9, 10   

 

 

Figure 5.3: Co K-edge X-ray absorbance spectra of both CoP films under the indicated 

conditions and related spectral standards. (a) Ex-situ spectrum of a CoP film prior to 

contact with H2SO4(aq) (air ambient, ex-situ). (b) CoP film in 0.500 M H2SO4(aq) at 
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open circuit (in-situ). (c) Same as (b) but at an applied potential of -0.300 V vs. SCE 

(operando). (d) Co standard. (e) CoO standard.  

 

 The ex-situ spectrum also exhibited a white line feature at 7727 eV similar to that 

observed for the CoO standard material, indicating the presence of oxidized Co in the as-

prepared material that was not present in the active electrocatalyst.  After operation and 

upon exposure to air, the spectrum of the catalyst changed dramatically and was nearly 

identical to that of aqueous Co2+, indicating the formation of an oxidized hydrate (Figure 

5.4).  The CoP is therefore stable only under in-situ conditions. 

 

Figure 5.4:Co K-edge XAS of CoP films under the following conditions: (a) spectrum of 

a CoP film in 0.500 M H2SO4(aq) at an applied potential of -0.300 V vs. SCE (operando). 
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(b) spectrum of a CoP film exposed to air after operando conditions. (c) Reference 

spectrum of aqueous CoCl2. 

 

 Fourier-transformed Co K-edge EXAFS, presented in Figure 5.5 showed a first-

shell distance of ~2.30 Å for the in-situ and operando catalyst, consistent with reported 

Co-P distances for amorphous Co-P alloys11 and crystalline Co2P.12 These are longer than 

the typical Co-O distance of ~2.15 Å (as shown in the CoO standard), implying direct 

Co-P interactions in the first shell.  There was little indication of long range order, 

consistent with an amorphous catalyst structure as observed by Raman spectroscopy and 

previously reported results for electrodeposited CoP.  The ex-situ catalyst displayed a 

slightly different EXAFS pattern, consistent with a CoP structure mixed with some 

metallic and oxidized Co as seen by comparison to Co foil and Co oxide standards.  After 

operation and exposure to air, first shell distances were ~0.29 Å shorter, showing a closer 

match to the CoO standard and consistent with oxidation of Co to form a hydrate. 
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Figure 5.5: Fourier-transformed Co K-edge EXAFS of CoP films under the indicated 

conditions compared to CoO and Co foil standards, plotted as apparent distance (typically 

~0.5 Å shorter than the real distance). (a) Ex-situ spectrum of a CoP film prior to contact 

with H2SO4 electrolyte (air ambient, ex-situ). (b) CoP film in 0.500 M H2SO4(aq) at open 

circuit (in-situ). (c) Same as (b) but at an applied potential of -0.300 V vs. SCE 

(operando). (d) CoP film after operation and exposure to air. (e) CoO standard. (f) Co foil 

standard.  

 

 Figure 5.6a-c presents P K-edge XAS directly analogous to the Co K-Edge XAS 

presented in Figure 5.3a-c. P K-edge XAS of K3PO4, NaPO2H2, and GaP standard 

materials are also shown in Figure 5.6d-f. The ex-situ CoP spectrum exhibited three 

major features which were centered at 2144.9, 2150.2, and 2152.6 eV. The feature at 
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2144.9 is a close match to that of the GaP standard, and indicates the presence of CoP.  

The feature at 2152.6 is a close match to the K3PO4 standard, and indicates the presence 

of a phosphate species in the catalyst.  The feature at 2150.2 eV should therefore reflect a 

phosphorous species in oxidation state intermediate between phosphide and phosphate.  

This feature is close, but not an exact match, to that observed in the NaPO2H2 standard.  

Unfortunately, this standard was unstable under the X-ray beam, decomposing into a 

phosphate species with a characteristic spectral feature near 2152.2 eV, and a phosphide 

with a characteristic spectral feature near 2144.9 eV (see SI for details).  This instability 

makes it difficult to determine the exact position of the NaPO2H2 spectral feature, but it 

appears to be at ~2149.4 eV.   
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Figure 5.6: P K-edge X-ray absorbance spectra of both CoP films under the indicated 

conditions and related spectral standards. (a) Ex-situ spectrum of a CoP film prior to 

contact with H2SO4 electrolyte (air ambient, ex-situ). (b) CoP film in 0.500 M H2SO4(aq) 

at open circuit (in-situ). (c) Same as (b) but at an applied potential of -0.300 V vs. SCE 

(operando). (d) K3PO4 standard. (e) NaPO2H2 standard. (f) GaP standard.  

 

 The as-prepared material is therefore composed of P in multiple oxidized and 

reduced states. Relative to the ex-situ spectrum, the spectral features at 2152.6 eV and 
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2150.2 were attenuated in the in-situ and operando spectra, but not completely absent, 

while the feature at 2144.9 (attributed to phosphide) increased in intensity. This behavior 

is consistent with the Raman analysis, wherein evidence for presence of detectable 

oxidized P species was only observed in the ex-situ examination of the as-prepared 

material. The cumulative data thus suggest that while ex-situ analysis of the 

electrodeposited film indicates a material composed of multiple phases with Co and P 

both existing in several oxidation states, the active electrocatalyst is an amorphous 

material composed of Co in a near-zero valent state and P in a reduced state. 

5.3 Conclusion 

 In summary, CoP films were electrodeposited from an aqueous solution 

containing CoCl2 and NaPO2H2. Voltammetric analysis indicated that these films were 

highly-active catalysts, capable of effecting a -10 mA cm-2 current density towards the 

HER at -η < 100 mV. Ex-situ Raman analysis of as-deposited material indicated the 

presence of several oxidized Co species, including crystalline Co3O4, as well as 

oxygenated P species but the associated spectroscopic signatures were not observed 

during operando analysis. No phonon scattering was observed during operando Raman 

analysis. Corresponding ex-situ Co K-edge and P K-edge XAS also indicated the 

presence of oxidized Co and P species in addition to a near-zero valent Co species and a 

reduced P species. The analogous operando XAS exhibited disappearance of the 

absorption edges of oxidized Co and P species. The collective spectroscopic evidence 

thus indicates that the active electrocatalyst is an amorphous material consisting of Co in 

a near-zero valent state and P in a reduced state. 
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5.4 Experimental 

 Materials and Chemicals All materials and chemicals were used as received from 

the indicated suppliers without additional purification. H2O with a resistivity ≥ 18.2 

MΩ·cm (Barnstead Nanopure System) was used throughout.  

 General Electrochemical Details All electrochemistry was performed using a 

Bio-Logic SP-200 potentiostat and a cell in three-electrode configuration. A saturated 

calomel electrode (SCE; CH Instruments) was used as the reference electrode. CoP films 

were electrodeposited on several Cu substrates for the various analytical methods utilized 

(described below). Films were deposited from an aqueous solution (pH = 5) of 0.20 M 

CoCl2·6H2O (99.998%, Alfa Aesar), 0.30 M NaPO2H2·H2O (97+%, Alfa Aesar), 0.15 M 

H3BO3 (99.99%, Alfa Aesar), and 0.10 M NaCl (99.0+%, Macron Fine Chemicals). 

Deposition was effected by biasing the Cu electrode potentiostatically at -1.200 V vs. 

SCE for 0.50 min at room temperature. All analysis was performed in an aqueous 

solution of 0.500 M H2SO4 (A.C.S. Reagent, J. T. Baker). The uncompensated cell 

resistance (Ru) was determined from a single-point electrochemical impedance 

measurement obtained by applying a sine-wave modulated potential with an amplitude of 

20 mV at a modulation frequency of 100 kHz centered at the open-circuit potential of the 

cell. Applied potentials during catalyst analysis were dynamically corrected for an 

uncompensated resistance of 85% of the value of Ru.  

 Voltammetric Analysis A single compartment cell and a graphite rod counter 

electrode (99%, Sigma-Aldrich) were utilized for deposition and analysis. Copper disks 

with a 5 mm diameter and 4 mm thickness (99.999%, Alfa Aesar) were mounted in PTFE 
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rotating disk electrode tips (Pine Research Instrumentation) and utilized as catalyst 

substrates for voltammetric experiments. The tips were mounted on a rotator with the tips 

suspended such that the Cu surface was immersed in deposition solution. After deposition 

of a CoP film, all electrodes were removed from the cell, and then the electrodes and the 

cell were rinsed with H2O. The cell was then refilled with 0.500 M H2SO4 electrolyte and 

the electrodes replaced. Voltammetric data were then obtained by cycling the potential 

between -0.266 V and -0.406 V vs. SCE at a scan rate of 1 mV s-1.  

 Raman Spectroscopy Raman spectra were collected with a Renishaw 

inVia Raman microprobe equipped with a Leica DM 2500 M microscope, a Leica N Plan 

L 50x objective (numerical aperture = 0.50), a 1800 lines mm-1 grating, and a CCD 

detector configured in a 180° backscatter geometry. A 532 nm diode-pumped solid-state 

(DPSS) laser (Renishaw RL532C50) was used as the excitation source and a 1.58 mW 

radiant flux was incident on the surface of the sample. A λ/4 plate was used to circularly 

polarize the incident excitation. No polarizing collection optics were used. ~ 1 cm square 

Cu foil (99.9999%, Alfa Aesar) sections were utilized as catalyst substrates for Raman 

experiments. Single-compartment O-ring compression cells that confined the contact area 

between the electrolyte and the Cu foil to a circular area of 0.1 cm2, and graphite rod 

counter electrodes, were used for deposition and analysis. After deposition of a CoP film, 

the Cu foil section was removed from the deposition cell, rinsed with H2O and dried 

under a stream of N2(g). Ex-situ Raman spectra were then acquired. The CoP-decorated 

Cu foil was then placed in the analysis cell with 0.500 M H2SO4. The O-ring seal was 

located on the bottom wall of the analysis cell. The cell was equipped with a glass 

window on the top face that enabled in-situ and operando collection of Raman signal. 
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Raman spectra were acquired in-situ after solution was added to the cell. The CoP film 

was then conditioned by cycling the potential 10 times between -0.266 V and -0.406 V 

vs. SCE at a scan rate of 15 mV s-1. Raman spectra were then obtained under operando 

conditions by acquiring spectra while the electrode was under potential control. 

 X-ray Absorption Spectroscopy Co K-edge X-ray absorption spectra (XAS) were 

performed at Beamline 7-3 at the Stanford Synchrotron Radiation Lightsource (SSRL) at 

SLAC National Accelerator Laboratory. Monochromatic incoming radiation was 

obtained using a Si(220) double crystal that had been detuned to 50% of the flux 

maximum at the K-edge, to attenuate higher harmonics. The incident beam intensity was 

monitored by a N2-filled ionization chamber that was positioned between the source and 

the sample. Fluorescence signal was collected at 90 degrees from the source propagation 

vector using a 30-element Ge detector (Canberra Industries). P K-edge XAS 

measurements were performed at Beamline 14-3 at the SSRL. Monochromatic X-rays 

were produced using a Si(111) double crystal. The incident radiation intensity was 

monitored via a He-filled ionization chamber that was positioned between the source and 

the sample. Fluorescence signal was collected at 90 degrees from the source propagation 

vector using a Vortex 4-element silicon drift detector (Hitachi High-Technologies 

Science).  

 Ex-situ Co K-Edge XAS of Co and CoO (99.998%, Alfa Aesar) and P K-Edge 

XAS of K3PO4·7H2O (98%, VWR), NaPO2H2·H2O (99%, Sigma Aldrich) and GaP were 

acquired as standards. Powder standards (all except for Co and GaP) were diluted with 

BN to minimize overabsorption effects.  P K-edge XAS were acquired under a He 

ambient to prevent atmospheric X-ray attenuation.  
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 3 mm square, 0.5 µm thick Si3N4 membranes, enclosed by a 10 mm square Si 

frame, were utilized as X-ray transparent substrates. Electron-beam evaporation was used 

to deposit a 2 nm thick Ti adhesion layer and a 100 nm Cu film on one side of the framed 

Si3N4 membranes. A deposition rate of 2 Å s-1, with the base pressure 5 x 10-6 Torr and a 

substrate temperature of 100 °C were utilized. A two compartment H-cell was utilized for 

deposition and analysis, as described elsewhere.13, 14 Briefly, a porous glass frit was used 

to divide the two compartments. An Ir foil (99.7%, Goodfellow) counter electrode was 

utilized and isolated in one of the two compartments. The reference electrode was placed 

in the other compartment. The compartment that housed the reference electrode had a 

square opening. The framed, Cu-coated Si3N4 membranes were affixed to the cell in this 

location by use of epoxy, with the Cu-coated portion of the electrode facing into the cell 

(Loctite Instant Mix). After deposition of a CoP film, the counter and reference 

electrodes were removed from the cell, and then the electrodes and the cell were rinsed 

with H2O. Ex-situ XAS of the CoP films were then acquired. During XAS acquisition, 

the excitation X-rays were directed at 45 degrees to the exposed Si3N4 face. For the P K-

edge XAS experiments, the entire cell was enclosed in a He-filled bag to prevent 

atmospheric X-ray attenuation. After collection of the ex-situ spectra, the cell was refilled 

with 0.500 M H2SO4(aq) and the electrodes were replaced. The CoP film was then 

conditioned by cycling the potential 10 times between -0.266 V and -0.406 V vs. SCE at 

a scan rate of 15 mV s-1. XAS were then obtained under operando conditions while the 

electrode was under potentiostatic control. 

 Spectra were subjected to baseline correction and intensity normalization using 

the Athena software package based on IFEFFIT.15, 16 For the CO K-edge EXAFS, the 
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background was fit using a five-domain cubic spline and removed, and the resulting 

oscillations were plotted in k-space and then Fourier-transformed into real space for 

analysis. 
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6  C h a p t e r  6  

Costs of Transporting Electrical and Chemical Energy 

6.1 Introduction 

 The transport of energy is an integral component of the global energy economy.   

Primary and secondary energy supplies are typically transported for long distances by 

merchant ships (tankers and cargo vessels), pipelines, or electrical wires. Fossil 

hydrocarbons are the predominant energy supplies that are used and transported today, 

however, transport of energy from renewable sources, including hydrogen and redox-

flow electrolytes, may become increasingly important in the future.   

 Oil, natural gas, and coal are the primary sources for 80% of the world’s energy.1  

Oil and gas are always moved in part through pipelines, with large fractions transported 

over long distances by tankers and/or rail.   Coal is moved in railcars and by ship.    

 Pipelines account for a major percentage of both domestic and international 

energy transport, and are used to supply gases (e.g. natural gas) and liquids (e.g. oil). In 

2013, approximately 8.5 billion barrels of crude oil were transported across 160,000 

miles of oil pipeline in the United States,2, 3 and over 744 million cubic feet of natural gas 

were transported in over 300,000 miles of natural gas pipelines.3, 4 Tankers are also used 

to transport oil and, increasingly, to transport liquefied natural gas (LNG). In 2005, over 

60% of all petroleum consumed was transported in tankers.5 Pipelines are used to 
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transport fuels over land and tankers over water, so the two methods are often to 

supplement each other.   

 Electrical energy is transported from generation to load using conducting 

transmission wires. Over 4 trillion kilowatthours of electricity is annually generated and 

transmitted in the United States.6  High voltage alternating current (AC) is used for the 

majority of long distance electricity transmission.   High voltage direct current (HVDC) 

has efficiency advantages and has long been proposed as a potentially economically 

competitive mode of transmission.7  Transmission lines are generally supported by tall 

above ground supports and occasionally are placed underground, where they are less 

affected by weather but incur additional costs.8  

 Strong interest in renewable energy has led to several proposed future energy 

transportation scenarios, including 100% grid electrification9 and widespread installation 

of hydrogen pipelines.10, 11  When considering future energy infrastructure alternatives, it 

is important to include their differing energy transportation costs. Herein we summarize 

and compare the estimated costs for building and transporting different energy sources 

across new infrastructure.  Costs are compared on a dollar per unit power per unit 

distance basis, and on a dollar per unit of energy per unit distance basis, using expected 

operating lifetimes.  
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6.2 Costs of Energy Transport 

6.2.1 Oil Pipelines 

Oil that is transported over land primarily moves through 24” to 48” diameter 

pipelines.12 The project cost of constructing an oil pipeline, as estimated by averaging the 

construction cost of large numbers of pipelines, is approximately 61 $/ft3, with an 

operating lifetime of 40 years.12  The capital cost breakdown (Figure 6.1) shows, on 

average, an even split between material and labor costs, irrespective of pipeline diameter 

and length.12 It is important to note that these breakdowns are averages and have high 

variability between projects. The cost of transporting oil in pipelines can therefore be 

estimated using the energy density of oil, 38.5 GJ/m3.13 (Table 6.1).  Costs were 

calculated for fluid velocities ranging from 1- 3 m/s, which correspond to average 

pipeline velocities. The capital cost was assumed to account for 38%14 of the total cost of 

transporting the oil, with the majority of the remaining costs associated with corrosion 

and pipeline maintenance. This total cost estimate for transporting oil in pipelines is 

comparable to published values.15, 16 
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Figure 6.1: Capital cost breakdown for oil pipelines 

 

Table 6.1: Cost of transporting oil in pipelines  
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6.2.2 Natural Gas Pipelines 

 Most natural gas is transported in pipelines. Long-distance natural gas pipelines 

are usually maintained at high pressures (~65-90 bar)11, 17 with fluid velocities of ~10 

m/s.18 Natural gas is predominately methane, which is reasonably treated as an ideal gas 

with an energy density of approximately 47 MJ/kg.19  The costs of construction and use 

of natural gas pipelines were estimated from three separate reports10, 11, 20 (Table 6.2).  

The capital cost of natural gas pipelines has similar a cost breakdown to that of oil 

pipelines.21  By analogy to oil pipelines, assuming that the capital cost accounts for 38% 

of the total cost, and assuming a lifetime of 40 years, the total cost per unit distance for 

transport of gas through pipelines is similar, but higher, than the cost for oil pipelines. 

These cost estimates are also comparable to previous reports.22 

 

 

Table 6.2: Cost of transporting natural gas by pipeline  
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6.2.3 Hydrogen Pipelines 

 Hydrogen pipelines are used primarily to transport hydrogen as a chemical 

feedstock for commercial operations.  To estimate of the cost of constructing long-

distance hydrogen pipelines for energy purposes, the cost was assumed to be similar to 

that of commercially installed natural gas pipelines. This is an optimistic assumption as 

the transportation of hydrogen would likely require more expensive steel due to hydrogen 

embrittlement.10  The hydrogen pressure was assumed to be ~10-30 bar20 and the fluid 

velocity was assumed to be approximately 15 m/s.11 Hydrogen is assumed to behave as 

an ideal gas with an energy density of 120 MJ/kg.19  Both the capital and total costs of 

transporting energy via hydrogen in pipelines are estimated to be an order of magnitude 

greater than natural gas (Table 6.3), primarily due to the lower heat of combustion per 

mole as well as the lower pressures utilized in hydrogen pipelines. 

 

 

Table 6.3: Cost of transporting hydrogen in pipelines 
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6.2.4 Pipelines for Alternative Chemicals 

 In addition to transporting oil, large diameter pipelines may also be utilized for 

transporting chemical energy in the form of redox flow battery electrolytes or liquid 

organic hydrogen carriers (LOHC).  The cost of transporting several redox flow systems 

and LOHCs can be estimated using their energy densities, which are typically much 

lower than the energy density of oil.23-27 The costs of these pipelines were calculated by 

assuming similar diameters, materials, and fluid velocities to oil pipelines. Table 6.4 

shows the capital costs of transporting alternative chemicals in pipelines.  The cost of 

transporting redox flow electrolytes is several orders of magnitude greater than for oil, 

due to the relatively low energy density. LOHCs benefit from significantly higher energy 

density than redox flow electrolytes, resulting in much lower costs of transportation. 
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Table 6.4: Cost of transporting energy as redox flow battery electrolyte by pipeline  

6.2.5 Oil Tankers 

 Oil is generally transported long distances over water in tankers that vary in 

carrying capacity from small 45 dry weight ton (DWT) ships to very large crude carriers 

(VLCC) with capacities of ~160-320 DWT. VLCC’s account for the majority of crude oil 

shipments across the globe.28 The average lifetime of a tanker is estimated to be 25 

years,29 the average speed was assumed to be ~10 knots30 and the utilization percentage 

(fraction of time that the tanker carries cargo) was assumed to be 40%. Table 6.5 

summarizes the cost of energy transport as oil in tankers. While tankers vary quite 

significantly in size and cost, their capital costs are relatively similar and rather small (an 

order of magnitude less than the capital cost of oil pipelines).31  The total cost of oil 

transportation was estimated by averaging the cost of several tanker route rates,15, 32 and 
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was found to be comparable to that of oil pipeline transportation, implying that the 

variable costs constitute a very large portion of the total costs. The greater variable costs 

are likely due to high maintenance and personnel cost.  

 

 

Table 6.5: Cost of transporting oil by tanker  

 

6.2.6 Liquefied Natural Gas Tankers 

 While tankers typically transport liquid crude oil and its refined products, ships 

(and trains) capable of carrying liquefied natural gas (LNG) are increasingly used, taking 

advantage of abundant and relatively low-cost natural gas. Several unique challenges 

make energy transportation as LNG more expensive than for oil in tankers, including the 

need for dedicated ports as well as highly trained personnel who are capable of handling 

the highly flammable liquefied natural gas. The costs were calculated by assuming that 

LNG tankers, relative to oil tankers, had similar lifetimes, speeds, utilization percentages, 
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and ratio of capital cost to total cost.  Additionally, a 30% loss of LNG was assumed 

during the liquefaction. The cost of LNG tankers was estimated from published data.31, 33  

The total cost of energy transport as LNG in ships was found to be nearly equivalent to 

that of natural gas transmission in pipelines. This estimate is consistent with available 

data on the cost of LNG tanker transportation.22, 34 

 

 

Table 6.6: Transportation costs for liquefied natural gas (LNG) by tanker  

 

6.2.7 Electrical Transmission Lines 

 High-voltage transmission lines are the backbone of the electrical energy grid, 

with more than 450,000 miles of domestic high-voltage transmission lines.35  The cost of 

moving energy as electricity in transmission lines was estimated from reports analyzing 

the project cost of different types of power lines (Table 6.7).7, 8, 36-38 The total cost of 

energy transmission via electrical wires was found to be approximately an order of 

magnitude more expensive than the total cost of energy transmission via oil pipelines. 

The breakdown of capital cost for electrical transmission lines is estimated in Figure 

6.2.39 The cost of electricity transmission can be substantially higher if substations are 
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needed, and right-of-way costs have the potential to further markedly increase the cost of 

electricity transmission, with some recent transmission lines having full project costs that 

are as much as a factor of ten higher than the costs in Table 6.7.38 

 

Figure 6.2: Capital cost breakdown for electrical transmission lines 

 

Siting	
3%

Right	of	Way	10%

Engineering	
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Materials	41%
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Table 6.7: Estimated cost of transporting electricity 

6.3 Overall Comparison, Comment and Conclusion 

 Figure 6.3 compares the estimated costs of transporting energy resources in 

different forms.  The costs are a combination of many factors, including the end-station 

costs, maintenance costs and the cost of building and operating the transport system. The 

cost of transporting energy per unit distance varies by over two orders of magnitude 

depending on the energy carrier and the method of transportation. Due to their high 

energy densities, oil and natural gas have an inherent advantage in comparison to 

alternative transportable fuels such as redox flow battery electrolytes or hydrogen.  
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Figure 6.3: Summary of the cost of transportation energy resources in different forms. 
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