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Abstract

On the materials scale, thermoelectric efficiency is defined by the dimensionless figure of merit zT .

This value is made up of three material components in the form zT = Tα2/ρκ, where α is the Seebeck

coefficient, ρ is the electrical resistivity, and κ is the total thermal conductivity. Therefore, improving

zT would require the reduction of κ and ρ while increasing α. However, due to the inter-relation of

the electrical and thermal properties of materials, typical routes to thermoelectric enhancement come

in one of two forms. The first is to isolate the electronic properties and increase α without negatively

affecting ρ. Techniques like electron filtering, quantum confinement, and density of states distortions

have been proposed to enhance the Seebeck coefficient in thermoelectric materials. However, it has

been difficult to prove the efficacy of these techniques. More recently, efforts to manipulate the band

degeneracy in semiconductors has been explored as a means to enhance α.

The other route to thermoelectric enhancement is through minimizing the thermal conductivity,

κ. More specifically, thermal conductivity can be broken into two parts, an electronic and lattice

term, κe and κl, respectively. From a functional materials standpoint, the reduction in lattice thermal

conductivity should have a minimal effect on the electronic properties. Most routes incorporate

techniques that focus on the reduction of the lattice thermal conductivity. The components that

make up κl (κl = 1
3Cνl) are the heat capacity, C, phonon group velocity (ν), and phonon mean free

path (l). Since the difficulty is extreme in altering the heat capacity and group velocity, the phonon

mean free path is most often the source of reduction.

Past routes to decreasing the phonon mean free path have been through alloying and grain size

reduction. However, in these techniques the electron mobility is often negatively affected because in

alloying any perturbation to the periodic potential can cause additional adverse carrier scattering.

Grain size reduction has been another successful route to enhancing zT because of the significant

difference in electron and phonon mean free paths. However, grain size reduction is erratic in

anisotropic materials due to the orientation-dependent transport properties. However, microstruc-

ture formation in both equilibrium and non-equilibrium processing routines can be used to effectively

reduce the phonon mean free path as a route to enhance the figure of merit.

This work starts with a discussion of several different deliberate microstructure varieties. Control

of the morphology and finally structure size and spacing is discussed at length. Since the material
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example used throughout this thesis is anisotropic, a short primer on zone melting is presented

as an effective route to growing homogeneous and oriented polycrystalline material. The resulting

microstructure formation and control is presented specifically in the case of In2Te3-Bi2Te3 composites

and the transport properties pertinent to thermoelectric materials is presented. Finally, the transport

and discussion of iodine-doped Bi2Te3 is presented as a re-evaluation of the literature data and what

is known today.
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Chapter 1

Introduction

1.1 Thermoelectric energy conversion

The thermoelectric effect is a solid state effect in which thermal energy is directly converted into

electrical energy. The phenomenon stems from the fact that charge carriers travel in effect of a

temperature gradient. Fig. 1.1 is a schematic of a thermoelectric module consisting of an n-type and

p-type leg that is electrically in series and thermally in parallel. The charge carriers can be thought

of as particles that diffuse from the hot side to the cold side. The result of such a configuration is

commonly referred to as power generation. However, the charge carriers can be forced to move to

one side of the module through an electromotive force, which causes one side to get hot, and the

other side to get cold. This configuration would be considered a solid state cooling device in which

the working fluid is made of electrons. Solid state heating applications have long been dominated

by Joule heating, and thermoelectric heating devices are not as common.

Thermoelectrics have been successfully incorporated into applications for remote applications

where power system stability is vital. One of the most well known applications is in NASA-JPL’s

Voyager program. Two deep space probes were sent to explore our solar system in 1977. The mission

was wildly successful, as Voyager 1 and 2 uncovered significant information about our universe [1, 2].

Even more impressive is the fact that today the power systems aboard each probe have been stable

enough for the last 37 years. While there isn’t a hallmark success story for thermoelectric cooling,

these modules are still widely used in practice due to their sensitive temperature control and lack of

vibration during use.

One issue that has kept thermoelectric devices out of more significant terrestrial applications is

their low efficiency. These inefficiencies arise from the difficulty in maintaining appropriate thermal

transfer from source to device, but also the conversion efficiency of the materials themselves. The

latter has been the area of reasearch of much of the field; however, today there seems to be a shift in

focus towards the module design side of things because of economic evaluations [3] and re-evaluations

of materials physics [4].
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Figure 1.1: A thermoelectric module, with an n-type and p-type leg electrically in series and ther-
mally in parallel. As shown, the charge carriers travel from the hot side to the cold side in the case
of power generations.

1.2 Thermoelectric figure of merit

The efficiency on a materials level is dictated by the figure of merit, zT . The figure of merit is

defined as

zT =
α2T

ρκ
, (1.1)

where α is the Seebeck coefficient, ρ is the electrical resistivity (ρ = 1/σ, σ being the electrical

conductivity), and κ is the thermal conductivity. The Seebeck coefficient is the potential created

in the presence of a temperature gradient in a material (α = ∆V
∆T ) and can be envisioned from an

allegory to particles in a cylinder. If heat is applied to one end of the cylinder, the particles will

diffuse to the cold end. Since in practice the particles are electrons, and they carry charge, the

electrostatic gradient produces a potential. Since it also follows that the restriction of travel of these

carriers should be low, it is a small leap to understand why a low resistivity is desired.

In order to maintain a ∆T necessary to produce enough of a potential to create a noticeable

thermoelectric effect, a low thermal conductivity is required. However, the issue becomes how to

fully optimize zT . The ideal case would be to maximize α while minimizing ρ and κ. However, this

is difficult due to the inter relation of electron transport to each property. As can be seen in Fig.

1.2, the behavior of each of these properties does not allow for the extrema of the values to equate

to the maximum zT .
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Figure 1.2: The balance between transport properties in thermoelectic materials does not allow the
extrema of any property to result in the maximum zT . Therefore it is important to understand how
to propertly optimize and enhance thermoelectric materials for maximum materials efficiency.

The starting point in optimization of any thermoelectric material is to establish what the inherent

maximum zT is from optimizing the carrier concentration. However, further improvements are made

in one of two main routes. The first is altering the band structure in some way to achieve an increase

in the Seebeck coefficient without adversely affecting the electrical conductivity. Previously, electron

filtering [5] and density of states distortions [6] have been proposed as such mechanisms. However,

today efforts to engineer increased degeneracy of relevant conducting bands has been shown to be

an effective route to enchancing the Seebeck coefficient and ultimately zT .

The other route is by decreasing the thermal conductivity, which can be thought of as two

components, one being a lattice component, and the other an electronic component (κ = κl + κe).

Since the electronic portion is directly proportional to the electrical conductivity by the Wiedemann-

Franz law (κe = σLT ), it is deleterious to reduce this portion. The focus of thermal conductivity

reduction is focused on the lattice portion. The lattice thermal conductivity in its simplest form has

three components:

kl =
1

3
Cνl, (1.2)

where C is the specific heat, ν is the phonon group velocity (often approximated as the speed of

sound), and l is the phonon mean free path.

Out of these three parameters only two (ν and l) are ever engineered due to the complexity

in reducing a material’s specific heat. However, materials can be chosen based on their crystal

chemistry, as complex unit cells are known to provide very low values of ν and ultimately κl.

However, this is considered more in the realm of new materials discovery than it is actual thermal
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engineering.

The most frequently reduced quantity in κl is the mean free path l. It is known that the phonon

and electron mean free paths are significantly different, with the phonon l being the larger of the two.

Therefore, if the phonon mean free path can be significantly reduced without affecting the phonon

mean free path, the potential for enhancing a material’s zT is possible. This idea was proven as an

effective means for thermal conductivity reduction as early as 1981 in the Si-Ge system [7]. It was

shown that if the grain size was reduced to less than 5 µm, the lattice thermal conductivity was

significantly reduced without adversely affecting the other transport properties. This technique has

since been applied to many other material systems with varied success [8].

In additional to grain size reduction, the introduction of secondary phases has been shown to be

an effective method to reduce κl as well [9, 10, 11, 12]. In these techniques both equilibrium and

non-equiblibrium processing routes are able to achieve structures that are effective phonon scattering

centers. These structures are formed in an analagous route to increasing mechanical strength, often

referred to as a material’s microstructure. The second phases that are formed have an array of

morphologies, sizes, and number densities that are reviewed in a later chapter (Chapter 3).

1.3 Pertinent material

Bismuth telluride is a long-studied material of interest in the field of thermoelectric materials that

exhibits the behavior of an efficient thermoelectric material at room temperature [13]. It is because

of the room temperature efficiency that it is one of the most manufactured thermoelectric materials

today.

The crystallization of bismuth telluride is rhombohedral; however, it is often convenient to view

the conventional hexagonal unit cell. Fig. 1.3 is a representation of the crystal structure (space

group R3̄mH) of bismuth telluride [14]. The crystal structure is made up of three building blocks

five layers thick. The block sequence is -[Te2-Bi-Te1-Bi-Te2]0-[Te2-Bi-Te1-Bi-Te2]1/3-[Te2-Bi-Te1-Bi-

Te2]2/3, where the fraction indicates the block’s translation along z in the hexagonal unit cell [15].

Along with Bi2Te3, Bi2Se3 and Sb2Te3 are of interest the the thermoelectric community and fall

under the general category of tetradymite compounds.

The anisotropic crystal structure of Bi2Te3 often effects the mass, charge carrier and thermal

transport as well. For instance, the coefficient of linear expansion’s anisotropy is ∼1.5, and the

difference in resistivity can be upwards of a factor of 5 [16]. However, Bi2Te3 has been found to be

an efficient thermoelectic material perpendicular to the z direction despite these anisotropies.

When synthesized under stoichiometric conditions, Bi2Te3 displays p-type conduction. However,

the conductivity can be well controlled to make either p-type or n-type material. The conductivity

control is typically understood as follows: Bi excess produces p-type material, while Te excess results
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Figure 1.3: The conventional unit cell of bismuth telluride is shown. The two chalcogen sites are
shown as spheres of different colors and the bismuth atoms are represented by squares.

in n-type material. The native defects controlling this are of the anti-site type, in which an ion resides

in the opposing sublattice [17, 18]. For example, if a tellurium atom were to sit on a bismuth site

(TeBi) it would donate an electron to conduction due to the single excess valence electron. It has

also been reported that Halogens are efficient n-type dopants, and replacement of bismuth with

group IV cations can control the p-type properties [13].

Most reported versions of Bi2Te3 are alloyed with either antimony or selenium as well [19]. The

alloying acts to reduce the thermal conductivity due to point defect scattering. However, due to the

multi-band nature of both the valence and conduction bands, efforts are ongoing to understand the

influence of these alloys from the perspective of the electron transport.

Due to the nature of the crystallographic anisotropy, typically synthesis routines have involved

melt-based single crystal growth. The two most frequently used techniques are the Bridgman method
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[20] or zone melting [21]. Bismuth telluride crystals cleave easily along the double tellurium layers,

and therefore it is relatively easy to establish crystallographic directions parallel or perpendicular

to z.

More recently, there has been a significant movement toward powder processing methods to

create high zT tetradymite based materials [8]. The drive toward powder processing is to reduce

the lattice thermal conductivity by decreasing the material grain size such that the effective phonon

mean free path is reduced accordingly. However, characterizing these materials is difficult because

in the consolidation process, material texturing can be erratic and difficult to control.

1.4 Summary of research

Microstructure control relevant to thermoelectric materials is introduced. The typical structures

pertinent to microstructure today are presented and discussed. The control parameters applicable

to morphology control are then discussed. Then an at-length discussion is held concerning the size

and spacing control for the various microstructural routes. Each microstructural technique was

evaluated and based on the overall increased parametric control of nucleation and growth-based

precipitation; it was chosen as the best route to optimize zT through lattice thermal conductivity

reduction.

Previous work had suggested that the most significant lattice thermal conductivity reduction can

be obtained at temperatures below those in which the dominant scattering mechanism was umklapp

scattering [10, 9]. Since bismuth telluride is widely known for its thermoelectric efficiency at room

temperature, it was chosen as the candidate to explore microstructure generation.

There was limited phase diagram information regarding potential ternary systems that would be

adequate candidates for microstructure formation. However, the In2Te3-Bi2Te3 system was chosen

due to the simplicity of the eutectic nature relative to nucleation and growth-based precipitation.

This involved requiring a system with a large enough solute solubility to form the desired second

phase, but without leaving unnecessary solute dissolved in the matrix.

Microstructure formation of In2Te3 in Bi2Te3 was investigated by varying the undercooling and

supersaturation of In2Te3 in Bi2Te3. In doing so, an investigation of the solvus line was conducted.

It was found that the solvus line of the Bi2Te3 rich side had limited supersaturation control, as 7

at. % indium was necessary to force nucleation and growth-based microstructure. Any amount less

than 7 at. %, and at any undercooling investigated no microstructure formation.

Zone melting was the chosen method of synthesis for two reasons. The first reason was that it

had been established as an appropriate texturing method necessary in such an anisotropic system.

However, the primary reason zone melting was chosen was that solute segregation is a significant

problem among other crystal growth methods, but this is not the case in zone melting. There are
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many techniques to obtain a homogeneously distributed solute in zone melting, but as discussed

later, it is extremely difficult to do this with other techniques (Chapter 4).

In order to differentiate the results of the alloyed and nanostructured material, the transport

properties of each were investigated. There was a significant thermal conductivity reduction due to

the presence of the In2Te3 precipitates; however, it was determined that the significant room tem-

perature reduction was due to residual indium in the matrix. However, the temperature dependence

of the thermal conductivity was different in the two samples, with a lower thermal conductivity

in the composite material (Chapter 6). Ultimately it was determined that In2Te3 was not a good

candidate for thermal conductivity reduction because the decrease in the band gap decreased the

critical temperature for bi-polar conduction, and significantly reduced the maximum zT .

However, with the ability to synthesize and characterize Bi2Te3 led to an investigation of the

properties of extrinsically doped bismuth telluride. In this case iodine was chosen based on Hume-

Rothery rules as a substitute for tellurium. It was determined that iodine is an efficient n-type dopant

in Bi2Te3, and the maximum zT achieved matched well with other iodine doped data [13, 22, 23].

However, when comparing the material to what is considered the standard reference data [19], there

is a significant departure. The doping scheme is different in the two works, with this work utilizing

iodine as the n-type dopant, but in the standard work the transport properties being controlled by

excess tellurium doping. However, it is expected that due to the difference in Seebeck metrology in

the two works that the reference data has overestimated values for the Seebeck coefficient.
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Chapter 2

Experimental methods

2.1 Introduction

Single crystal bismuth telluride has historically been made via bulk directional solidification of the

normal type [13, 22, 23]. The technique often implemented is that of the Bridgman method [20]

and resulting data are often reported either parallel or perpendicular to the basal plane. Other

methods of bulk single crystal growth, such as the Czochralski method, are often not used due to

the high vapor pressure and toxicity of chalcogenides. Zone melting, sometimes referred to as the

traveling heater method, can also be implemented in order to obtain either single crystals [19] or

oriented polycrystalline data [13, 22, 23]. More recently, a push has been made in the realm of

powder metallurgy synthesis to invoke κl reduction [8]; however, this method is often difficult to

fully characterize and was not used in this thesis.

2.2 Synthesis procedures

2.2.1 Indium-based bismuth telluride

Samples that were prepared for microstructure evaluation were synthesized by melting and annealing

[24]. Initial elements of Bi, In, and Te with 99.999 % purity (metals basis) were weighed out

and placed in quartz ampoules. The ampoules were then sealed under vacuum at a pressure of

∼10−5 Torr. Samples were melted at 800-900◦C, homogenized at 555◦C, and then finally precipitate

formation was generated between 400-500◦C in a vertical tube furnace.

Once the necessary information was understood about microstructure formation, zone melting

was implemented to orient the material for the necessary transport measurements. Quartz ampoules

with inner and outer diameters of 6 × 10 mm were utilized to minimize material used, as the ingot

length was typically ∼90 mm in length. Because the distribution coefficients for the 4 at. % and

7 at. % indium samples were close to 0.5 (0.67 and 0.64 respectively), it was necessary to employ
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the starting charge zone leveling method, whereby the first zone had the composition of the liquidus

at the point in which the solidus was 4 and 7 at. % indium, while the rest of the ingot had the

composition corresponding to the solidus.

Rotation axis

Air flow

Quartz tube

Movement direction

Induction coil

Quartz plate

Figure 2.1: A schematic representation of the necessary aspects of the home-built zone melting
furnace used to synthesize the materials pertinent to this thesis.

The zone melting for all indium based samples was conducted on a home-built vertical zone

melting furnace. The furnace was designed such that evacuated quartz ampoules can be placed

directly into the furnace, constantly rotated and with vertical motion control, such that the growth

rate can be readily controlled from 0.01 - 30 mm/hr. The temperature is measured using a pyrometer
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(Modline 5, IRcon Corp.), whereby the temperature is sent to a temperature controller (Yokogawaka

UP550), which then communicates with the induction heating system (Ambrell HOT SHOT) to

ultimately control the final sample temperature.

Fig. 4.1 is a schematic of the furnace in the immediate vicinity of the molten zone. As can be

seen, a quartz tube is constantly rotated about its long axis with compressed air flowing above and

below the molten zone. Quartz plates above and below the molten zone act as barriers between the

molten zone and the solid material to maintain the zone length.

The growth rate that produced homogeneous and oriented material was determined to be a

maximum of 3 mm/hr. Anything over this rate, and there was segregation of indium in the form of

In2Te3 (Fig. Phase Diagram). The initial zone leveling of both the 4 at. % and 7 at. % samples

revealed that they were homogeneous materials that did not necessitate any additional annealing

(Fig. Phase Diagram). Therefore, after zone leveling, samples of minimum 14 mm length were

cut on a diamond saw and then placed into similarly evacuated quartz ampoules, and annealed at

the necessary temperatures to facilitate nucleation and growth. In this thesis the transport results

presented are for a sample annealed at 450◦C.

Once annealing was complete, the samples were further cut and polished to carry out transport

measurements. For Hall effect and resistivity measurements a parallelpiped with dimensions of

approximately 1.5 × 4 × 12 mm3 was used. Seebeck and thermal conductivity measurement samples

were disk-shaped with diameters between 6-12 mm and approximately 1 mm thick.

2.2.2 Iodine-doped bismuth telluride

For all samples of Bi2Te3 that were doped with iodine, the binary compound BiI3 (99.999 % purity,

metals basis) was used as the constituent compound to dope the material. A large quantity (typically

100g) of undoped stoichiometric Bi2Te3 was synthesized concurrently with a smaller amount of

iodine-doped Bi2Te3. The smaller, heavily doped material had a nominal iodine content of 1 at.

%. Stoichiometric quantities of the un-doped and doped material was weighed out and placed in

carbon-coated quartz ampoules, melted at 900◦C for a minimum of 12 hours, ground into powder

and then loaded into an ampoule for zone melting.

The blending of the un-doped and 1 at. % iodine-doped material was done to decrease the

sensitivity in iodine content to better control the carrier concentration. This is necessary due to the

difficulty in utilizing BiI3, as it is a very hygroscopic substance, even in controlled environments.

Hall effect measurements were conducted on the lowest and highest doped samples to establish the

range of carrier concentrations and verify successful doping.

The zone melting parameters necessary for iodine-doped Bi2Te3 are quite forgivable compared

to indium alloyed samples. Because iodine solute content is quite low (nominally 0.04-0.2 at.%) the

distribution coefficients do not vary much from ∼1. This means that the number of zones necessary
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to achieve homogeneous material should be expected to be within the first zone, which is what is

found in practice (Appendix B).

2.3 Characterization

2.3.1 Chemical characterization

The phase purity and chemical composition determination of the samples was primarily done using

scanning electron microscopy (SEM) coupled with energy dispersive x-ray spectroscopy (EDS), elec-

tron back-scattered diffraction (EBSD), and electron microprobe analysis (EPMA), which utilizes

wavelength dispersive spectroscopy (WDS). SEM, EDS, and EBSD analyses were performed using

a Zeiss 1550 VP SEM. To quantify the iodine content in the doped Bi2Te3 samples, EPMA was

conducted under the assistance of Chi Ma using a JEOL JXA 8200 system. The standards used

were elemental Bi, Se, and Te while RbI3 was used for the iodine standard.

X-ray diffraction measurements on parallelpiped samples were performed on a Philips PANa-

lytical X’Pert Pro with CuKα radiation (λ1 = 1.540590 Å, λ2 = 1.544310 Å), using a step size

of 0.008 ◦ 2θ. The resulting diffraction data were refined using the Rietveld method [25] with the

FullProf program, starting with the atomic coordinates determined by Feutelais et al. [14]. All

reflections can be indexed to the space group R3̄mH, and no secondary reflections are observed.

Rietveld refinements of the discs exhibit a large discrepancy between the observed and calculated

intensities, most likely due to the orientation in the ingot grown via zone-melting. Using a modified

March’s function to accommodate for preferred orientation along the (00n) Miller indices leads to a

much better fit of the intensities and corroborates the preferred orientation in these samples.

The results indicate a plate-like habit of the grains, with about 90% of the grains’ preferred

orientation axis perpendicular to the surface of the parallelpiped. The preferred orientation axis

coincides with the reciprocal lattice vector d001 and leads to an increase in the observed intensities.

Moreover, this indicates that 90% of the grains exhibit their (001) hkl planes parallel to the surface

of the flat sample. This can be seen in the better fit for the (006) reflection in Fig. 7.1.

2.3.2 Electron transport measurements

The resistivity and Hall effect measurements were done on a modified MMR technologies variable

temperature hall measurement system (VTHS) with a 1.0 T field up to 250◦C. Measurements were

done under dynamic vacuum, and, due to anisotropic effects in Bi2Te3, the 4-point method was used

to measure resistivity. An additional contact was placed opposite to one of the resistance voltage

contacts in order to obtain Hall data without needing to change the contact geometry. From the Hall

coefficient, the Hall carrier concentration was calculated from RH = −1/enH . The Hall mobility
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was determined from the measured resistivity and carrier concentration using µH = 1/nHeρ.

The Seebeck coefficient was measured under dynamic vacuum in a home-built system [26]. The

measurement forces a temperature gradient across the sample to oscillate between ±7.5 K, while a

constant average temperature is maintained at each point. The thermocouples used were made of

niobium-chromel, and resistive cartridge heaters maintained the temperature inside a BN cylinder.

The system employs a 4-point in-line method that allows for the temperature and voltage to be

measured at the same point on the sample. Prior to measurement, the samples are sandwiched

between pieces of graphite foil, which helps maintain even heating on the surface of the sample.

2.3.3 Thermal transport measurements

Measurements of the thermal diffusivity were done using a Netsch LFA 457. The thermal conduc-

tivity was then calculated based on κ = DCpd, where D is the thermal diffusivity, Cp is the heat

capacity, and d is the density. The heat capacity was estimated using the Dulong Petit value, and

even though the Debye temperature of Bi2Te3 is fairly high (155 K [27]), this is an accepted approach

for Bi2Te3. The measurements were performed in an inert argon atmosphere, under a constant flow

rate of 50-100 mL/min.

2.3.4 Optical characterization

Diffuse reflectance measurements were performed with the assistance of Zachary Gibbs to character-

ize the optical band gap in Bi2Te3 alloyed with indium and selenium, and the effects of iodine doping.

The measurements were performed at room temperature using diffuse reflectance infrared Fourier

transform spectroscopy (DRIFTS), using a Nicolet 6700 FTIR spectrophotometer (Thermo Scien-

tific) with the attached Praying Mantis Diffuse Reflection accessory (Harrick), deuterated triglycine

sulfate (DTGS) detector and KBr beamsplitter. The samples were all referenced to the provided

alignment mirror, which gave the same results as when referenced to KBr powder without the

additional impurity features of KBr. The absorption coefficient was obtained using the Kubelka

Munk analysis F (R) = α
K = (1−R)2

2R [28], where R is the fractional reflectance, α is the absorption

coefficient and K is the scattering coefficient. In cases in which the particle size is greater than

the wavelengths measured (20-2 µm), it is acceptable to assume the scattering coefficient to be

independent of frequency.

2.4 Single parabolic band modeling

To analyze the resulting electronic and thermal transport properties, the single parabolic band model

was used. In this model, solutions to the Boltzmann transport equation within the relaxation time
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approximation were used, assuming the only contribution to conduction is from a single relatively

isotropic portion of the band structure. The energy dispersion is approximated as E(k) ∝ ~2k2

2m∗ . This

means that the model will break down for systems with multi-band effects, more than one majority

carrier, and band non-parabolicity. But even in cases in which the model does not accurately predict

the transport it is a good starting point to understand the material in question. For an in-depth

analysis and step-by-step approach to developing a single parabolic band model for transport analysis

the readers are recommended to consult reference [19].

In the single parabolic band model, the Seebeck coefficient data is used to estimate the reduced

chemical potential (η) and Hall coefficient (RH), in order to estimate the effective mass (m∗). In

Eqn. 2.1 λ is a constant determined by the pertinent scattering mechanism, and in the case of

acoustic phonon scattering the value is λ = 0. Eqn. 2.3 is the Fermi integral with ζ as the reduced

carrier energy.

Using the experimental data for the Seebeck coefficient and Eqn. 2.1, one can determine the

reduced chemical potential, η. If data for n is available, then Eqn. 2.2 can be used to estimate m∗.

Then, assuming rigid band behavior, values for α as a function of n can be calculated and plotted.

This plot is often referred to as a Pisarenko plot:

α =
k

e

(
(2 + λ)F1+λ(η)

(1 + λ)Fλ(η)
− η
)

(2.1)

n = 4π

(
2m∗kT

h2

)3/2

F1/2(η) (2.2)

Fj(η) =

∫ ∞
0

ζjdζ

1 + expζ−η
. (2.3)

The carrier mobility can be calculated using the resulting values for η as well. Eqn. 2.4 is a

function of η, and the intrinsic mobility µ0 is used as a fitting parameter used when solving for µH :

µH = µ0

(
π1/2Fλ(η)

F1/2(η)

)
. (2.4)

The Lorenz number L can be calculated, as it is also a function of η (Eqn. 2.5). Once calculated,

the electronic thermal conductivity can be calculated using the Wiedemann-Franz law (κe = σLT =

LT/ρ). This value can be subtracted from the total thermal conductivity to estimate the lattice

thermal conductivity κl:

L =
k2

e2

(
3F0(η)F2(η)− 2F1(η)2

F0(η)2

)
. (2.5)

Finally, an estimation of zT can be made as a function of n. Using Eqn. 2.1-2.5 and assuming
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a constant κl the figure of merit can be calculated. Note that data from only a single sample is

necessary to determine the approximate value of the figure of merit, as this technique can be used to

determine the efficiency of a material system, without requiring the synthesis of multiple samples.
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Chapter 3

Applying quantitative
microstructure control in advanced
functional composites

Reproduced with permission from Advanced functional materials 24, 2135-2153 (2014). Copyright

©Wiley-VCH.

3.1 Structure Types

A practical starting point for understanding microstructural evolution is in identifying the type of

structure formed in one of the many available processing routes. There are many structure types

where direct observation is often enough to identify, while others are difficult to differentiate and

requires additional information. Often the origins of these difficult to differentiate structures are

resolved by understanding the driving force behind the phase separation. This is typically done by

determining the phase diagram of the material in question through experiments and calculations.

The following descriptions are not intended to be a comprehensive list of structure types, rather

the intent is to introduce the types of structures often encountered in the course of tuning thermal

conductivity.

3.1.1 Grain size reduction

One avenue avidly pursued to reduce the lattice thermal conductivity is to minimize the grain size

via mechanical alloying/milling (Fig. 3.1a) and rapid consolidation techniques. In these works,

powders are created by ball milling ingots of pre-melted materials (mechanical milling) or the pure

elements (mechanical alloying). In both cases, the grain size is reduced to tens of nanometers and

is maintained at that size by using rapid consolidation. The composite aspect of these materials

usually lies in slight compositional differences, which manifest themselves in the form of component
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Figure 3.1: Examples of different types of deliberate microstructure in thermoelectric applications.
(a) Grain size reduction, (b) grain boundary phases, (c) lamellar structures, (d) dendrite formation,
and (e-f) precipitation based microstructure are all promising routes to reducing thermal conduc-
tivity.

rich ingrain nanoparticles [8]. There is also evidence to suggest that small impurities at the grain

boundaries exist in these types of materials [29] that could inhibit grain growth.

The first system in which thermal conductivity dependence on grain size was studied was in

alloys of Si-Ge.[7] It was found that a grain size of 5 µm or less resulted in a 28% decrease in thermal

conductivity compared to the single crystal value. Since then, work has been done in Bi2Te3/Sb2Te3,

PbTe, Skutterudites and further enhancements in Si-Ge have been achieved in this fashion [8].

3.1.2 Grain boundary phase

Controlling grain boundary phases is a fairly new and relatively unexplored route to creating func-

tional thermoelectric composites. The current state of the art uses coated powders and hot pressing

consolidation to achieve these structures (Fig. 3.1b) [30]. There have been several thermoelectric

systems that have been explored in this fashion such as PbSnSe coatings on PbSnTe and also CoSb3

coatings on LaCoFe3Sb12 [31, 32]. Initial studies on alkali-metal coated (Bi,Sb)2Te3 materials have

shown improvements in zT due to a reduction in κl as well [33]. However, more work is necessary

to understand the structure controlling and carrier scattering mechanisms in these materials be-

cause there is evidence of thermal conductivity reduction even in systems with an incomplete grain

boundary phase present [34].



17

3.1.3 Lamellar and dendritic structures

Lamellae are finely spaced (nm-µm) structures that alternate in composition as shown in Fig. 3.1c.

They resemble superlattice structures often generated through thin film techniques, with the added

advantage of being self-assembled. Lamellar structures can be either completely aligned in a given

domain (as in Fig. 3.1c) or can have more of a disordered pattern. The most prevalent material

studied with such a structure is pearlite steel [35], but this type of structure has formed in the PbTe-

Sb2Te3 system of materials as well [36, 37, 38, 39]. This type of microstructure can be generated in

the bulk by solidification and eutectic reactions or through solid state techniques such as eutectoid

reactions.

Dendrite structures can also be generated by solidification methods and have a tree-like branched

form (Fig. 3.1d). In geology, dendritic formation can occur in the large scale crystal habit, as is

the case for native copper. However, in materials design dendrites are more typically thought of as

a result of an internal phase separation. Analogous to lamellae, dendritic microstructure has been

found in the PbTe-Sb2Te3 system, however unlike the lamellae, dendrites are typically formed by

solidification from the liquid [39, 37].

3.1.4 Precipitates

Nucleation and growth techniques are often used to grow precipitates within grains with varying

morphology (Fig. 3.1e-f). Typically the decreasing solubility with decreasing temperature of eutec-

tic, or eutectic-like, phase diagrams is the procedure for growing structures of this type. Systems

with high solute solubility (>3 at. %) are often desired as this can correlate to a higher number

density of precipitates. A high second phase solubility also indicates that the volume fraction will

be large enough to have a significant impact on κl. Ideally, simple eutectic, or eutectic-like phase

diagrams present approachable ways to exploit the decreasing solubility with decreasing temperature

along the solvus line to precipitate out the desired second phase. This often allows for fine structure

on account of the temperature control in the two phase region, and also the slow diffusion in the

solid state. There has been extensive work done with this technique in age hardening of metals [40],

but recently this technique has proven beneficial in the PbTe system in conjunction with Ag2Te,

Sb2Te3, and also PbBi2Te4 [9, 10, 12, 11, 41].

3.2 Morphology control

For each previously mentioned structure type there are different ways to vary the resulting mi-

crostructure’s morphology. From a seemingly simple binary phase diagram, one can achieve several

different structure types by varying the chemical composition, solidification rate, or processing route.
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Typically, areas around invariant points associated with solidification reactions, such as eutectic or

peritectic points, act as morphology transition indicators for different microstructure types.

3.2.1 Solidification morphology

The point on a phase diagram in which a single phase liquid directly solidifies into solid phases,

forgoing any solid-liquid equilibrium region, is referred to as the eutectic point. In discussing binary,

or in many thermoelectric cases pseudo-binary, eutectic solidification the microstructural morphology

is most easily understood using the ideas of Hunt and Jackson [42]. Early atomistic treatments of

solid-liquid interface growth by Jackson considered the free energy change during the atom exchange

for an exposed crystal face in contact with its liquid during melting or freezing [43, 44]. It was

determined that the material’s entropy of fusion, ∆Sf , also known as the entropy of melting, can

be used to predict morphology type. The entropy of fusion,

∆Sf =
∆Hf

Tm
, (3.1)

where ∆Hf and Tm are the enthalpy of fusion and the melting point, is the change in entropy upon

melting of a pure substance. Under this formalism [44], the entropy increases as the configurational

possibilities increase as melting occurs, thus the value is positive.

The entropy of fusion is made dimensionless when divided by the universal gas constant (χ

=
∆Sf
R ) and when the free energy change associated with the atom exchange during growth is

minimized, there are two distinct mechanisms based on χ. For values of χ < 2 the free energy is

minimized resulting in a rough crystal interface indicative of no preferential crystal ordering, and for

χ > 2 the minimization dictates a smooth interface, representative of a preferred crystal orientation

during growth [43].

It should be specified that the following criteria pertain to solidification at or near the eutectic

point, which will be referred to as eutectic solidification. Eutectic compounds can be placed into

three discernible categories based on χ [42]. The first is where the entropies of fusion of the two

substances are similarly low (χ < 2), the next is where they are completely dissimilar (χ < 2 in one,

χ > 2 the other), and the third is where both are similarly high (χ > 2).

In the case of the constituent compounds having low ∆Sf values, the morphology is most often

lamellar or rod-like. Examples of this type of behavior exist in such systems as Pb-Sn, Pb-Cd or

Sn-Cd [42] where each compound has a similar enthalpy of fusion and melting point (Table 3.1).

There is a more varied morphology, however, when one phase has a lower ∆Sf than the other.

The structures in this scenario often have a complex and or irregular shape. Classic cases of such

morphologies can be seen in the Pb-Bi or Sn-Bi systems [42] as the low melting point and large

enthalpy of fusion give Bi a significantly larger χ than either Sn or Pb (Table 3.1).
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In the case of similarly large ∆Sf values, both phases grow with smooth solid-liquid interfaces

under a normal nucleation process, which often results in large flat crystal faces. On account of semi-

metals or semi-conducting materials often having high entropies of fusion, this type of microstructure

is observed in the solidification of such materials.

The atomistic view in the previous discussion works well for simple systems such as metals,

however when more complex compounds are considered the total molar content can be misleading

with regard to ∆Sf . To extend the predictive guidelines of the entropy of fusion for more complex

material systems, it is necessary to convert the units from a per mole basis to one that is per moles

of atoms. Also known as the gram-atom (g-atom), this is done simply by dividing the enthalpy of

fusion by the number of moles of constituent atoms in one mole of the compound. This conversion

takes into account the fact that enthalpy and entropy are extensive properties, and it puts the

comparison of simple metals and more complex systems on an even keel by effectively normalizing

them by the total number of moles of atoms in one mole of the compound. Therefore, as seen in

Table 3.1 the values of ∆Sf for the elemental metals and semi-metals is the same, however for the

binary and ternary compounds is decreased by the number of moles of atoms.

In some cases however this conversion is not sufficient to explain the resulting morphology. In the

case of the eutectic solidification of TiO2-SrTiO3 the resulting structures upon solidification have

been proven to be faceted, resembling that of split ring resonators [45]. However, as can be seen in

Table 3.1 after the g-atom conversion, the values for TiO2 and two other titanates comparable to

SrTiO3 all have values of χ below the transition value for faceted structures. However, upon melting

these highly ionic materials the resulting liquid is not completely disordered. Therefore, there is

an additional consideration to make for molecular liquids, as there is a significant ordering required

upon freezing.

Table 3.1: Enthalpy and entropy of fusion per g-atom, and χ values for simple metals and more
complex compounds pertinent to the discussion of solidification morphology.

Compound Tm (K) ∆Hf (kJ/g-atom) ∆Sf (kJ/g-atom K) χ Ref.

Pb 600.6 4.77 7.95 0.96 [46]
Sn 505.1 7.15 14.15 1.70 [46]
Cd 594.2 6.21 10.45 1.26 [46]
Bi 544.6 11.11 20.39 2.45 [46]
Si 1687.2 50.21 29.76 3.58 [46]
Ge 1211.4 36.94 30.49 3.67 [46]

Sb2Te3 891.2 19.8 22.2 2.67 [47]
PbTe 1197.2 20.7 17.3 2.08 [48]
TiO2 2143 22.32 10.41 1.25 [49]

CaTiO3 2233 21.3 9.6 1.15 [50]
BaTiO3 1898 15.9 8.4 1.01 [51]

While ∆Sf is a good indicator for whether the growth interface will be diffuse or smooth, result-

ing in lamellar/rod-like or faceted structures, it does not always predict the resulting solidification

morphology. When the solidification occurs at a composition that is far from the eutectic composi-
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tion, the effects of undercooling play an important role in the solidification morphology. Currently,

the impact of undercooling on eutectic solidification has been explored on a preliminary basis, and

it has been established that there exists a critical undercooling where the morphology differs from

the type predicted by ∆Sf [52]. There is continued work in understanding the mechanism in which

this change occurs [53].

However, many applications either allow or require that solidification take place far from the

eutectic composition, and the mechanism for freezing of this variety is known as single phase so-

lidification. That is, there is one primary solidifying phase, unlike eutectic solidification in which

there are at least two. In the solidification of a eutectic system far from the eutectic composition,

the solid phase rejects solute at the solidification front, thereby increasing the solute content in the

liquid and decreasing the liquid temperature in the vicinity of the solid-liquid interface. Therefore,

the temperature of the liquid at the interface will be lower than the liquidus temperature of the bulk

liquid and this effect is known as constitutional undercooling.

This concentration gradient based undercooling can lead to variations in the resulting morphology

in single phase solidification. The source of the variation stems from the solid-liquid interface

stability. Tiller and Chalmers determined that for a binary single phase solidifying system, in the

absence of convection, there is a critical condition in which constitutional undercooling occurs [54],

∇T
ν
≤ mC0

D

(
1− k
k

)
, (3.2)

where ∇T is the temperature gradient in the liquid at the interface, ν is the solidification velocity,

m is the slope of the liquidus, C0 is the equilibrium concentration, D is the diffusion coefficient and

k is the distribution coefficient. For values of ∇Tν that do not satisfy this condition, it is predicted

that the solidification will result in no microstructure formation. However, for values of ∇Tν that

satisfy this condition there will be some form of microstructure generation. Moreover, if the value

of ∇Tν is near the critical condition the likely morphology will be that of a lamellar or rod like

structure, often referred to as a cellular structure. When the departure from this critical value

is large, the morphology is typically dendritic. It should be noted that ∆Sf is still an important

parameter in single phase solidification. In that, if faceted structures are predicted, and the value of

∇T
ν is sufficiently small, the resulting microstructure will still be atomically smooth, but can produce

faceted dendrites [55] or spiraled hopper crystals [56].

Taking this into account, the solidification morphology of single phase solidification has been

explored in the more complex PbTe-Sb2Te3 system [37, 39]. After the g-atom conversion this material

system behaves as one would with dissimilar values of χ. As can be seen in Fig. 3.2, when rich in

the lower ∆Sf -PbTe phase, the resulting microstructure is dendritic, while when rich in the higher

entropy Sb2Te3 phase the microstructure is of a layered and faceted variety. This happens in lieu of
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the fact that in both materials χ is greater than the transition value. However, because the value for

PbTe is very near this transition point it is not unreasonable to find a non-faceted microstructure.

The degree of structure alignment can be controlled in solidification based microstructure for-

mation as well. The formation of eutectic microstructure occurs at the solid-liquid interface, and

directional solidification results in an aligned microstructure. In this process the entirety of the

material is melted and one end is brought into a zone of decreased temperature initiating solidifica-

tion. This proceeds until the solid-liquid interface reaches the other end of the sample, solidifying

completely. Successful lamellar alignment has been accomplished in the Ag-Pb-Te and Ag-Sb-Pb-Te

ternary systems utilizing this method [57, 58]. All of the same morphological control parameters

are employed (∆Sf and ∇T
ν ) in this type of experiment, however, because the solidification is di-

rectional, the interface control is substantial, allowing one to tailor the alignment of the resulting

microstructure. Often, the scenario of low ∆Sf values involving lamellar or rod-like morphology

have the most significant alignment due to the simplicity of growth compared to that of irregular or

faceted structures.

3.2.2 Eutectoid reaction morphology

While eutectic solidification involves a single liquid transforming into two (or more) solids upon

cooling, a eutectoid reaction is similar and produces similar microstructure. The difference being

that the latter reaction pathway involves a single solid dissociating into distinct solid phases. There

is a similar type of microstructure formed by a reaction known as spinodal decomposition [59].

It is often, however, difficult to differentiate between lamellar eutectic/eutectoid structures and

those formed by spinodal decomposition. The difference lies within the formation pathways, the

former involving growth via nucleation [60] and the latter occurring uniformly throughout [59].

Distinguishing between the two reactions directly would involve the impractical in-situ observation

of the microstructural evolution. More practically, understanding the phase diagram would reveal

the nature of the microstructure’s origin. An example of a thermoelectric spinodal is that of the

PbTe-GeTe system [61], and while this type of microstructure has been shown to be effective in

tuning thermal conductivity it does not fall under the scope of this work.

There is a rich history of directional solidification experiments examining the alignment and

morphology of the resulting microstructure [42], but this is not the case with regard to eutectoid

reactions [62, 63, 64, 65]. However, it is possible to extend the results of the directional eutectic

solidification literature to better understand eutectoid reactions with the added exception of un-

derstanding the role of interfacial strain energy. Because the material remains in the solid state

throughout a eutectoid reaction, the interfacial interactions are non-negligible [66], complicating

eutectoid reactions due to transformation strain at the solid-solid interfaces.

The results of eutectoid directional cooling experiments can be seen in Fig. 3.3, where the
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metastable Pb2Sb6Te11 phase reacts to form lamellae of PbTe and Sb2Te3. A more isotropic mor-

phology is possible when the material is annealed at a temperature below the eutectoid point, which

can be seen in Fig. 3.3. Therefore, the anisotropy of the resulting structures can be controlled via

the reaction interface through directional cooling (isotropic structures), or bulk isothermal annealing

(anisotropic structures) depending on which type is desired.

3.2.3 Nucleation and growth precipitation morphology

The generation of microstructure based on nucleation and growth of precipitates is described best

by the labeled eutectic phase diagram of Fig. 3.4. In accordance to this type of phase diagram,

a typical synthesis route to precipitate a secondary β phase in a matrix of α would be to first

melt the constituent elements, then homogenize the material in the solid solution region and finally

precipitate the desired microstructure.

The initial morphology of precipitates formed during nucleation and growth is best understood

based on the dependence of free energy. Nucleation occurs when the overall change in free energy is

lowered causing ∆G to be a negative value. To first order, ∆G is represented by

∆G = −V∆GV +Aγ, (3.3)

where V is the nuclei volume, ∆GV is the volumetric free energy, A is the nuclei surface area, and γ

is the surface free energy. For the stable nuclei initially formed, the morphology will be spheroidal to

balance the dominance of the surface free energy to that of the volumetric free energy (Eqn. 3.3 and

Fig. 3.5). As the precipitates grow, however, the optimization of the volumetric and interfacial free

energies can lead to a myriad of morphologies as the dominant shape of the resulting precipitates

is not necessarily an equilibrium shape. Often, the resulting stable structures are the ones that

nucleate the fastest [67]. This occurs due to the strong dependence of γ on the nucleation rate,

which does not necessitate an equilibrium shape as it could very well be a less stable structure that

dominates the growth process.

There are also interfacial elastic energies, based on the elastic constants, that can play a role in

governing the morphology of precipitates in this regime [66]. As has been seen in the PbTe-Sb2Te3

system, a weak interfacial compatibility condition led to precipitates forming a ribbon like shape as

opposed to the disk or lenticular shape previously expected (Fig. 3.5) [68].

However, other simple guidelines for precipitation based morphology lie in the comparison of

crystal structures and lattice constants of the materials in question. For example, in the Bi-Sb

system both elements share the same crystal structure and have very similar lattice parameters, so

based on the Hume-Rothery rules it is not unexpected for them to form a complete solid solution

and ultimately little, if any, microstructure [69]. However, Bi and As also share the same crystal
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structure yet the lattice mismatch is large enough that there is very little solubility [70], indicating

the possibilities of significant nucleation based microstructure formation.

However, many examples of nucleation and growth based microstructure in thermoelectric ma-

terials is one of differing crystal structures. The differing morphological results are often dictated

by which material is the host phase, and which is the secondary phase. In both the PbTe-Sb2Te3

and AgSbTe2-Sb2Te3 systems the host phase is a rock-salt structured crystal with an embedded

tetradymite secondary phase [71, 72], each with the classic FCC-HCP {111}‖{0001}orientation re-

lationship. The primary difference however, is in the dislocation spacing along the interface in each

system. Due to the large mismatch (6.7 %) in the PbTe-Sb2Te3 system [71], there are a signifi-

cant number of interfacial dislocations along the interface (arrows, Fig. 3.6). However, the lattice

mismatch in AgSbTe2-Sb2Te3 is an order of magnitude smaller (0.8 %) [72] and has an appreciably

lower interfacial dislocation content, so much so that it is difficult to directly image.

Some systems’ combination of crystal structure and lattice mismatch even allow for coherent

precipitation to occur, as all previous cases were reported to be semi-coherent. In the case of

PbTe-Ag2Te, it has been reported that the cubic-monoclinic arrangement of {001}‖{201} and a low

lattice mismatch of 1.8 % permits complete coherency in some precipitates [73]. The morphological

evolution in this system is slightly complicated as the nucleation and growth temperatures involve

cubic phases for both PbTe and Ag2Te, while upon cooling the Ag2Te phase transforms into the

monoclinic phase.

In all of the previously mentioned cases, the host or matrix phase has been a cubic structure and

since there are often several similar crystallographic orientations, four in the {111}‖{0001} case (top

row, Fig. 3.15) and three in the {001}‖{201} case, there is often a distribution of structure orien-

tations. However, the Bi2Te3-In2Te3 system, while having a {111}‖{0001} orientation, is limited to

the precipitation in the basal planes as the matrix phase is the HCP crystal. Therefore, the resulting

microstructure is aligned with all precipitates oriented in the same fashion in any individual grain

(bottom row, Fig. 3.15).

3.2.4 Non-equilibrium processing morphology

Non-equilibrium processing provides additional dimensions of control in material systems in which

equilibrium based processing routes do not. The resulting morphology is created by initially forcing

a system into a metastable state, and then rapidly bringing it back into equilibrium (detailed in Fig.

3.16). However, akin to the discussion of free energy balancing in nucleation and growth for nuclei

formation, the initial shape to balance out the free energy is typically spheroidal due to the small

structure size.

This is most likely due to the inherent large chemical driving force in compounds with large

heats of solution, increasing the nucleation rate and ultimately the number density. Under the
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assumption of spherical nuclei and the fact that the equilibrium volume fraction will be fixed by the

phase diagram, the structure size is expected to be small, possibly approaching the critical radius

for stable nuclei, r∗, according to

fv =
4

3
πr3Nv, (3.4)

where fv is the volume fraction, r is the nuclei radius, and Nv is the number density. Therefore,

for a fixed value of fv and an increase in Nv due to the increased nucleation, the nuclei radius will

decrease. If the increase in Nv is large enough, it is possible for the actual structure radius to be

near the value of the critical radius, r∗. Thus, as discussed in the previous section, the balancing of

the volumetric and surface free energies results in a spheroidal morphology (Fig. 3.17).

3.3 Control of length scale and implications

It is important to describe quantitatively what the definition of fine microstructure is for thermoelec-

tric materials. The early works in Si-Ge alloys claimed that significant reductions can be achieved

at a mean structure size of 2 µm [74, 75, 7]. While this may be true in Si-Ge alloys, the spectral

nature of thermal conductivity dictates that structure size and scattering is material dependent,

arising from the varied phonon dispersions in different material systems. Therefore, it is reasonable

to expect an array of structure sizes and spacings can benevolently affect κl for thermoelectric ap-

plications. In PbTe for example, calculations were conducted with the conclusion that 80% of the

heat carrying phonons had a mean free path that spanned nearly two orders of magnitude (50−1000

nm) [76]. Moreover, other authors calculated that if the phonon mean free path was limited to 100

nm in PbTe, there would be a 20% reduction in the total thermal conductivity [77]. It was further

asserted that to achieve a thermal conductivity reduction of 40% in PbTe would involve decreasing

the phonon mean free path an order of magnitude further to 10 nm. These works elucidate the idea

that it is possible to achieve a significant thermal conductivity reduction through structure sizes and

spacings larger than recently predicted [78, 79], but smaller than originally thought [74, 75, 80].

3.3.1 Solidification

Solidification of materials at or around critical points, such as eutectic or peritectic reactions, has

been known to produce a spectrum of different microstructure types. Even though the resulting

microstructural differences often dictate morphology specific parameters to fully quantify the struc-

tures, one universal parameter that controls length scale during solidification is the cooling rate, RLS .

It is in understanding the cooling rate that can lead to information about the onset and completion

of solidification and also quantifiable predictions to size scales of the potential structures.
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In order to quantify the cooling rate, RLS , during solidification it is necessary to identify the

initiation and termination points of solidification. This information is garnered from experimental

T vs t cooling curves. In the simplest case, the material should experience thermal arrest during

solidification. Specifically at the points of initiation and completion, the cooling curve will exhibit

local extrema in dRLS
dt . If we assume a simple binary eutectic phase diagram, it would be expected

that the initiation and completion stages would occur at the liquidus (initiation) and eutectic (com-

pletion) temperatures. From the T vs t curves, the onset of solidification will be a local minimum

due to the significant drop in cooling rate as the material traverses from the pure liquid to the

solid-liquid region, as it will no longer be compensated by the latent heat of fusion, and the cooling

rate will increase once again. Once the onset and completion temperature and time have been well

defined, it is a simple matter of calculating RLS = ∆TLS
∆tLS

.

Once the cooling rate is established, it is possible to be quantitative about controlling the re-

sulting structural features. Cooling rate effects on structure size have been extremely important for

improving the yield strength in metals and have been studied extensively [81]. In the case of the

PbTe-Sb2Te3 thermoelectric system, Ikeda employed the inter lamellar spacing, or layer spacing,

λ, for the layered faceted structures and secondary dendritic arm spacing, ds, as characteristics to

compare microstructural sizes [37]. Inter lamellar spacing is the spacing between the central points

of the areas of compositional discontinuity. More simply put, it is the spacing between the center

points of two adjacent structures in the material. This is calculated for many structures, in many

domains across the material. Obviously this trait only applies to materials in which layered struc-

tures are the primary type. Secondary dendritic arm spacing is the spacing between the secondary

arms that form on dendritic structures. This can be imagined as the primary dendrite arm as a saw

blade, and the secondary arms as the teeth on the blade.

Cooling rate is often empirically described for dendritic systems related to ds by [82]:

ds ∝
1

RnLS
, (3.5)

where n is an empirical constant and RLS is the liquid-solid cooling rate. The value of n = 0.32

in PbTe-Sb2Te3 is similar to those reported in the literature, as typical values of n range from 0.25

for most Al alloys up to 0.48 for Sn-Pb alloys [37]. In looking at Eqn. 3.5 it is obvious that for a

system of primarily dendritic microstructure formation, the larger the solidification rate the finer

the microstructure.

The determining factors controlling the inter lamellar spacing however are not as straightforward.

The layer spacing, λ, for a simple eutectic reaction during nucleation is described by [83]:

λ2ν ∝ const., (3.6)
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where ν is the solidification velocity. According to Eqn. 3.6, λ is expected to decrease for an

increased solidification velocity. It is a reasonable assumption that this is directly related to the

cooling rate, therefore a larger cooling rate will decrease the layer spacing. However, there is an

inherent drawback to using solidification techniques with thermoelectric materials due to their low

thermal conductivities as it leads to low solidification velocities. For example, to achieve structure

sizes on the order of what is typically desired (∼100 nm) in the PbTe-Sb2Te3 system, this would

require a cooling rate upwards of 105 K/s [37], which can be difficult to achieve when the internal

heat transfer of the solidifying material is low.

Still, results of measurements in the PbTe-Sb2Te3 system involving the structure size dependence

on solidification rate support the idea that a faster cooling rate results in finer microstructure (Fig.

3.7). Even though the PbTe-Sb2Te3 system’s inherent low thermal conductivity requires a very large

cooling rate for thermoelectric applications, there are techniques that could potentially achieve this.

Splat cooling is a candidate that involves rapidly solidifying a thin layer of liquid on a cooled surface

[84]. A version of splat cooling called melt spinning [85] has been widely used in the amorphization

of materials, most notably metallic glasses [86]. Melt spinning has been used in thermoelectric

materials, however the focus tends to be in making nanocrystalline material [87, 88, 89]. There has

been a recent trend of attempting to correlate the effect of cooling rate on the resulting transport

properties [90, 91], however quantitative microstructure control is often not considered.

3.3.2 Eutectoid reaction

Controlling microstructure formation via eutectoid reaction works on the idea that if one starts with

a solid phase that becomes metastable below some critical temperature, it is possible to generate

fine microstructure through the decomposition of this metastable phase into two new, energetically

favorable phases (γ → α + β). Similar synthesis routes can be used in peritectoid reactions, with

the difference being that the metastable phase separates upon an increase in temperature beyond

the critical point. However, here the focus will remain on eutectoid reaction based microstructure

formation. The parameters for controlling the microstructure size and spacing are the time for the

reaction to take place and the temperature at which the event occurs. Early metallurgical works

in Cu-Al alloys [62] and Co, Cu and Ni alloys [65] laid the groundwork in establishing that a large

undercooling results in a fine layer spacing in eutectoid systems. With regard to thermoelectric mate-

rials, we visit the PbTe-Sb2Te3 system and find that the starting metastable compound Pb2Sb6Te11

will react to form lamellae of PbTe and Sb2Te3 (Fig. 3.8).

The complexity of the inter lamellar spacing during nucleation makes for difficult modeling,

however there have been several investigations to model the coarsening of eutectic and eutectoid

microstructure. Graham and Kraft modeled λ(t) of the Al-CuAl2 eutectic system based on fault

migration [92] which led to a linear time dependence (λ(t)∼ t) of the lamellar spacing. Cline used
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a similar approach to model coarsening, however also included fault annihilation and derived a t1/2

dependence [93]. However, the data for the PbTe-Sb2Te3 system did not present a linear time

dependence with respect to lamellar spacing. In fact, as can be seen in Fig. 3.9, there was a

decelerated coarsening with time, which is better represented by the power law developed by Cline

(t1/2) but even this still did not fit well with the data [38].

In order to better understand the coarsening method in the PbTe-Sb2Te3 system it would be

beneficial to obtain more kinetic data and develop more thorough models. A route to enhance

existing models could be to incorporate a Kolmogorov-Johnson-Mehl-Avrami (KJMA)[94, 95, 96,

97, 98] like equation to the methods of either Graham and Kraft[92] or Cline [93]. The KJMA

equation, which takes the form

f = 1− exp(−ktn), (3.7)

and represents the percentage of volume fraction transformed in nucleation and growth based mi-

crostructure, could establish a more realistic deceleration in lamellar spacing.

The temperature dependence of lamellar spacing was very well described by Zener [83] in his

studies of the kinetics of austenite decomposition. He developed the idea that the layer spacing at

the onset of coarsening is related to the undercooling by

λ =
4γTEVm
∆H∆T

, (3.8)

where γ is the surface energy, TE is the eutectoid temperature, Vm is the molar volume, ∆H is the

enthalpy difference between the eutectoid and supercooled material at the onset of nucleation, and

∆T is the undercooling. This expression implies that the further below the eutectoid temperature

the reaction takes place, the smaller the layer spacing. This idea is well supported by the λ data

of PbTe-Sb2Te3 (Fig. 3.9) as the lamellar spacing decreases as the undercooling increases. The

benefits of the resulting spacing due to the large undercooling can be seen in the lattice thermal

conductivity data (Fig. 3.10) as well, where there is a large decrease in κ for large ∆T . The

temperature dependence of this spacing is limited, however, as it is unlikely that for extremely large

undercoolings the reaction kinetics will allow significant microstructure formation. The beginning

of such a limitation can be seen in Fig. 3.9, as the dependence of λ on the reaction temperature

decreases for the samples below 500◦C.

A secondary parameter to tune would be the surface, or interface energy, γ. Due to the inherent

difficulty in directly tuning the surface energy, it is more a consideration that can be taken to

promote smaller lamellar spacings that are beneficial for thermoelectrics. For example, if the two

constituent materials involved in the reaction are known to have low energy incoherent interfaces,

this could be an important deciding factor that can help reduce the inter lamellar spacing.



28

There is also the added benefit of eutectoid reactions over eutectic reactions for thermoelectric

applications because of the kinetic nature of solid state reactions. Diffusion in the liquid state is

considerably faster than in the solid state, so when a eutectoid reaction takes place, the diffusion is

markedly slower. The end result of such diffusion is that the resulting microstructure often has a

higher number density for a similar volume.

It should be noted that measured layer spacing for in-grain lamellae is strongly dependent on the

orientation relative to the viewing plane. Lamellae that lie perpendicular to the viewing plane will

appear to have a smaller layer spacing than those that are not. Therefore, when measuring layer

spacing, it is necessary to account for this discrepancy and calculate the true lamellar spacing [100].

3.3.3 Nucleation and growth precipitation

Because the synthesis procedure for nucleation and growth based precipitation as described in Fig.

3.4 is also a solid state reaction, it has the same microstructural advantages as that of eutectoid

microstructure. However, the nucleation and growth of precipitate based microstructure is dependent

on three parameters. The temperature at which the phase segregation takes place, the composition

of the material based on the phase diagram, and the duration of the event all control the resulting

size and spacing during the transformation. This type of microstructure formation is often used

with great success in the strengthening of Al [101] and Fe [102] alloys and is often referred to as

age or precipitate hardening [103]. There is an overlap in control parameters between eutectoid and

nucleation and growth based reactions, however. In the latter case the composition is not as limited

by critical points on the phase diagram, therefore allowing more variability in the volume fractions

of constituent phases.

There is, however, a compositional limitation set by the phase diagram for nucleation processes.

If a eutectic phase diagram is considered, this limitation is dictated by the maximum solubility of

the secondary phase in the host material. As can be seen in Fig. 3.4, a typical synthesis route to

precipitate a secondary β phase in a matrix of α would be to first melt the constituent elements,

then homogenize the material and finally precipitate the desired microstructure. Therefore, it is

imperative to have a strict understanding of the solvus line (the line separating the α or β phases from

the α+β region) to quantitatively control the resulting microstructure. Unidirectional solidification

experiments, such as the Bridgmann method, can be used to determine the maximum solubility

[12, 41, 104], and isothermal annealing experiments can be conducted to map out the pertinent

portions of the solvus line.

Once there has been some determination of the solvus line, it is necessary to understand the

effects of undercooling (∆T ) and supersaturation (∆c). In this case, the undercooling is defined

as the difference in temperature from the solvus line and the temperature of the material when

T < Tsolvus. The supersaturation on the other hand corresponds to the amount of excess solute in
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the material when c > csolvus.

Fig. 3.11a is a schematic of a binary eutectic phase diagram, and the corresponding free energy

curves associated with the isotherm indicated by the horizontal dashed line (Fig. 3.11b). It is

assumed that the two compositions considered have a similar undercooling with the main difference

being the supersaturation levels; with one having a higher solute content than the other (c2 > c1).

As can be seen in Fig. 3.11b, the lowest free energy curve for compositions c1 and c2 is the com-

mon tangent, indicating that the lowest energy configuration dictates a phase separation. Moreover,

the chemical driving force, which is related to the tangent of Gα (at c1 or c2) at the composition

near the tangent point of Gβ , increases as the composition is increased from c1 to c2. Therefore,

the larger chemical driving force for c2 (∆G2) indicates there will be a stronger drive for nucleation

than c1 (∆G1).

This supersaturation trend can be seen in the nucleation and growth work done within the PbTe-

Ag2Te system (Fig. 3.12) [10]. The Ag2Te content was increased in four increments over the same

isotherm, and resulted in an increased number density due to the increased nucleation driven by

the larger supersaturation. Because of this, there was a large reduction in the thermal conductivity

reduction as seen in Fig. 3.12 and was the basis for improving both n- and p-type PbTe.

The variable composition cooling experiments in the PbTe-Sb2Te3 system (Fig. 3.13) had slightly

contradictory results, however [11]. Two similarly structured samples of different composition were

analyzed and the lower solute concentration sample resulted in a larger number density, which would

imply a larger chemical driving force. However, the synthesis routine consisted of slow cooling (10

K/hr) as opposed to isothermal annealing, and the larger solute containing sample’s solvus temper-

ature was higher, schematically depicted with triangles in Fig. 3.11a, which led to a longer duration

in the two-phase region and significant coarsening. This is an example of how the undercooling and

supersaturation can change simultaneously, which makes decoupling their effects difficult.

Despite this difficulty however, it is possible to describe the effects undercooling in the context

of the critical free energy and radii of nucleation. From a thermodynamic standpoint, in order

for nucleation to occur there must be an overall lowering of the free energy due to the volume of

the second phase formed. This is opposed by the increase in free energy due to the surface energy

between the matrix and secondary phase. In nucleation during solidification, these are the important

terms that dominate the phase formation, however in solid state nucleation there is a misfit strain

relation to consider because the newly formed phase often does not fit perfectly into the allotted

volume on account of differing lattice parameters, crystal structures, and often both.

Taking into account this misfit strain, the total free energy change (∆G) is altered from Eqn.

3.3 to

∆G =
4

3
πr3 (−∆GV + ∆GS) + 4πr2γ, (3.9)
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where γ is the surface free energy, and ∆GV and ∆GS are the volumetric and strain free energy

terms. If a spherical nucleus is assumed, then the critical radius, r∗, and critical free energy for

nucleation, ∆G∗, are

r∗ =
2γ

(∆GV −∆GS)
, (3.10)

and

∆G∗ =
16πγ3

3(∆GV −∆GS)2
, (3.11)

where ∆GV is proportional to ∆T , which is the undercooling. The temperature dependence of these

critical values can be seen schematically in Fig. 3.14 as the undercooling is inversely proportional

to both. The expected trend of finer microstructure with larger undercooling is observed in sev-

eral thermoelectric systems, as seen in Fig. 3.15, including but not limited to PbTe-Sb2Te3 and

Bi2Te3-In2Te3 [11, 24]. In these cases the precipitate size and spacing decreased drastically as the

undercooling increased for various annealing temperatures.

Based on the thermodynamic equations describing undercooling, it would be expected that ar-

bitrarily increasing the undercooling would correspond to a proportional increase in nucleation. For

long annealing times this may be true, however, there are kinetic limitations to consider. For ex-

ample, increasing the undercooling such that it approaches absolute zero would not likely result in

significant microstructure formation in most materials due to the lack of diffusion at such temper-

atures. In fact, due to the balancing of thermodynamics and kinetics, the fastest nucleation rate is

often at an intermediate undercooling [105].

In practice it is commonly difficult to separate the effects of supersaturation and undercooling

because of the slope of the solvus line. As can be seen in Fig. 3.11 and 3.14, as one changes either

the annealing temperature or the composition, it simultaneously affects both the undercooling and

supersaturation. Therefore, from a materials architecture standpoint, it is necessary to establish the

degree of sensitivity of each parameter by conducting individual studies of both undercooling and

supersaturation to attempt to determine which has the greatest influence regarding microstructure

optimization.

Fortunately there is a simple and effective determining length scale to judge how rapid nucleation

is, and also when nucleation is complete. This information lies in the characteristic diffusion length

l:

l ∝
√
Dt, (3.12)

where D is the temperature dependent diffusion coefficient of the solute, and t is the time in which
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the diffusion at this temperature takes place.

According to the soft impingement effect [67], when the distance between precipitates is less than

or equal to l it is expected for nucleation to have reached its conclusion. This should be treated

as an order of magnitude approximation, but is an important feature because of its simplicity.

For example, if the diffusion coefficient of a secondary phase diffusing in a host matrix material is

known, it can be estimated how long it would be necessary to anneal a sample to reach complete

nucleation for a desired structure spacing. For materials with very low diffusion coefficients this can

save an experimentalist a large amount of time in determining the best candidate for microstructure

formation.

There is room for improvement regarding the tuning of the interfacial area per unit volume, an

important parameter in thermal conductivity control. For thermoelectric applications it is desired

to have a large interfacial area per unit volume as it has been shown that this results in a large

reduction in κ [106, 77]. However, in nucleation and growth, altering the supersaturation and

undercooling only significantly alters the number density. Assuming geometrical similarity for the

same morphological microstructure (maintaining the same aspect ratio, volume fraction, and average

diameter to inter-plate distance) [11], the three dimensional limitation to interfacial area per unit

volume is governed by

AV = CN1/3
v , (3.13)

where AV is the interfacial area per unit volume, C is a constant and NV is the number density

of precipitates. In order to improve the ratio of interfacial area to volume by a factor of two, it

would involve an eight fold increase in the number density, a demand that often times far outreaches

the possibilities in a nucleation and growth based scheme. Therefore, unless the interfacial area to

volume is naturally in the optimal regime to allow for significant thermal conductivity control, it is

difficult to significantly alter AV via supersaturation and undercooling alone.

However, material selection in and of itself can be considered a control parameter. The heat of

solution is directly proportional to the chemical driving force (∆G in Fig. 3.14b) [107], whereby a

larger heat of solution leads to a larger chemical driving force, and stronger nucleation. Therefore,

a precipitating candidate with a large heat of solution can be chosen as this acts to increase the

intrinsic value of NV . This is evident when comparing the number density data of PbTe-Ag2Te and

PbTe-Sb2Te3. For comparable annealing temperatures and annealing times the number density of

the Ag2Te structures outnumbers that of Sb2Te3 as seen in Table 3.2. This is due to the fact that

∆Hs is much higher for Ag2Te than Sb2Te3 in PbTe.
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Table 3.2: The number density, Nv, and heats of solution, ∆Hs, for Ag2Te and Sb2Te3 in PbTe.
Precipitate T (◦C) t (hr) Nv (µm−3) ∆Hs (kJ/g-atom) ref.

Ag2Te 500 72 55 ± 30 14.0± 3.5 [104, 10]
Sb2Te3 450 38 15 ± 3 4.4± 0.2 [104, 41]

3.3.4 Non-equilibrium processing

In the previous section it was discussed that a large heat of solution leads to a large chemical

driving force for nucleation, which in turn results in a large precipitate number density (Table

3.2). However, materials with large heats of solution tend to have little solubility and typically

form line compounds. Therefore, eutectoid and the typical nucleation and growth reactions are

insufficient methods to produce a second phase necessary for thermoelectric applications in these

types of materials.

Fortunately, steps have been made via metastable non-equilibrium processing, such as rapid so-

lidification (RS), mechanical alloying (MA) and mechanical milling (MM) to improve such solubility

limits. Turnbull described the methods as routes to ”energize and quench” the metastable states

[108]. The techniques involve imparting enough energy to the material (”energize”) to take it far

from equilibrium and then attempt to retain this configuration (”quench”). In an RS process the far

from equilibrium energized state is the (disordered) liquid state, or more specifically, it is the amor-

phous solid state that forms immediately after quenching, and rapid cooling attempts to maintain

the far from equilibrium state. In MA/MM, the energized state is the localized highly disordered

state where the milling media comes into contact with the material and there is very little lattice

relaxation after this event (if any) due to the low processing temperature.

As can be seen in Fig. 3.16a, when the material at composition c1 is at temperature T2, the

liquid state has the lowest free energy, thus this high entropy state is the most stable. However,

if the cooling rate is rapid enough (Fig. 3.16b), immediately after quenching the energized free

energy curve (Gen), which could be a metastable crystal structure or amorphous state, is reached

and even though Gα is not the lowest energy configuration, the system can rest in this metastable

state because it has a lower free energy than the previously occupied energized state. This scenario

occurs if T1 is low enough to prevent phase decomposition, which would require long range diffusion.

The relaxation from Gen to Gα is possible because it can occur via short range diffusion, therefore,

there can be short range lattice relaxation and the material can be maintained on the Gα curve, as

seen by the middle point in Fig. 3.16b, thus increasing the solubility from ce to c1.

The free energy curves look very similar for MA/MM compared to RS processes as can be seen

in Fig. 3.16c. During an MA/MM process, milling media (often stainless steel spheres) constantly

fractures and welds material. As depicted in Fig. 3.16c, a material at composition c1 that undergoes

a milling event is locally brought up to the energized state, and after enough time (∼20-100 hours
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[109, 110, 111]) all of the material is brought up to this energized state. Just like in RS, this state can

be either a metastable crystal structure or an amorphous state, however unlike rapid solidification,

MA/MM processes have an easier time maintaining this state because the reaction kinetics are

significantly slower on account of the low processing temperature.

Also different than RS processing is that the increased affected surface area in MA/MM events

results in the ability to take a material further from equilibrium than is usually possible by rapid

solidification. This is beneficial as the further from equilibrium state leads to a larger solubility

extension for systems with a larger heat of solution. Finally, since thermal conductivity severely

limits the solidification rate, it can be difficult to achieve the cooling rates necessary to increase the

solubility in an RS process as thermoelectric materials tend to have very low thermal conductivities.

Additionally, non-equilibrium processing decreases the microstructural restrictions set by the

equilibrium phase diagram. By superseding the equilibrium solubility limit it allows for a wider

array of nanostructuring elements to be chosen that may have not been possible by equilibrium

methods. This is especially true for materials that have large energy requirements to reach a non-

equilibrium state, such as in line compounds.

An example of a thermoelectric material that is a line compound with a large heat of solution

is Mg2Si. It was shown that upon Si excess (Mg63.3Si36.7) and significant milling times (120 h)

it was possible to eliminate the pure Si peaks from the X-ray diffraction spectra, whereby upon

consolidation via hot pressing, the Si and Mg2Si peaks would revert back to the normal spectrum

resulting in fine microstructure (Fig. 3.17) [112]. It is not known whether this was due to an

amorphization of the material, or if the size of the Si particles became sufficiently small to broaden

the peaks in the X-ray spectra, however transmission electron microscopy (TEM) and small angle X-

ray scattering (SAXS) measurements verified nanoparticle formation, and established the resulting

bimodal size distribution peaking at values of 7 nm and 40 nm, consistent with the TEM results. It

was shown that through this technique the lattice thermal conductivity (κl) could be significantly

reduced relative to pure Mg2Si, however further work is needed to control the electron mobility and

oxidization from the extended milling to use this material in a thermoelectric application.

3.4 Microstructure characterization

Microstructure quantification relies heavily on characterization techniques in order to make suitable

conclusions about the resulting structures. It is beneficial to know what techniques are available and

also which are appropriate to use at a given time. In characterizing lamellar structures by scanning

electron microscopy for example, the observed spacing as obtained from micrographs is not the true

value. In fact, unless the lamellae are completely parallel to one another and perpendicular to the

observation plane the spacing will be skewed as shown in Fig. 3.18a. Fortunately, the experimentally
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determined lamellar spacing distribution can be straightforwardly fit to [100]:

F =

∫ λ2

λ1
Nλ dλ∫∞

0
Nλ dλ

, (3.14)

where F is the fraction of lamellar spacings for a given interval (∆λ) and Nλ is the number of

lamellar spacings, with

Nλ =
1

λ3

(∫ λ

0

e−
(λ0−λ0,avg)2

2σ2
λ2

0√
λ2 − λ2

0

dλ0

)
, (3.15)

where λ, λ0,avg, and σ are the apparent lamellar spacing, average true lamellar spacing, and the stan-

dard deviation of the average true lamellar spacing. Once the values of λ0,avg and σ are determined

it is possible to calculate the true lamellar spacing distribution, as can be seen in Fig. 3.18b for the

PbTe-Sb2Te3 system. This method is valid when the true lamellar spacing distribution is Gaussian

and for regions of the SEM micrographs in which the microstructure is lamellar. This method breaks

down for areas in which the lamellae have coarsened and/or the transformation mechanism results

in non-lamellar microstructure. In such cases there is a technique developed by Cahn and Fullman

[113] that necessitates a larger sample size, however with sufficient data converges to the true spacing

distribution. The issues in determining true vs. apparent spacings exist for other morphology types

as well, and there are other established methods in determining those values [11].

Transmission electron microscopy has also been used to incorporate pertinent quantities of ob-

served defects, such as dislocation density, boundary length, and precipitate size/spacing [114] into

established thermal models [115] to better understand the correlations of microstructure and lattice

thermal conductivity. Although, a word of caution about transmission electron microscopy prepa-

ration is necessary in the discussion of microstructure observation. In PbTe based specimens, it

was determined that artificial nanoscale “features” can be created during the ion milling step of

materials preparation. It was discovered that unless the sample was cooled to a range of 140-160 K

artificial features of a similar size and morphology were created [73]. Therefore it is important to be

aware the potential artifacts that can be created, intentional or otherwise.

Quantities which can characterize the size scales pertinent to these structuring techniques are

summarized in Table 3.3. A direct way of measurement is to analyze the two dimensional micrographs

and convert the results to three dimensional quantities using stereological relations [116]. Number

density, Nv (per volume), for example, can be evaluated from the two dimensional NA (number

density per area) using the stereological relation Nv = NAd
−1, where d is the average feature size.

This value varies depending on the feature morphology as d for spherical particles is the diameter

[116] and it is the radius for circular plates [11].

In order to obtain statistically sound information for a given sample, it is necessary to analyze a

large number of micrographs. In SEM observations, caution should be exercised if the size scale is in
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the nanometer range since the samples may become transparent to the incident beam. Otherwise,

such quantities as number density, Nv, volume fraction, fv, or feature size, d, of structure phases can

be overestimated. Therefore, it is necessary to establish methods to corroborate the independent

techniques. Volume fractions of constituent phases (fi) can be obtained by the Rietveld analysis of

powder X-ray diffraction (XRD) spectra and volume fraction can be calculated in systems that have

established phase diagrams via the lever rule. To obtain information regarding size scales such as

feature size, d, thickness, t, or spacing, l, powder XRD with the aid of Scherrer’s equation [117] or

small angle X-ray or neutron scattering can be used if the structures are less than 100 nm.

The interrelations between these quantities listed in Table 3.3 can be used to check the consistency

of measurements or to determine a quantity which is not measured. In the right column, interface

density (Av, area per unit volume) is listed using average feature size (and volume fraction). The

number of intersections per length on a random line in a three dimensional space Nl is related to

Av as Nl = 1
2Av [116]. Therefore, if the mean intersection length ζ is defined as ζ ≡ N−1

l = 2A−1
v ,

ζ readily describes the average distance with which phonons encounter boundaries.

Table 3.3: Major microstructural morphologies and their quantification techniques
Morphology Process

Reaction
Quantity Inter-relation Interface

density

Grain Size Powder metallurgy
Solidification

Grain diameter, d − 3d−1 a

Grain
boundary
phase

Powder metallurgy
Solidification +
Precipitation

Grain diameter, d
Thickness, t
Volume fraction, fv

fv = 3dt−1 6d−1 abc

Dendrite Solidification Secondary dendrite
arm spacing, ds

− −

Lamellae Eutectic
Eutectoid

Interlamellar spacing, λ
Lamellar width, t1, t2
Volume fraction, f1, f2

λ = t1 + t2
f1 = t1λ

−1

f2 = t2λ
−1

f1 + f2 = 1

2λ−1 d

Modulated
Structure

Precipitation
Spinodal
decomposition

Wavelength, L
Volume fraction, fv

− −

Rod
precipitates

Eutectic
Eutectoid
Monotectic
Monotectoid
Precipitation

Number per volume, Nv
Rod diameter, d
Rod length, l
Volume fraction, fv

fv = Nvlπ
(
d
2

)2
fv = Npπ

(
d
2

)2
Np: per area perpen-
dicular to rods aligned

4fvd
−1 e

Plate
precipitates

Precipitation Number per volume, Nv
Area per plate, Ap
Thickness, t
Volume fraction, fv

fv = NvApt 2fvt
−1 ef

Spherical
precipitates

Eutectic
Eutectoid
Monotectic
Monotectoid
Precipitation

Number per volume, Nv
Diameter, d
Volume fraction, fv

fv =
(
4
3

)
Nvπ

(
d
2

)3
6fvd

−1

ad is equivalent sphere diameter. For other model shapes see [116]
bFor t� d
cPhase boundary density, which is two times the grain boundary area per volume, is shown for Av
dThe interlamellar spacing should be the ”true” interlamellar spacing [100]
eOnly the large surface is taken into account
fPhase boundary density, which is two times the plate area per volume is shown for Ap
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3.5 Beyond κl, tuning carrier concentration

Upon quantitatively establishing a successfully structured material, it is necessary to verify the extent

to which the optimal carrier concentration can be approached. If the resulting microstructure acts

to inhibit electron transport, the resulting nanostructured material would run the risk of removing

the benefits from the thermal conductivity reduction. This would lead to a resulting material with

an overall lower zT than one started with, an obvious mishap sometimes seen in functional material

design.

The most successful system with regard to optimized thermoelectric properties structured via

nucleation and growth is the PbTe-Ag2Te system. Seen in Fig. 3.19 is the thermal conductivity

data for both Na and La doped PbTe. This is a remarkable feat, as the Ag addition not only was a

suitable candidate for microstructure generation, but also left the carrier concentration low enough

(∼ 1017 cm−3) that it could be considered an intrinsic semiconductor [9, 10]. Upon addition of La

there was a significant increase in carrier concentration and on account of the Seebeck coefficient

optimization, resulted in enhanced thermoelectric properties as an n-type semiconductor. A similar

story resulted in the Na doped case, however the conductivity was p-type.

An often encountered problem with carrier concentration control, however, is the generation

or depletion of carriers due to the microstructure formation. For example, in the case of Sb2Te3

structures in PbTe via nucleation and growth, the equilibrium composition of the cases that have

the best results for thermoelectric applications tend to be over doped (n-type) due to excess Sb

dissolved in the matrix, well beyond the optimal carrier concentration for n-PbTe [12]. In order to

combat this, it would be necessary to counter dope the material with an acceptor impurity (such as

an alkali metal) or decrease the amount of residual dopant in the matrix in order to decrease the

carrier concentration to the desired level.

Increasing the number of constituent elements in these materials has drawbacks, however. Most

high efficiency thermoelectric materials are binary compounds and incorporating an element to

generate microstructure transforms them into ternary compounds. The chance of the nanostructured

compound having the optimal carrier concentration for thermoelectric purposes is possible but low,

so it is expected that a material structured and then extrinsically doped will ultimately be quaternary

in nature.

The resulting chemical complexity can lead to solubility limits in these types of materials. For

instance, the solubility of Na in PbTe is limited by the inclusion of Ag2Te as evidenced by the max-

imum carrier concentration achieved being less than the optimal value in Na doped PbTe without

structures [9, 118]. While in the case of the extremely low solubility system of Bi and As, the alloying

of Bi with Sb increases the solubility of As with respect to (Bi,As) in order to achieve fine microstruc-

ture [119, 120]. It is unclear whether these limits correspond to a change in thermodynamics, or if
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the source of the inhibition is the interfacial strain induced by the microstructure. Whatever the

case may be, it is important to understand the difficulties associated with microstructure formation

of this nature.

The chemical complexity becomes especially important in materials due to either crystal or

microstructural anisotropy where directionally dependent transport measurements are necessary to

understand the fundamentals governing materials design. Such systems require advanced synthesis

techniques for single crystal growth or grain orientation/texturing such as directional solidification

or zone melting. However, through rigorous understanding of the phase diagram of a given system it

is possible to alleviate this concern because the most important parameters to utilize these synthesis

techniques require a critical knowledge of the liquidus and solidus lines. Furthermore, as previously

discussed, the nature of the solvus line is vital in certain aspects of microstructure formation and

control.

3.6 Conclusions

Presented here are several techniques that involve composite formation and quantitative microstruc-

ture control to reduce the lattice thermal conductivity as a means to improve zT for thermoelectric

applications. Relevant to microstructure control are the tunable parameters, such as tempera-

ture, composition and time, which are the most important first order controls. Here we go beyond

these parameters and show how materials design can be controlled when considering other synthesis

specific properties such as entropy of fusion, crystal structure similarity and lattice parameter mis-

match. Because much of this microstructure control stems from the energetics and relationships of

phases in equilibrium phase diagrams, computational techniques to determine these phase diagrams

[121, 122, 123] will rapidly become a powerful tool as they become faster and more accurate.

Even though thermal conductivity reduction is a proven method to significantly enhance zT in

thermoelectric materials, it will be necessary to move beyond this technique to advance the state of

the art. Next generation materials design will have to also incorporate improved electronic properties

to see real success as functional materials. However, these advances may be closer to reality than

at first glance, as strides are being made in a new avenue of thermoelectric design through band

structure engineering techniques [124]. These techniques act to improve the thermoelectric properties

by manipulation of the band structure in a material, with examples as simple as alloying to widen

band gap [125] or the more intricate band alignment to increase the band degeneracy for a given

carrier concentration [118, 126, 127, 128].

While the application of band structure modifications is relatively new, it is certainly possible

to combine the effects of band structure engineering with thermal conductivity reduction by nanos-

tructuring and achieve a synergistic result. In fact, in the case of the Na doped PbTe-Ag2Te system



38

it is already taking advantage of the increased band degeneracy of PbTe with sufficient Na doping.

The results are not as prominent as one would desire with respect to peak zT because of the limited

Na solubility in the presence of Ag2Te, however the average zT in this material is one of the highest

on record due to the near room temperature thermal conductivity reduction [9].

This is just one of the possibilities regarding the coupling of power factor enhancement and

thermal conductivity reduction. While this avenue of thermoelectric optimization has not been fully

explored, it is a clear indication that future materials design in bulk thermoelectrics will need to

seek simultaneous enhancements of material properties.
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Figure 3.2: Even in the same material system it is possible to generate different microstructure
based on the details outlined in Eqn. 3.1 and 3.2. In the case of the pseudo-binary PbTe-Sb2Te3

system, to the PbTe side of the eutectic solidification experiments yield a dendritic microstructure,
while to the Sb2Te3 portion experiments yield a layered faceted microstructure [37] (figure adapted
from [39]).
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Figure 3.3: (a) A magnified section of the PbTe-Sb2Te3 phase diagram near the Pb2Sb6Te11 eutectoid
compound [39] and (b) an electron micrograph of the resulting directional cooling experiments for
the eutectoid reaction of Pb2Sb6Te11 to PbTe-Sb2Te3. The resulting microstructure is aligned in a
similar fashion to the directional solidification experiments that were the basis of the morphological
control [42]. (Figure adapted from [39]).

Figure 3.4: A schematic of the processing route undertaken in nucleation and growth based mi-
crostructure formation. The material is initially melted, then homogenized and finally the isothermal
annealing temperature is decreased such that it exploits the decreasing solubility with temperature
to form a second phase.
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Figure 3.5: A three dimensional reconstructed SEM image of a PbTe-Sb2Te3 section and the resulting
size dependent morphologies. As the size of the precipitate increases the morphology changes from
a spheroid to a disk and finally a ribbon like morphology [68].

Figure 3.6: A high resolution transmission electron microscope (HRTEM) image of interfacial dislo-
cations at the boundary of Sb2Te3 (bottom) in PbTe (top). The arrows indicate the location of the
dislocation cores at the interface.

Figure 3.7: The trend of smaller structure size with increased cooling rate is seen in the solidification
experiments of Ikeda involving PbTe-Sb2Te3 [37, 39].
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Figure 3.8: The trend of decreasing layer spacing with larger undercooling is observed in the case
of the eutectoid reaction of (a) Pb2Sb6Te11 to PbTe-Sb2Te3. The three examples annealed for
equivalent time at (b) 500◦C, (c) 400◦C, and (d) 300◦C validate the assertions of Eqn. 3.8.

Figure 3.9: The (a) fraction transformed and (b) inter-lamellar spacing, λ, vs time for several samples
of PbTe-Sb2Te3.[38] The discrepancy among the samples involved could potentially be remedied with
the generation of a KJMA type equation (see text).
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Figure 3.10: The dependence of thermal conductivity on the layer spacing in the PbTe-Sb2Te3

system shows a dramatic improvement when the layer spacing is minimized [99]. The values of p
indicate the level of specularity with values near zero being diffuse. Figure adapted from [99].

Figure 3.11: A schematic of (a) a typical binary eutectic phase diagram portraying the effects of
altering the composition for a given temperature and (b) the resulting free energy curves and chemical
driving force difference resulting from a change in supersaturation. A larger supersaturation will lead
to a larger chemical driving force, and ultimately stronger nucleation, leading to finer microstructure
formation. The red and blue triangles in (a) assist in the description of the effects seen in Fig. 3.13.
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Figure 3.12: The increased supersaturation for a given temperature led to stronger nucleation, finer
microstructure and eventually a lower κ in the case of PbTe-Ag2Te. Figure adapted from [10].

Figure 3.13: Resulting scanning electron microscope (SEM) images of two samples of PbTe-Sb2Te3

where (a) had a starting composition of 5.5 at.% Sb and (b) 4 at. % [11]. However, these samples
were prepared by slow cooling as opposed to isothermal annealing, and the (a) 5.5 at. % sample was
in the two phase region longer than the (b) 4 at. % sample (as depicted by the difference between
the circles and triangles for c1 and c2 in Fig. 3.11a). The resulting microstructure suffered in (a)
due to significant coarsening despite the higher supersaturation.
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Figure 3.14: A schematic of (a) a typical binary eutectic phase diagram portraying the effects of
altering the temperature for a given composition and (b) the resulting free energy vs. critical radius
curves for the two examples. For a larger undercooling, there is a decreased critical nucleus size for
continued nucleation, therefore an increase in nucleation events leads to finer microstructure.

Figure 3.15: Resulting electron micrographs of the PbTe-Sb2Te3 [11] (top row) and Bi2Te3-In2Te3

[24] (bottom row) systems showcasing the effects of increased undercooling for a given composition.
In both cases, the microstructure becomes finer for a larger undercooling.
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Figure 3.16: A schematic displaying two different non-equilibrium processing routes. In (a) rapid
solidification (RS) the system is initially in the liquid state, but (b) immediately upon quenching at
a rapid enough rate the system can be stabilized in a non-equilibrium position on the free energy
curve. However, in (c) mechanical alloying or mechanical milling (MA/MM) the system is gradually
brought up to this energized state, and is often an easier route on account of the lower processing
temperature than in RS.

Figure 3.17: The results of (a) X-ray diffraction (XRD) and (b) small angle X-ray scattering (SAXS)
measurements for Mg63.3Si36.7 prepared by non-equilibrium processing. Inset in (b) is a transmission
electron microscope (TEM) image of the resulting Si microstructure. The XRD patterns indicate
that the additional Si either dissolves in the Mg2Si or becomes sufficiently small to broaden the two
peaks into one. The resulting TEM and SAXS measurements quantitatively showcase the extremely
fine scale in which the Si particles form during the consolidation step. Figure adapted from [112].
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Figure 3.18: a) Schematic showing the difference in observed lamellar spacing and true lamellar
spacing for a sample in which the observation plane is not perpendicular to the lamellae. b) A plot
of the lamellar spacing distribution experimentally determined from SEM micrographs, fit by Eqns.
3.14-3.15, and calculated using a Gaussian distribution based on the parameters λ0,avg and σ. Figure
adapted from [100].

Figure 3.19: Thermal conductivity data comparing the benefits of the nanostructruing in PbTe
composites of Ag2Te for (a) Na [9] and (b) La [10] additions.
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Chapter 4

Zone melting

4.1 Introduction

On account of the anisotropy in Bi2Te3 and its related compounds, it is necessary to synthesize the

materials in such a way that the properties can be discerned based on crystallographic direction.

Typically, the usual method to synthesize anisotropic materials is to grow single crystalline samples

and determine the fundamental material properties in each unique crystallographic direction [13].

This is often done via bulk directional solidification like the Bridgmann method [20], in which

the entire ingot is melted and then solidified (frozen) from one end to the other (Fig. 4.1a-b).

This is a great way to understand the fundamental properties of pure materials, however, if one

desires to extrinsically dope a material to further explore the electronic and thermal properties, as

is necessary in functional thermoelectric material design, it is often difficult to grow homogeneous

oriented crystals due to solute segregation.

However, there exists a technique called zone melting (ZM) that allows for the growth of single

crystal or oriented material while controlling the solute content [21]. The difference between these

techniques is that in zone melting, only a controlled portion of the material is molten at any given

time, even at the outset (Fig. 4.1c). Zone melting has been used in the past to grow oriented and

single crystalline Bi2Te3, however in later works it is often referred to as the traveling heater method

(THM) [19].

4.2 Zone melting theory

Before discussing zone melting it is important to understand the process of bulk solidification or

freezing. An important parameter in both growth processes (ZM vs bulk) is the equilibrium distribu-

tion coefficient (k0). This is the ratio of the solid composition (Cs) to that of the liquid composition

(Cl). As can be seen in Fig. 4.2, k0 < 1 in systems in which the addition of solute decreases the

melting temperature (such as in eutectic systems), and k0 > 1 in systems where the addition in-
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Figure 4.1: A schematic laying out the physical differences between bulk normal solidification and
zone melting. In bulk solidification, (a) the entire material is initially in a molten state, while upon
solidification of one end (b) the solid-liquid interface traverses the ingot until it is solidified. In zone
melting (c) only a portion of the material is molten at any given time.

creases the melting temperature (peritectic systems). Often the equilibrium distribution coefficient

is not the actual value found in practice, rather there is an effective distribution coefficient, however

for the materials in this thesis the equilibrium distribution coefficient is a viable approximation for

growth purposes.

For the sake of brevity, the rest of this discussion will be based on k0 < 1. Solute distribution in

bulk directional solidification depends on the rate of freezing, i.e. the solidification rate, and the de-

gree of mixing in the liquid. The most extreme form of bulk solidification is often called equilibrium

solidification, or freezing. This occurs in instances where the temperature and concentration gradi-

ents are negligibly small. This means that the solidification rate is extremely low in order to permit

diffusion processes in the solid and liquid and also to eliminate concentration gradients. Under this

circumstance, the concentration of solute is always k0 times the liquid concentration. Therefore,

because solidification rejects solute to the liquid, the concentrations travel along the solidus and

liquidus continuously increasing the solute concentration in both, and the last bit of liquid freezes

when it reaches the composition of Cl/k0 (Fig. 4.2). It is important to note that after the last of the

liquid has frozen, the entire solidified material will be at composition Cl due to the allowed freezing,

and there will be no segregation in the solid because of the complete diffusion in the solid. This
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Figure 4.2: The implications of a material system in which (a) k0 < 1 (eutectic) and (b) k0 > 1
(peritectic).

type of solidification is rarely found in practice due to the diffusion rates in the solid being too low

to eliminate concentration gradients.

A more realistic form of bulk solidification, referred to as normal solidification or freezing, is where

there is either no diffusion in the solid, a uniform concentration in the liquid, or both. Maximum

segregation during bulk solidification occurs when both of these cases exist simultaneously. Typically

there is little control of the diffusion in the solid during solidification, however the concentration of

the liquid can be controlled by forced mixing in the liquid by either mechanical or inductive means.

The degree of segregation during normal solidification can be described analytically by:

C = k0C0 (1− g)
k0−1

, (4.1)

where C is the concentration in the solid at a given point, C0 in this case is the original liquid

composition (Cl), k0 is the distribution coefficient, and g is the fraction of the material that has

been solidified. This is derived very simply in Appendix A. If Cl is taken to be unity, different

degrees of segregation can be plotted with varying values of k0. Also, since segregation causes the

composition to change, often the value of k0 is not constant, but is still a good approximation.

Fig. 4.3a is a plot of concentration vs fraction solidified for values of k0 ranging from 0.1-5.0

for bulk solidification. As can be seen, there is a significant amount of segregation throughout the

entirety of an ingot prepared by normal solidification. In fact, at only one point in any of the curves

presented is the solidified composition equal to that of the starting liquid composition. If the desire

is to functionally grade or purify a material, this is a route to do so, especially if |(1 − k0)| ≥ 5.

However, if a homogeneous concentration profile is desired, this is not the optimal synthesis route

to achieve that goal.

Zone melting can also be used to purify materials, and in fact is the accepted reason the technique

was invented [129]; under these conditions it’s referred to as zone refining. However, the technique

was originally discovered by the same researcher much earlier in his career as a means to evenly
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Figure 4.3: The resulting solute concentration differences between (a) bulk normal solidification
and (b) zone melting. There is a significant difference between homogeneity in (a) bulk normal
solidification than that of (b) zone melting. For all values of the equilibrium distribution coefficient
shown in (a), there is only one point throughout the entire ingot that the solute concentration reverts
back to C0. However, it is much more apparent that a homogeneous solute distribution is possible
in zone melting, especially for systems in which k0 > 5. In fact, as can be seen in the inset of (b)
k0 > 1 results in C/C0 ∼ 1 within 1 - 2 zone lengths.

distribute solute throughout a solidified ingot [129]. It is the later technique called zone leveling

which is of interest to synthesize homogeneously doped samples of Bi2Te3.

This branch of zone melting can be understood in a similar fashion to that of bulk normal

solidification. As follows from Fig. 4.1c, one end of the material of length L is initially melted and

then that molten zone travels from one end of the material to the other. The first solid to freeze

at x = 0 has the concentration k0Cl (Cs) (Fig. 4.2a). The solid phase rejects solute to the liquid

while the molten zone travels through the ingot, continuously increasing the solute content in the

molten zone until the molten concentration reaches Cl/k0, at which point the molten zone saturates

with solute. Once saturated, the concentration of solids entering and leaving the zone are the same

which results in no change in the solute concentration. Once the molten zone reaches the opposite

end of the sample, normal bulk solidification will dictate the concentration profile in the last zone

length of the material, similar to Fig. 4.5a.

Analagous to Eqn. 4.1, there is a similar expression to describe the distribution of solute in a

single pass of a molten zone throughout a material:

C/C0 = 1− (1− k0) e−k0x/L, (4.2)

where C and k0 are the same as in Eqn. 4.1, while C0 x and L are the original solute concentration,

the distance from the point of first solidification and the length of the molten zone (Fig. 4.1c).
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Using Eqn. 4.2 it is possible to plot the concentration vs. distance along the material as solidified,

discretized by the zone length. As can be seen in Fig. 4.3, there is a marked difference for the single

pass zone leveled materials than in the ones grown via normal solidification. Here, it can be seen

that not only is it possible to obtain the mean concentration of solute, but for values of k0 > 0.5

it is possible to obtain a significant amount of homogeneous material, provided that the ingot is

sufficiently long.

4.2.1 Zone leveling techniques

Figure 4.4: The hierarchy of techniques often invoked in discussing zone melting. The right tree
is comprised of zone refining techniques, where the goal is to remove solute. Since increasing the
number of passes is vital to increasing sample purity, continuous zone refining is often used which
incorporates additional heating sources so the material has multiple molten zones at a given time
[130]. The left tree lists the techniques pertinent to solute distribution. The first order parameter
to decide which zone leveling technique to use is often k0, however second order parameters such as
material length, and growth time also impact which technique is used.

Previously the discussion of zone melting was limited to zone melting of a single pass, often

called single pass zone leveling. Yet, there are still ways to improve the solute homogeneity in zone

melted samples. Fig. 4.4 is a hierarchical chart of several of the different methods that can be used

to either distribute (zone leveling) or remove solute (zone refining) in materials.

Depending on the value of k0, a single pass (Fig. 4.5a) may prove insufficient to grow enough

material in a desired period of time. Another rather simple way to improve homogeneity is by

reversing the direction of the molten zone at the end of the first leveling. This is referred to as

reverse pass zone leveling and effectively doubles the ingot length. For example, if the initial ingot is
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5 zones long, then including a reverse pass would make it 10 zones long. As can be seen in Fig. 4.3a

and 4.5b this vastly improves the homogeneity throughout the sample, except in the final molten

zone. One can continue to reverse the direction of the molten zone for any number of passes until

the necessary length to achieve homogeneity. Zone leveling of this method is a form of multi-pass

zone leveling.

Multi-pass zone leveling, while effective, often involves long growth times to achieve homogeneity

due to the often necessary slow growth rates (1-3 mm/hr in Bi2Te3 and its alloys). This can be

improved by changing the concentration of the initial zone, which is known as starting charge zone

leveling. If the material is synthesized in such a way that the starting zone is the composition of

the liquidus related to the desired solidus, while every zone afterward maintains the desired solidus

composition, the delay to reach the desired composition is significantly decreased (Fig. 4.5c), except

for the first and last molten zones.

Figure 4.5: Schematics of solute concentration profiles for (a) single pass, (b) repeated pass and (c)
starting charge zone melting.

This technique can be applied to compositions in which the distribution coefficient is extremely

small (k0 ≤ 0.1) as well. However, in situations in which k0 is this low, the initial zone should contain

the solute, while the rest of the material should be void of any solute. For values of k0 ≤ 0.01 this

technique maintains the solute concentration within 10 % of the desired concentration in ten zone

lengths [21].

As mentioned previously, zone melting is not limited to controlling the solute distribution such

that it is homogeneous either. Zone melting can be used to remove unwanted solute that acts as an

impurity, which is often referred to as zone refining (right side of Fig. 4.4). The classic example of

this is the zone refining of silicon and germanium to make transistors [129].

4.3 Zone melting of pertinent materials

Values of k0 for materials of interest in this work range from less than one (eutectic In2Te3-Bi2Te3

system) to greater than one (solid solution Bi2Te3-Bi2Se3 system). For the indium alloyed and
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Figure 4.6: Similar to Fig. 4.3, however this explicitly portrays the solute concentration profiles in
(a) bulk solidified and (b) zone melted materials for values of k for the indium (4 at. % and 7 at. %)
and selenium (5 at. %) alloys of Bi2Te3. The distribution coefficients for the strictly iodine doped
samples is very nearly unity and does not vary significantly from Cl. However, it is apparent that
for the materials measured in this thesis, a minimum of two zone lengths is necessary to be within
10% of the initial solute concentration (dashed lines).

composite samples, the distribution coefficient ranges between 0.64-0.67, and based on Fig. 4.6

it is apparent that zone melting is a more appropriate synthesis procedure with regard to sample

homogeneity than normal solidification. However, single pass zone leveling is insufficient to create

homogeneous samples of In alloyed Bi2Te3 due to the solute equilibration occurring after 4-5 zone

lengths.

The values of k0 for the indium samples was low enough to warrant the use of the starting

charge zone leveling method. In this instance, the initial charge was synthesized such that it was

the equilibrium liquidus concentration in accordance with the necessary solidus composition that

would result in the desired microstructure formation (based on Fig. 5.1). The indium based samples

were grown with a zone length of ∼15 mm and the ingots were typically ∼4.5 zones long, which is

sufficient for solute equilibration. Due to the fact that the iodine content is so low, it was assumed

to have a negligible effect on the growth of the materials.

The strictly iodine doped Bi2Te3 samples are much simpler to think about from a zone melting

perspective. Due to the very small quantities of iodine used to dope the materials (≤0.2 at.%), the

change in concentration is near zero, which leaves the distribution coefficient to be very nearly unity,

and equilibration occurs in or very close to the first zone (Fig. 4.3b).
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4.3.1 Constitutional supercooling in zone melting

At the solidification front, there is a very important phenomenon that can significantly limit the rate

at which crystals may be grown via zone melting. During crystal growth (either ZM or freezing) as

the solid phase rejects solute to the liquid, it does not do so in an infinitesimally small volume, and in

this finite volume a concentration gradient exists. In the case of a k < 1 material system, the rejection

of the solute will lower the liquid temperature in the vicinity of the solid liquid interface. This results

in a lowering of the temperature of the liquid at the interface than the liquidus temperature of the

rest of the molten zone (or remaining liquid in bulk solidification), and this is known as constitutional

supercooling [54, 56].

Figure 4.7: A backscattered electron image (BEI) of indium alloyed Bi2Te3 (7 at. % In) zone melted
with (a) no mixing and (b) mixing of the liquid in the molten zone. In both cases, the growth rate
(1 mm/hr) and the heating method (induction) were the same, however the mixing was suppressed
in (a) by the use of a nickel susceptor.

This type of undercooling can lead to variations in microstructure, and in the specific case of

indium alloyed Bi2Te3, it results in significant void formation at the center of the grown ingot. As

can be seen in Fig. 4.7, 7 at. % In Bi2Te3 was zone melted with and without the use of a susceptor

to block the induction furnace’s magnetic field. From Fig. 4.6a it is possible to see the results

of constitutional supercooling on the resulting shielded sample. Due to the active cooling on the

outside of the ampoule during zone melting, the outside edge (nearest the ampoule wall) solidifies

first, which dictates that the outside portion of the solidifying front rejects solute first. This indicates

that the material will concentrically solidify from the outside in, and upon contracting due to the

solidification, will leave an empty volume at the center of the material, which is the last to solidify.

In the case of a zone melting furnace that does not allow for mixing of the molten zone, con-

stitutional supercooling can be avoided by adhering to equation 3.2. However, the growth rate can

be increased significantly if mixing in the liquid state is possible, thus eliminating the concentration
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gradients. As can be seen in Fig. 4.6b, the same composition and growth rate results in completely

dense material that can be utilized confidently.
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Chapter 5

Microstructure formation and
control in bismuth telluride

Reproduced with permission from Acta Materialia 60, 4461-4467 (2012). Copyright ©Elsevier.

5.1 Introduction

To make efficient thermoelectric materials, it is necessary to optimize the dimensionless figure of

merit (zT ) [131]. However, when optimizing the transport properties that make up zT , including

the Seebeck coefficient, S, electrical conductivity, σ, and both the electrical and lattice components

of the thermal conductivity, κe and κl (zT = S2σ
κe+κl

T ), often this proves to be quite difficult due

to the coupling of these transport properties [131, 132]. While it is clear that electrons affect every

aspect of zT , there has been a recent effort to reduce the lattice thermal conductivity in the field

via bulk nanostructuring using a number of methods [78, 30, 79]. The reduction is believed to occur

due to the boundary scattering at the interfaces of the two materials, where orientation and surface

roughness play very important roles [76]. Also, it is important to reduce the heat transport due to

phonons, while not severely affecting the mobility of electrons in the material. Therefore, a sensical

design is to start with a material system that already has an appealing power factor (S2σ), but also

a thermal conductivity that is above the expected minimum [133]. In this case, we focus on the

classic room temperature thermoelectric material Bi2Te3, typically used in solid state refrigeration,

but also in low temperature waste heat recovery.

In past works, it was thought that the only significant κl reductions were due to structures that

were on the order of a few nanometers [79, 8, 134, 135] in thickness and spacing. However, recently

there has been evidence that one can achieve reductions in κl for structures that are significantly

larger (∼100-1000 nm) [76, 10, 99, 9, 77, 136]. This is believed to be due to the frequency dependence

of the parameters that make up the lattice thermal conductivity, specifically in this case the phonon

mean free path. Therefore, rather than gauge the ability to reduce κl by a single structure size
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scale, it is probable that having distributions in both thickness and spacing corresponding to the

spectrum of mean free paths has the potential to enhance zT through significant reductions to κl

via increased boundary scattering.

To reduce κl in this study, we employ a thermodynamically driven nucleation and growth end

member precipitation method where we exploit the solubility dependence on temperature (Fig 5.1)

to reduce the phonon mean free paths for thermoelectric applications. Studies of nanocomposite

structure formation via phase transformations are limited [137] and prior work in this material system

has focused mainly on the maximum solubility of In in Bi2Te3 [138, 139]. However there has been

little work examining the solubility below the eutectic temperature, specifically in establishing the

solvus line. In an attempt to ultimately control the microstructure for thermoelectric applications,

this study investigates the phase diagram below the eutectic temperature as well as establishes a

synthesis regime for equilibrium composite formation intended for thermoelectric applications.
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Figure 5.1: The pseudo-binary phase diagram of the Bi2Te3-In2Te3 system [138]. Displayed are the
compositions and temperatures for the isothermal annealing stages (filled circle) for homogenization
and precipitation. Also shown is the expected solvus line (dashed) and solubilities (open circle)
based on experimental results.

5.2 Experimental

Stoichiometric amounts of Bi, Te, and In were weighed out in order to attain a composition of

(Bi1−xInx)2Te3 with x = 0.175 (7 at% In). The starting elements were then placed in amorphous

silica ampoules and vacuum sealed to a pressure of ∼10−5 Torr. The samples were then placed in a

vertical tube furnace and melted well above the melting temperature of both Bi2Te3 and In2Te3, in

this case 800◦C (Fig. 5.1a) and water quenched. The resulting ingot was then annealed in the solid
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solution region at 555◦C for 96 hours and water quenched again. Finally, the ingot was annealed in

the lower temperature two phase region at either 500◦C or 450◦C for 72 hours in order to exploit

the decrease in solubility of In2Te3 with temperature.

Upon completing the synthesis, the ingots were cut longitudinally for microscopic examination.

The resulting face was polished with SiC paper ranging in grit ratings from #240-#800, then pol-

ished with 3 µm, 1 µm, and 0.3 µm Al2O3 particles, and a final polishing with colloidal silica (0.05

µm) particles was used for nanostructure observations. A field emission scanning electron micro-

scope (Zeiss LEO 1550 VP) with a backscattered electron and secondary electron detector with an

accelerating voltage of 20 kV was used to make the observations. Image analysis was done using im-

age processing software (Imagej) to first convert to binary images and collect thickness and spacing

data.

The crystal orientation relationships were established via electron backscatter diffraction (EBSD;

HKL Technology, Inc.), again, with an operating voltage of 20 kV. The sample was tilted 70◦ with

respect to the horizontal axis in the microscope in order to properly collect EBSD data. Backscatter

patterns were collected and analyzed using the software package provided by Channel5TM (HKL

Technology, Inc.). In doing the analysis, crystallographic information for both tetradymite struc-

tured Bi2Te3 (rhombohedral crystal with space group R3m) [14] and cubic ZnS structured In2Te3

(cubic crystal with space group F43m) [140] were used. Chemical analysis was done using energy

dispersive x-ray spectroscopy (EDS) and the INCA software package was used for spectra collection

and data analysis. Also, it should be noted that when EDS was done on precipitates in this study,

the spatial resolution is ∼1 µm, so only precipitates that were a minimum of 1 µm in thickness were

used for these measurements.

Figure 5.2: Scanning electron microscopy (SEM) images of synthesis route and resulting composite
consisting of the Bi2Te3 matrix with embedded In2Te3 precipitates (7 at. % In) when annealed at
555◦C for 96 hours and water quenched (a), annealed at 500◦C for 72 hours (b), annealed for 450◦C
for 72 hours (c), both with inset high magnification image of structures formed during annealing.
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5.3 Results and Discussion

SEM images were taken of each sample after the homogenization and precipitation steps in order

to quantify the extent to which homogenization and precipitation of the samples had occurred (Fig.

5.2). After each step, both a backscattered electron image (BEI) and a secondary electron image

(SEI) were taken in order to see the contrast from the differing Z values with the backscattered

detector and then to prove that the contrast seen in the backscattered images were not surface

artifacts, i.e., cracks or holes.

Fig. 5.2a contains both a split BEI and SEI displaying the homogeneous solid solution of 7 at. %

In in Bi2Te3. According to the reported phase diagram [138] (Fig. 5.1a), however, this composition

and temperature is not in the single-phase solid-solution region. Moreover, there is no phase diagram

information below ∼520◦C in the literature. Overlaid is a more probable solvus line based on

isothermal annealing experiments done in this study. As can be seen in Fig. 5.2b-5.2c, precipitation

occurs when the temperature of the ingot is decreased to either 500◦C or 450◦C due to the decrease

in solubility of In with decreasing temperature. Crystals were grown via directional solidification

using the Bridgman method in order to determine the maximum solubility, and isothermal annealing

techniques were used to determine the solubility at 500◦C and 450◦C.

In order to determine the degree to which nucleation is complete, it is necessary to know the

diffusion length,
√
Dt, where D is the diffusion coefficient and t is the time scale involved. Due to

the soft impingement effect [67], it is expected that when the precipitate spacing is less than
√
Dt,

nucleation, from a number density standpoint, is expected to be complete. Unfortunately there is

no diffusion information for either In or In2Te3 in Bi2Te3. However, as can be seen in Table 5.1,

there exists diffusion coefficient information, both parallel and perpendicular to the basal planes, for

several transition metals in Bi2Te3.

Based on this information, it is expected that 72 hours is adequate time to reach complete

nucleation as the largest spacing between precipitates is ∼20 µm and the characteristic diffusion

lengths for the transition metals, as seen in Table 5.1, considered are all considerably larger than

this spacing. The compositions of the homogeneous, precipitated, and Bridgman grown samples

can be seen in Table 5.3. The composition of the homogeneous sample (555◦C) was nominal with

respect to the calculated value and the high (∼9 at. %) solubility of In in Bi2Te3 was verified.

Ideally the matrix and precipitate compositions would be corroborated using the equilibrium

phase diagram, Fig. 5.1a, however, that is not possible in this case because the phase diagram has

never been examined at temperatures below 520◦C. In order to prove that the precipitation occurs

due to the decrease in the solubility with decreasing temperature, the solvus line was investigated.

The same criterion for the diffusion length can also be used to determine when the equilibrium

composition has been reached, and in the case of a 72 hour annealed sample, it would seem the
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Figure 5.3: The resulting histogram data for both the 500◦C sample (a) and (b) and 450◦C sample
(c) and (d) precipitate spacings and thicknesses after annealing for 72 hours.

Table 5.1: Diffusion coefficients of transition metals in Bi2Te3 at T = 450◦C for t = 72 hr from
the literature. For the cases of Ag and Au, the extremities of the expressions for D‖ and D⊥
were calculated, and the average of those values was taken and used in the comparison. Diffusion
coefficients for the 500◦C samples are larger, and therefore are not displayed here.

Metal Ref
√
D‖t (cm)

√
D⊥t (cm)

Cu [141] 5.59 0.22

Ag [142] 1.05 0.023

Au [143] 3.61 0.36

equilibrium composition had been attained for both samples.

However, the samples were annealed at their respective isotherms for an additional 72 hours, the

composition was examined, and the resulting composition did not change. This gives qualitative

insight into the location of the solvus line shown on the phase diagram generated in Fig. 5.1a. The

resulting matrix composition of In is ∼4 at. % at 450◦C and increases with increasing temperature

up to ∼9 at. % at the eutectic temperature, as was determined by the Bridgman method (Table 5.3).

From a compositional stability standpoint, it would appear that precipitation is complete within the

time scale of 72 hours.

There still exists the issue of coarsening with regard to prolonged annealing. Since the compo-

sitional stability seems stable after an additional 72 hours at both 500◦C and 450◦C, it is expected

to be minimal. Also, the application temperature for this material is significantly lower (maximum

∼250◦C) than both precipitation isotherms, so it is unlikely that once the composite is formed would

it see an environment well above room temperature.
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Table 5.2: Volume fraction data for 7 at. % In Bi2Te3 samples at both 500◦C and 450◦C, as
calculated by applying the lever rule to the EDS measurements and from the average thickness and

spacing data
(
Xvol = thickness

spacing

)
.

Method 500◦C (%) 450◦C (%)
Lever Rule 4.1 ± 3.6 9.6 ± 3.2

Xvol 6.8 ± 1.5 17.7 ± 7.4

The three dimensional morphology has not yet been determined, but based on the 2D SEM

images taken, it appears as if the precipitates form long and straight plate-like or possibly ribbon-

like structures [68]. As can be seen in Fig. 5.2b-5.2c and Fig. 5.3, the observed thickness of the

In2Te3 precipitates in both samples ranges an order of magnitude from ∼100-1000 nm. Even though

the distribution of thicknesses spans a similar length scale, the peak thickness value for the 450◦C

sample is ∼50% less (200 nm) than that of the 500◦C sample (400 nm). The spacing of precipitates

however, is significantly different in each sample as the 500◦C sample ranges from ∼1-20 µm, while

the 450◦C sample ranges from 0.1-5 µm.

The decrease in thickness and spacing with decreasing temperature can be qualitatively described

from classic nucleation theory of diffusive phase transformations [67]. The critical free energy barrier,

∆F ∗, to permit nucleation for spherical nuclei is expressed by:

∆F ∗ =
16

3

πσ3

(∆Fc + ∆FE)
2 , (5.1)

where σ is the interfacial energy, ∆Fc is the chemical driving force, and ∆FE is the strain energy.

The critical free energy dictates the rate, I, of nuclei formation represented by:

I = NA∗ν exp

(
−∆FA + ∆F ∗

kBT

)
, (5.2)

where N is the number of atomic sites per volume, A∗ is the number of sites on the surface of the

critical nucleus, ν is the atomic vibration frequency, and ∆FA is the activation energy of atomic

jumps across the interface. The lower annealing temperature acts to increase the supercooling

and supersaturation, ultimately increasing the chemical driving force for nucleation. The large

chemical driving force decreases the critical energy for nucleation (Eqn. 5.1) which increases the

nucleation rate (Eqn. 5.2) and tends to result in a larger number density of precipitates. The higher

supersaturation is indicated by an increased volume fraction with decreasing temperature, as seen

in Table 5.2.

The volume fraction of In2Te3 for the 7 at. % In Bi2Te3 samples at both 500◦C and 450◦C can

be calculated by applying the lever rule to the EDS measurements and the average thicknesses and

spacings
(
Xvol = thickness

spacing

)
from Figure 5.3. The large uncertainties in the lever rule calculations
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stem from the error in chemical compositions by EDS (Table 5.3). The error in thickness and spacing

due to the SEM parameters when imaging, and also due to the image analysis of the resulting

micrographs are difficult to quantify, but an estimated error of ±20% on the average thickness and

spacing for each temperature was used.

{0001}Bi2Te3!

{111}In2Te3!

〈1120〉Bi2Te3!

〈110〉In2Te3!

a! b!

d!

2 μm"

c!

e!

Figure 5.4: Electron backscatter diffraction (EBSD) results for the Bi2Te3-In2Te3 composite. Inset
to the top left of (a) is the resulting map based on the Euler angle of the incident diffraction,
indicating the precipitate is a single grain. Also inset in (a) is an SEM image of the actual scan,
and the main image is of the resulting diffraction based on composition with the blue being Bi2Te3

and the red being In2Te3 (Color version available online). The pole figures can also be seen (b-
e) indicating that the resulting diffraction is indeed {0001}Bi2Te3 ‖{111}In2Te3 and consequently
〈1120〉 Bi2Te3 ‖ 〈110〉 In2Te3, thus aligning both the close-packed planes and directions.

It should be noted that these are not the true thicknesses and spacings, as the observation plane

is most likely inclined relative to the direction normal to the precipitates (Fig. 5.4).These size scales

make sense from a solid state reaction point of view, as the slow diffusion in the solid, compared

to the diffusion in the liquid state, should allow at least one dimension of the precipitates to be

small. Adding to this is the fact that the in plane and cross plane diffusion coefficients are widely

different (Table 5.1). Also, the energies at the edge and broad interfaces should be different due

to the difference in coherency and or atomic species involved in bonding [144]. It is due to these

dependencies that a high aspect ratio should be expected in these precipitates.

In any particular grain, the structures have a mono variant orientation. As can be seen in Fig.

5.2b-5.2c, every in-grain precipitate is aligned in the same orientation, in this case the primary

growth direction being vertical. This type of orientation generally stems from the minimization

of strain and interfacial energies upon structure formation, which will usually have a specific set of

preferred crystallographic orientations [67]. For example, in the PbTe-Ag2Te system the precipitates

align along the {100} planes in PbTe to maintain the Te sub lattice between the two crystals [73],

and in PbTe-Sb2Te3 the crystals take on a standard FCC-HCP orientation of {111} PbTe ‖ {0001}
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Table 5.3: Energy dispersive x-ray spectroscopy (EDS) data for samples of interest homogenized at
555◦C for 96 hours, annealed at 500◦C and 450◦C for 72 hours (Fig. 5.2), and also the Bridgman
grown crystal. All precipitates measured in the precipitated sample had a minimum thickness of
∼1 µm for accurate measurements. Likewise, matrix areas where the largest precipitate spacing
occurred were utilized for the same purpose.

Sample In (at%) Bi (at%) Te (at%)
Bridgman 9.0± 1.0 30.5± 0.5 60.3± 0.6

555◦C 7.6± 1.0 32.7± 0.4 59.8± 0.8

500◦C Mat. 5.9± 1.4 32.0± 2.0 63.0± 2.0

450◦C Mat. 4.4± 1.2 35.3± 1.4 60.2± 1.0

500◦C Precip. 35.0± 6.0 4.0± 6.0 61.0± 1.0

450◦C Precip. 32.0± 2.0 4.0± 0.9 59.7± 0.8

Sb2Te3, aligning the close-packed planes [12].

Similarly, in the PbTe-PbBi2Te4 system the orientation relationship is {111} PbTe ‖ {0001}

PbBi2Te4 [41]. Because of the similarities in the PbTe-Sb2Te3 and PbTe-PbBi2Te4 systems to

Bi2Te3-In2Te3, it is reasonable to expect a comparable orientation relationship, and as can be seen

in Fig. 5.4, the relationship is indeed {0001} Bi2Te3 ‖ {111} In2Te3 with the habit plane of the

precipitates along {0001} Bi2Te3. Also like the PbTe-Sb2Te3 [12] and PbTe-PbBi2Te4 systems [41],

the close packed 〈1120〉 Bi2Te3 ‖ 〈110〉 In2Te3 directions are aligned in this study as well.

It should be noted that the exact crystal structure of In2Te3 at the temperatures used in this

study can be one of several different forms [145, 146, 147, 148, 149, 16, 140]. In the literature, the

crystal structure of In2Te3 is complicated, however, the one aspect past authors have been able to

agree on is that the crystal structure has a Te sub-lattice for compositions in the range of 57-61%

Te [145]. This Te sub-lattice takes on an FCC structure and the ordering or disordering of In and

its vacancies has not been fully examined. Due to this complex metal/vacancy distribution for the

possible phases of In2Te3, and also the residual Bi content dissolved in the material affecting the

lattice parameter, EBSD results were sometimes difficult to analyze. However, due to the fact that

the differing crystallographic results often stem from In ordering/disordering, it is not believed that

this should affect the orientation relationship.

Since it has been established that large nanoscale structures can be formed in Bi2Te3, the next

step would be to determine the extent to which the composite formation can affect the transport

properties. If the most generic kinetic expression for thermal conductivity is used, κl = 1
3Cvl where

C is the specific heat, v is the phonon velocity, and l is the mean free path, the parameter with

the highest probability of reduction from the nanocomposite formation will be the mean free path.

Altering C and v involves altering the phonon dispersion, which would require some type of bond
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strength alteration [76, 150]. Also, due to the inherent anisotropy in the crystal structure of Bi2Te3

it will also be necessary to determine which direction will give the best materials efficiency, zT .

As far as thermal conductivity is concerned, it will be a matter of in-plane (along the major

growth direction of the precipitates) or cross plane (perpendicular to the major growth direction)

conductivity to consider. Due to the fact that in most high figure of merit versions of Bi2Te3

[151, 152, 153], the transport properties are best optimized perpendicular to the 〈0001〉 direction,

therefore, it would be expected that the in-plane conductivity to be the parameter that will be

considered. In thinking about the in-plane conductivity, calculations approximate materials as

superlattices [135, 99], and in the case of the Bi2Te3-In2Te3 system this should be an adequate

approximation. In these calculations, there are two main parameters which affect the resulting

decrease in thermal conductivity, namely interfacial roughness, and structure periodicity.

As important as reducing κl is to maintain a large zT , it is just as important to disrupt the

electrical material properties as little as possible. This is where having coherent matrix-precipitate

interfaces with few interfacial dislocations can prove beneficial. The dislocations act as carrier

scattering centers for the electrons, which decrease the electronic carrier mobility. Yet, the coherency

strain can enhance the phonon scattering, which can further reduce κl [154].

An indication that nanostructuring Bi2Te3 with In2Te3 will maintain its high electron mobility

[16, 19, 151, 152] is the fact that due to the strict orientation of the precipitates in the matrix, the

interfaces are expected to be either coherent or semi-coherent. The main coherency indicator is the

low lattice mismatch. Dislocation density behaves proportionally to lattice mismatch [155, 71], so

the smaller the mismatch the lower the dislocation density and more coherent the interface. In the

case of Bi2Te3-In2Te3 the lattice mismatch as calculated by ε =
[
ah
√

2
ac
− 1
]

where ε is the mismatch

percent and ah = 4.395Å [14] and ac = 6.158Å [145] are the lattice parameters of the hexagonal and

cubic crystals, is only ∼1%.

From data according to the literature, In is not expected to be a strong dopant in Bi2Te3

[156, 157, 158]. Despite the fact that at high concentrations (∼4 at. %) the conductivity type

changes from p-type to n-type, the Hall coefficient remains less than unity for concentrations up to

the solubility limit of ∼10 at. % [157], so it would be expected that this composite could be doped

either n-type or p-type using traditional dopants (such as Sb and Se). However, due to the anisotropy

in the crystal structure, it would be necessary to at least obtain an oriented polycrystalline sample,

or better yet, single crystals of the composite to truly understand the fundamentals behind the

change in transport properties. Moreover, strict understanding of the pseudobinary phase diagram

will be necessary before single crystal growth techniques can be utilized. Likewise, through this

understanding of the equilibrium phase diagram it will be possible to finely tune the nanostructures

to better suit thermoelectric applications. Studies controlling the volume fraction and number

density of precipitates and also the solubilities of In for different temperatures and concentrations
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will need to be carried out.

5.3.1 Further examination of microstructure

The phase diagram was further explored to determine the potential control over microstructure size

and spacing, while also attempting to minimize the amount of residual indium in the matrix. The

results of further compositions explored and undercooling values used can be seen in Fig. 5.5. The

composition was varied between 3-7 at. % indium while the precipitation temperature was varied

between 400-500◦ C.

However, as can be seen in Fig. 5.5 it was only the 7 at. % indium composition that resulted in

microstructure formation. This is most likely not a kinetic result, as the 7 at. % samples indicate

that the time scale for precipitation is adequate. However, the slope of the solvus line could be

steeper than is represented in Fig. 5.1. If this were the case, as the indium content is decreased the

lever rule would indicate that a lower volume fraction of In2Te3 would form. This is expecially true

in the sample with the lowest indium content.

Figure 5.5: The SEM results of further examination of the phase diagram for microstructure control.
The slope of the solvus line significantly limits the supersaturation based control.

With the control parameters relative to the permitted microstructure formation well understood,

it was necessary to attempt to orient the material for transport measurements. Fig. 5.6 is a
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concatenation of several backscatter SEM images spanning the full width of a 6 mm ingot. As can

be seen, there is a significant amount of orientation with respect to the grains. The crystallographic

orientation can be confirmed by EBSD, as it shows that the grains throughout the ingot are oriented

with the z direction perpendicular to desired direction for measurements.

Figure 5.6: The zone leveling and annealing at 450◦ C showing the resulting microstructure align-
ment.

5.4 Conclusion

A successful synthesis regime was determined to grow highly oriented plate-like In2Te3 nanostruc-

tures inside bulk thermoelectric Bi2Te3 using a thermodynamically driven nucleation and growth

technique. This technique utilized the decreasing solubility of In with decreasing temperature in

Bi2Te3. The maximum solubility of In in Bi2Te3 was verified by unidirectional solidification using

the Bridgman technique [20]. An experimental solvus line was determined based on isothermal an-

nealing experiments at two temperatures (500◦C & 450◦C) below the eutectic temperature. The

average thickness and spacing is ideal for thermal conductivity reductions necessary for efficient

thermoelectric materials [9]. The orientation relationship between the two crystals aligns the close

packed planes, or {0001}Bi2Te3 ‖ {111}In2Te3, and also the close packed directions, or 〈1120〉 Bi2Te3

‖ 〈110〉 In2Te3 with the precipitates’ habit plane along {0001} Bi2Te3. This system is a promis-

ing nanostructuring candidate because of the low Hall coefficient for high levels of In [157], as the

Bi2Te3-In2Te3 composite should behave like an intrinsic semiconductor, with the expectation that
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n-type or p-type conductivity should be attainable.
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Chapter 6

Transport properties of
indium-alloyed and indium
telluride nanostructured bismuth
telluride

6.1 Introduction

It was previously determined that nucleation and growth is a successful microstructure technique

that can result in enhanced thermoelectric performance [10, 9]. This work consisted of introducing

Ag2Te structures into thermoelectric PbTe. The residual silver in the PbTe matrix was found to

not significantly affect the transport properties of PbTe. It was also determined that even with κ

reduction for all temperatures measured, that the peak zT was not increased. Instead, zT as a

function of temperature shifted left toward increasing the average efficiency. It was because of this

discovery in PbTe that Bi2Te3 was chosen next as a candidate for κl reduction via microstructure

formation as the peak figure of merit occurs near 300 K.

6.2 Indium-alloyed bismuth telluride

6.2.1 Doping efficiency

It would be expected that the substitution of indium into the bismuth sub-lattice would not signif-

icantly alter the number of free carriers. However, as indium replaces bismuth there is an overall

decrease of charge carriers (holes) and near 2 at. % indium the conductivity type changes from

p-type to n-type [157]. As the indium content is further increased, there is a similar continuation of

free carrier increase. A defect model supposes that as indium is taken into the bismuth sub-lattice

that anti site defects of bismuth on tellurium sites (BiTe) are suppressed, which explains the decrease
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Figure 6.1: The doping efficiency of iodine in 4 at. % indium alloyed Bi2Te3. Based on valence
charge counting, it appears that iodine is only ∼ 70 % efficient as an n-type dopant in indium
alloyed Bi2Te3.

in carriers to a point [159, 160]. However, this would not explain why the majority carrier type not

only switches, but increases with indium content. The model goes on to suggest that the indium

substitution also leads to tellurium vacancies, which would add additional n-type carriers.

As mentioned previously, the addition of indium into the bismuth sub-lattice causes the conduc-

tivity to change from p-type to n-type. However, in this work the Halogen iodine was used to further

control the number of carriers. As can be seen in Fig. 6.1, iodine is an effective n-type dopant in

indium alloyed Bi2Te3. The nominal carrier concentration was determined based on valence charge

counting from the undoped indium alloyed material (Cp1). The concentration of indium in samples

Cp1 through Cp3 matches that of the matrix of 4 at. % indium. Once the Hall carrier concentration

was determined in the undoped material, a linear extrapolation based on the number of tellurium

sites in the unit cell (per cm−3) was utilized as the nominal doping content.

However, as can be seen in Fig. 6.1 for samples Cp2 and Cp3 the material is under doped based

on the assumption that one iodine atom donates one electron. In fact, the doping efficiency of iodine

in indium alloyed Bi2Te3 is ∼ 70 %. However, since the carrier concentration does not plateau

between 0.25 and 0.5 at. % iodine, it is likely that the iodine substitution is not limited by its

solubility but rather the location in the crystal structure.

6.2.2 Electron transport

Fig. 6.2a-d contains the Hall carrier concentration (nH), Hall mobility (µH), resistivity (ρ), and

Seebeck coefficient (α). The increase in |nH | at 300 K with additional iodine content is expected

from 6.1. The decrease in Hall mobility is also expected with increasing carrier concentration. There
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Figure 6.2: Electron transport data in 4 at. % indium alloyed Bi2Te3. The (a) Hall carrier concen-
tration, nH , (b) Hall mobility ,µH , (c) electrical resistivity, ρ, and (d) Seebeck coefficient, α, are all
plotted vs. temperature.

is a strange temperature dependence of the transport properties that depend on the Hall coefficient

RH . In Fig. 6.2a the fact that the Hall carrier concentration decreases with temperature and the lack

of temperature dependence for the Hall mobility (6.2b) is not typical among single band conducting

systems. However, since the band offset in the minimum conduction band next lowest is 0.03 eV

[16], the samples appear to be heavily doped enough to be influenced by two band conduction.

The change in resistivity (Fig. 6.2c) from decreasing with temperature (Cp1) to increasing with

temperature (Cp2 and Cp3) is due to the presence of bi-polar conduction in the former and the

latter being very heavily doped.

Similar trends are found for the values of the Seebeck coefficient (Fig. 6.2d) as well. However,

for the lowest carrier concentration sample (Cp1) the maximum Seebeck value is found to be near

|α| = 100 µV K−1. This value is drastically reduced from what is expected from binary Bi2Te3

which is closer to 200 µV K−1 [13, 19]. The decrease in α can be explained by the change in band

gap for indium alloyed Bi2Te3.

Optical absorption measurements were taken on undoped and indium alloyed (4 at. % indium)

samples of Bi2Te3 to estimate the optical band gap. Fig. 6.3 is a plot of the Kubelka-Munk equation

(F (r)) corrected for the free carrier absorption as a function of energy and fit to estimate the optical

band gap of pure and 4 at. % indium alloyed (Cp1) Bi2Te3. As can be seen the measured optical
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gap of pure Bi2Te3 is near 0.13 eV, while the measured optical gap of the indium alloyed sample is

decreased by ∼ 60 % to a value of 0.08 eV.
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Figure 6.3: Optical absorption data in 4 at. % indium alloyed and undoped pure Bi2Te3. As can
be seen there is a significant reduction to the optical band gap in the indium alloyed material (0.13
reduced to 0.08 eV).

Based on the results of the optical measurements, it can be concluded that the reduction in the

maximum value of the Seebeck coefficient is due to the early onset of bi-polar conduction well below

that of room temperature. The other two heavily doped samples have an increasing Seebeck value

with temperature because of the heavy doping of iodine.

Even though it is expected that multi-band behavior is exhibited in the transport properties

that depend on RH , i.e., Hall carrier concentration and mobility (nH , µH), the data was fit using

a single parabolic band model. Fig. 6.4a-b is the result of the modeling, and for the heavily doped

data the model predicts the α values more closely than the µH data. Since the Seebeck coefficient

does not depend on the Hall coefficient and multi-band effects are not as sensitive as in Hall data,

this is expected. The model breaks down significantly in modeling the Hall mobility, even at higher

carrier concentrations (Fig. 6.4) where the effects of bi-polar conductivity are expected to lower.

6.2.3 Thermal transport

Fig. 6.5a-b are the calculated thermal conductivity from thermal diffusivity measurements, and the

results of calculating the electronic portion of the thermal conductivity (κe) and subtracting it from

the total thermal conductivity. The room temperature total thermal conductivity of the indium
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Figure 6.4: Single parabolic band modeling of the transport data in 4 at. % indium alloyed Bi2Te3.
The absolute value of the (a) Seebeck coefficient (α) and (b) Hall mobility (µH) are plotted as a
function of nH . However, due to the expected multi-band effects and presence of minority carriers
the single parabolic band breaks down significantly.

alloyed samples is lower than that of pure bismuth telluride, which is expected due to the additional

point defect scattering.

The electronic portion of the thermal conductivity was subtracted, and the resulting values were

plotted in Fig. 6.5b. Also plotted is the minimum expected lattice thermal conductivity according

to Cahill’s method [161]. However, the results from calculating the electronic thermal conductivity

should be viewed with low confidence due to the supposed multi-band behavior of the Hall coefficient

(RH).
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Figure 6.5: (a) Thermal transport (b) and κ−κe calculated using the SPB model for 4 at. % indium
alloyed Bi2Te3. Also plotted is the expected minimum lattice thermal conductivity as calculated by
the Cahill method [161].
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6.2.4 Figure of merit

The figure of merit of indium alloyed bismuth telluride as a function of temperature and Hall carrier

concentration are plotted in Fig. 6.6a-b. It is straightforward to see the deleterious effects of indium

alloying on the transport properties of Bi2Te3 due to the decreased band gap. The peak zT in this

series of samples is 0.05, an order of magnitude smaller than typical room temperature values.
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Figure 6.6: The figure of merit as a function of (a) temperature and (b) nH as calculated by the
SPB model for the 4 at. % indium alloyed Bi2Te3 samples.

6.3 Indium telluride structured bismuth telluride

6.3.1 Doping efficiency

The effectiveness of iodine substitution into the tellurium sub-lattices of the Bi2Te3-In2Te3 system

is similar to that of indium alloyed bismuth telluride (section 6.2.1) with the nominal concentration

calculated in the same fashion. Fig. 6.7 is a plot of the nominal iodine content assuming one iodine

atom substitutes for one tellurium atom, donating one electron. Again, the doping efficiency of

iodine is ∼ 65 %.

6.3.2 Electron transport

Fig. 6.8a-d is a plot of the electron transport for the un-doped and doped composites of Bi2Te3-

In2Te3. The behavior is similar to that of indium alloyed material, again showing similarly unusual

behavior in the Hall dependent transport data.

The modeling done in this study is again done assuming single parabolic conduction, however,

it is not expected to accurately predict the transport data due to alterations to the band structure

as a result of indium substitution.
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Figure 6.7: Doping efficiency of iodine in In2Te3 structured Bi2Te3. In a similar fashion to that of
the alloyed samples, the doping efficiency is ∼ 70 %.

6.3.3 Thermal transport

The total thermal conductivity of the Bi2Te3-In2Te3 composites is plotted in Fig. 6.10a-b. It is

important to note the differences between the thermal transport data in Fig. 6.5a and here (6.10a),

as the samples are similarly doped. Thus, any difference in the values would result from the pres-

ence of the deliberate microstructure. However, the room temperature values of the total thermal

conductivity are the same for the alloy and composite material. However, at higher carrier concen-

trations the thermal conductivity in the nanostructured material has a lower thermal conductivity.

While the results of the calculated values of κl + κbp are only approximate due to the nature of the

electron transport in this system, the general trend of an overall reduction in the expected lattice

portion of the thermal conductivity is found.

6.3.4 Figure of merit

The resulting zT of the In2Te3-Bi2Te3 composites in this work can be seen in Fig. 6.11a-b. The

maximum zT obtained is in the iodine doped sample Cp5 at 475 K. However, the maximum room

temperature peak zT belongs to the undoped sample (Cp4). Unfortunately, these values are more

than an order of magnitude less than would be expected from optimizing the carrier concentration

in Bi2Te3.

6.4 Conclusion

This work was inspired by successful nanostructure formation of Ag2Te inside thermoelectric PbTe

[9, 10]. A similar nucleation and growth microstructure formation technique was instituted and suc-
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Figure 6.8: Electron transport data in In2Te3-Bi2Te3 composites. The (a) Hall carrier concentration,
nH , (b) Hall mobility ,µH , (c) electrical resistivity, ρ, and (d) Seebeck coefficient, α, are all plotted
vs. temperature.

cessful In2Te3 structures were found in Bi2Te3, and thermal conductivity reduction was obtained.

However, thermal conductivity reduction is not the complete story as carrier concentration opti-

mization is necessary to prove the effectiveness of the thermal conductivity reduction.

Since nucleation and growth is dictated by the solvus line of the phase diagram, there will be

some residual impurity atom dissolved into the matrix. In the case of nanostructured In2Te3-Bi2Te3

there was an overall residual indium content of 4 at. % in the matrix. Therefore, it was necessary

to examine the transport properties of both 4 at. % indium alloyed Bi2Te3 and the nanostructured

material.

Unfortunately, the residual indium content in the material proved to decrease the band gap, which

ultimately decreased the temperature onset of bi-polar conduction, which is known to negatively

effect transport for thermoelectricity. While this work rules out indium, or specifically In2Te3, as an

effective second phase to reduce the lattice thermal conductivity, it does not rule out other candidates

that would need to less significantly alter the band structure.
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Figure 6.9: SPB modeling of the transport data in In2Te3-Bi2Te3 composites. The absolute value of
the (a) Seebeck coefficient (α) and (b) Hall mobility (µH) are plotted as a function of nH . However,
due to the expected multi-band effects and presence of minority carriers the single parabolic band
breaks down significantly.
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Figure 6.10: (a) Thermal transport (b) and κ−κe calculated using the SPB model for In2Te3-Bi2Te3

composites. Also plotted is the expected minimum lattice thermal conductivity as calculated by the
Cahill method [161].



78

zT

0

0.005

0.01

0.015

0.02

0.025

T (K)
300 350 400 450 500

Cp4

Cp5

Cp6

a) b)

zT

0

0.005

0.01

0.015

0.02

0.025

nH (cm-3)
1e+18 1e+19 1e+20

SPB model

Figure 6.11: The figure of merit as a function of (a) temperature and (b) nH as calculated by the
SPB model for the In2Te3-Bi2Te3 composites.
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Chapter 7

Transport properties of
iodine-doped bismuth telluride

7.1 Introduction

Bismuth telluride crystallizes in a rhombohedral structure (space group R3mh), however it is often

depicted by the conventional hexagonal unit cell structure (Fig. 1.3) [14]. Undoped Bi2Te3 typically

shows p-type conduction, but can be tuned to allow n-type conduction via Te excess or Halogen

substitution.

The fact that most undoped bismuth telluride is at first p-type is due to anti-site defects of the

bismuth cations occupying a tellurium site, specifically Te1 (Fig. 1.3). There have been several

studies of the defect chemistry of pure Bi2Te3 due to interest in its properties as both a good

thermoelectric material [162], but also due to the recent discovery for its potential as a topological

insulator [18, 17]. While the desired results are drastically different between the two fields, the

results from defect formation energy calculations agree that the Bi-rich conductivity is dictated by

bismuth ions occupying the Te1 site, and the Te-rich conductivity by tellurium ions occupying the

Bi sites.

There are two main works that have studied the effects of Halogen [13] and self-doping [19, 163,

164] effects in bismuth telluride, but as is most often the case, new techniques and new understand-

ings often warrant re-evaluations of what is considered established information.

7.2 Orientation and doping

Before the necessary transport measurements can be made, it is first necessary to crystallographically

orient the material in order to properly understand the measurement results. Techniques often used

in oriented material growth are the Bridgman method [20], traveling heater method [16], and zone

melting (further described in Chapter 4) [21]. There is no distinction between the traveling heater
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method and zone melting, and the technique was originally coined zone melting, therefore this will

be the nomenclature used to describe the technique.
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Figure 7.1: Typical x-ray diffraction results for the parallelpiped of oriented Bi2Te3 after zone
melting. Rietveld refinements correcting for orientation fit the raw diffraction significantly better
than without correcting. Moreover, the results show that there is significant orientation relative to
the (00n) family of planes, indicating that the majority of incoming radiation is scattered off of the
basal plane which is the desired orientation.

Due to the anisotropic nature of the crystal structure in Bi2Te3 there are preferred crystallo-

graphic directions with regard to solidification. Since close packed planes tend to be the lowest

energy (most mobile), materials tend to prefer to grow along close packed planes (often in close

packed directions). Therefore, it is not surprising that Bi2Te3 tends to solidify with the basal plane

parallel to the growth direction [13]. This is important because the transport properties in this

direction can be optimized to achieve the highest zT . However, unlike in the case of the In2Te3

structured samples (Chapter 6), there is no visual diagnostic to indicate orientation.

However, x-ray diffraction was conducted on samples of Bi2Te3 doped with iodine to ensure the

crystallographic orientation was successful. As can be seen in Fig. 7.1, a typical XRD pattern is

shown for an as grown parallelepiped sample used in nH and ρ measurements. Using a modified

Marchs function to accommodate for preferred orientation along the (00n) Miller indices leads to

a fit more representative of the diffraction data. The refinement indicated a plate-like habit of the

crystallites (grains) with near 90 % of the crystallites exhibiting the (001) hkl planes parallel to the

surface of the sample.

The diffraction results also confirm that there are no major secondary phases present. Electron

microscopy results (Fig. 7.2) reinforce this fact, as there are no obvious secondary phases in the
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Figure 7.2: Scanning electron microscope images using the backscatter detector showcasing the lack
of major secondary phases present in two typical iodine doped Bi2Te3 samples.

SEM images of the as grown zone melted material.

The doping efficiency of iodine in Bi2Te3 was established by first preparing the undoped material,

measuring the Hall carrier concentration (|nH | = 1.7e19), and then using simple charge valence

counting (1 electron per iodine atom) comparing the measured Hall carrier concentration to that of

the expected value. As can be seen in Fig. 7.3, the efficiency of iodine doping in Bi2Te3 is very near

unity between 0.1 0.3 at. % iodine. The departure from the expected carrier concentration is most

likely due to a decrease in solubility for 0.5 at. % iodine.
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Figure 7.3: The doping efficiency of iodine in Bi2Te3. As can be seen, the measured Hall carrier
concentration in the reason of interest is nearly that of the nominal concentration indicating a highly
efficient electron donor in iodine.
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7.3 Electron transport

Fig. 7.4 contains the data for the Hall carrier concentration (nH), Hall mobility (µH), resistivity

(ρ) and Seebeck coefficient (α) for a series of iodine doped Bi2Te3 samples. Fig. 7.4a corroborates

the doping efficiency of iodine in Bi2Te3, as there is a steady increase in nH with increasing iodine

content at 300 K for all samples. However, there is an increase in nH as a function of temperature

due to thermal activation of carriers.
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Figure 7.4: Here is the temperature dependent electron transport of iodine doped Bi2Te3. The (a)
Hall carrier concentration (nH) (b) Hall mobility (µH) (c) resistivity (ρ) and (d) Seebeck coefficient
(α) are plotted for several samples.

Fig. 7.4b shows a decreasing Hall mobility (µH) as a function of both temperature and carrier

concentration. The decrease in mobility as a function of temperature exists due to increased phonon

scattering, but also due to bipolar conduction that arises from an increase in minority carriers. The

decrease in mobility as a function of carrier concentration is due to an increased scattering from the

increased impurity atom (iodine).

The room temperature resistivity values decrease with increasing carrier concentration due to

the increase in nH , knowing that ρ = 1/neµ (Fig. 7.4c). For the heavier doped samples, the

resistivity increases with increasing carrier concentration, which is typical for single carrier systems.

The decrease in resistivity near 400 K of the lowest doped sample (I2) is due to the presence of

minority carriers.
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The Seebeck coefficient data can be seen in Fig. 7.4d. The room temperature data for iodine

doped data behaves as would be expected in a single band type system. The Seebeck value decreases

with increasing carrier concentration as the Fermi level moves further into the band. The tempera-

ture dependent roll over seen in all the samples is due to the effects of bi-polar conduction, as is the

cause of samples I2 and I3 to have a similar room temperature values.
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Figure 7.5: The Kubelka-Munk equation is plotted with the free carrier absorption subtracted for an
indirect gap semiconductor. The spectra are fit at the onset of absorption and extrapolated to zero
abosorption to determine the band gap Eg. In the case of undoped and doped Bi2Te3 the results
indicate a band gap of 0.13 eV.

The significant effects of the bi-polar conduction are obvious when analyzing the electron trans-

port data in n-type Bi2Te3. Several works have estimated the band gap of Bi2Te3 to be somewhere

in the range of 0.1-0.2 eV [13]. Optical absorption measurements were taken on undoped and iodine

doped samples of Bi2Te3 to estimate the optical band gap. Fig 7.5 is a plot of the Kubelka-Munk

equation (F (r)) corrected for the free carrier absorption as a function of energy and fit to estimate

the optical band gap of each sample. As can be seen, the data for all three spectra converge near

the ∼ 0.13 eV range for the measured optical gap.

7.4 Thermal transport

The resulting thermal conductivity and lattice + bipolar thermal conductivity can be seen in Fig.

7.6a-b. In a similar fashion to the electron transport data, the thermal conductivity is significantly

affected by minority carrier transport. The room temperature thermal conductivity increases with
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iodine content, as would be expected as the carrier concentration increases. Since the thermal

conductivity is made up of an electronic and lattice portion (κe + κl) with κe = LT/ρ, where L is

the Lorenz number, and since it was previously discussed that ρ decreases as a function of carrier

density, the increase in kappa at room temperature is consistent.
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Figure 7.6: The temperature dependent (a) thermal conductivity (κ) and (b) lattice plus bi-polar
thermal conductivity (κ+κbp) for iodine doped Bi2Te3. Also plotted in (b) is the minimum expected
thermal conductivity based on the method of Cahill [161].

The κl + κbp portion of the thermal conductivity at room temperature all share similar values.

This is expected from the fact that the substitution of iodine into the lattice is not expected to alter

the phonon dispersion significantly. However, since the electronic portion of the thermal conductivity

is calculated and then subtracted from the total thermal conductivity, the increase in κl + κbp is

due to the bipolar term. The dominant scattering mechanism is believed to be umklapp scattering,

as the temperature dependence of κl + κbp for the heavier doped samples (less likely to be affected

by minority carriers) behaves as 1/T . Also plotted in Fig. 7.6b is the minimum lattice thermal

conductivity as calculated by Cahill’s method [161]. As the lattice thermal conductivity at room

temperature is ∼ 1.5 W/mK, it is clear that Bi2Te3 is a good candidate for thermal conductivity

reduction in one of the many available forms [165].

It should be mentioned as well that even though the Debye temperature in bismuth telluride is

quite high (∼ 160 K), the Dulong Petit limit for heat capacity is an acceptable choice as determined

by inelastic neutron scattering [27].

7.5 Single parabolic band modeling

The dependence of the Seebeck coefficient and Hall mobility are well described in terms of a single

parabolic band model. This model assumes a rigid band of constant effective mass and that the
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dominant scattering mechanism is by acoustic phonons (umklapp scattering). Fig. 7.7a-b are the

theoretical curves for a single parabolic band at 300 K with m∗ = 1.0me, κl = 1.7 W/mK and

|µ| = 410 cm2/Vs for both the Seebeck coefficient (α) and the Hall mobility (µH) as a function of

nH . As can be seen, the data fall in line well with the predicted values based on the model.
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Figure 7.7: A single parabolic band modeling scheme [19] was used to model (a) the Seebeck co-
efficient (α) and (b) Hall mobility (µH) as a function of Hall carrier concentration (nH). As can
be seen there is good agreement between the model and the data for a single effective mass. A
significant departure from the model and the data can be seen at lower carrier concentrations due
to the thermal activation of carriers.

The higher concentration mobility data (Fig. 7.7b) does appear to slightly depart from the

model, which is potentially due to the non-parabolicity of the conduction band [166] away from the

band edge. The data at the lowest carrier concentration do not fit within the parameters of the

model due to the effects of the minority carrier scattering. It is not known why the mobility is

increased in the bipolar region, however it is difficult to acquire consistent Hall data in this region

due to the presence of the minority carriers, so the data in the bipolar region should be evaluated

with less confidence.

7.6 Figure of merit

The figure of merit (zT ) for n-type Bi2Te3 is shown in Fig. 7.8a. These curves are generated from

polynomial fits of each individual material property (as a function of T ) necessary in computing zT .

The peak value of zT = 0.7 in iodine doped Bi2Te3 occurs near 375 K for |nH | = 3.60e19 cm−3.

However, the sample I3 with |nH | = 2.24e19 cm−3 has a peak value that is just under 0.7 at 300 K,

with both values falling within the expected 20 % uncertainty, effectively being the same.

Typical optimization of zT for a single band system without the presence of minority carriers

would dictate that the peak zT value at the optimal nH would be the highest. Therefore, it is
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important to note the effects of the minority carrier presence in n-type Bi2Te3, as the single parabolic

band model predicts that the optimal zT is near 0.7 at nH ∼ 2.0e19 cm−3 (Fig. 7.8b). The data

presented based on the measurements in this study, however, indicate that the optimal carrier

concentration lies somewhere between 2.2-3.6e19 cm−3.
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Figure 7.8: zT is plotted as a function of both (a) temperature and (b) Hall carrier concentration
(nH) for the iodine doped samples in this work. A peak zT of 0.7 is achieved between 300-375 K
for samples I3 and I4. As can be seen in (b) the data fits the model well at carrier concentrations
that are not negatively affected by the presence of minority carriers. The model over predicts the
sample at high carrier concentration, indicating that a higher thermal conductivity is predicted for
single band conduction, nonparabolicity in the conduction band or both.

7.7 Comparison to literature

The story of n-type Bi2Te3 becomes more complex when comparing the data in this work to that of

the literature. Of the two hallmark works investigating n-type Bi2Te3 there are significant distinc-

tions to be made in both. In the work of Goldsmid [13] the materials were doped with either iodine

or chlorine, with no distinction in the data based on comparable transport results. The author

states that there is little difference in the scattering cross section of an iodine vs. chlorine ion in

the tellurium lattices of Bi2Te3. Another distinction made is that there is little difference between

single crystal halogen doped Bi2Te3 and oriented polycrystalline data.

With this knowledge in hand, it is not surprising to find that when both the Seebeck coefficient

and thermal conductivity are plotted against resistivity (i.e., gauging zT ) that the results agree.

Displayed in Fig. 7.9a-b are both the Seebeck coefficient (α) and thermal conductivity (κ) plotted

as a function of resistivity (ρ) at 300 K. There is a strong matching of the Goldsmid data to that

of the current iodine doped data presented here. The only departure exists for the higher resistivity

(lower nH) samples in which the effects of bipolar conduction are more clearly present in recent
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data. It is not clear why the presence of minority carriers is stronger in the recent iodine doped

samples as opposed to the Goldsmid data. However, the result peak zT calculated from the data at

300 K is near 0.7, as it is for the data presented in this work.
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Figure 7.9: The Seebeck coefficient and thermal conductivity data plotted against resistivity from
the iodine doped Bi2Te3 samples from this work and that of Goldsmid [13]. The data from both
series match well except at higher resistivity (lower carrier concentration). It is unclear why the
effects of bi-polar conduction are less severe in the Goldsmid work.

The other major work in n-type Bi2Te3 was conducted by Fleurial et al. [163, 164], in which

they investigated the effects of self-doping. Samples were synthesized using zone melting (referred

to as the traveling heater method in their work) and then through knowledge of the phase diagram,

they utilized the saturation annealing technique to vary the Te content. In this technique the sample

(after zone melting) is placed in an ampoule with a powder of Bi2Te3 with the desired composition

to control the carrier concentration. The material was then annealed at a temperature such that

the solid, liquid and vapor transport during the annealing resulted in appropriately doped material.

Another distinction to be made is that all of the results in this work are reported from measurements

done on single crystals of Bi2Te3, in which the values are reported parallel and perpendicular to the

z axis.

The reported values of the Seebeck coefficient and Hall mobility were fit using a single parabolic

band model, and then plotted in comparison with the data collected in this work (Fig. 7.10a-b).

The resulting model parameters used to best fit the data were m∗ = 1.6me, κl = 1.6 W/mK, and

µ0 = 240 cm2/Vs. This is a 60 % increase in effective mass compared to iodine doped Bi2Te3 which

results in a 60 % decrease in mobility. This should result in an overall lower peak zT value than

iodine doped Bi2Te3 [167], however the reported value at 300 K is ∼ 0.85.

In order to understand how this is possible, it is important to examine the individual material

properties that make up the figure of merit. The reported values of κ and ρ are similar to iodine

doped Bi2Te3, so the Seebeck coefficient is examined. As can be seen in Fig. 7.10a the Seebeck value



88

at the lowest carrier concentration is affected by the minority carrier presence, which indicates a

similar band gap for the two systems. However, for the data at higher carrier concentrations, there

is a region that is not described by a single effective mass. In the range of 3e19 − 1e20 cm−3 the

effective mass appears to decrease (lower α) to near the value that is predicted from iodine doping.

Then at the highest carrier concentration in the tellurium doped system, the effective mass increases

(higher α) back to predicted value.
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Figure 7.10: The (a) Seebeck coefficient (|α|) and (b) Hall mobility (|µH |) as a function of Hall
carrier concentration (|nH |) for iodine and tellurium doped samples prepared in this work to that
of Fleurial et al. [163, 164]. Also plotted are the expected values based on a single parabolic band
model.

Another concern with the reported Seebeck values is that at ∼ 3e19 cm−3 there are three data

points that have a varying Seebeck coefficient (∼ 174 − 198µV/K). Unless there were significant

changes to the band structure for the different samples at this carrier concentration, the Seebeck

coefficient should not vary other than from the measurement uncertainty. In fact, one self doped

sample was created in this work to see the difference between purely zone melted and tellurium doped

Bi2Te3 to that made by the saturation annealing technique. As can be seen (red dot Fig 7.10a-b),

the Te doped Bi2Te3 falls in line more with the iodine doped data than it does the literature values.

The variation is believed to be due to measurement technique differences. The technique involved

in measuring the Seebeck coefficient in the work of Fleurial et al. can be described as a 2-point

geometry with the thermocouples embedded in nickel plated discs of copper soldered to the sample

[168]. However, the samples measured in this work were done using a 4-point uniaxial technique

with the thermocouples in direct contact with the material surface. It is known that surface contact

probes provide the most consistent and accurate results [169], while embedding can lead to offsets

in temperature and voltage [26].
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7.8 Conclusion

An investigation into Bi2Te3 revealed that iodine is a successful n-type dopant, and it substitutes

at near 100 % efficiency. X-ray diffraction revealed that zone melting is an effective method to grow

oriented polycrystalline samples that have transport properties similar to similarly doped single

crystals. The transport properties resemble that of a typical n-type semiconductor. However, due

to the small band gap, it is an effective thermoelectric material near room temperature.

It was also determined that at 300 K the data presented here corroborate work done by Goldsmid

[13] and significantly depart from that of Fleurial et al. [163, 164]. It is believed that rather than a

changing effective mass in tellurium doped Bi2Te3, that it is in the Seebeck metrology used at that

time. Since it is known today that surface contact is vital to Seebeck measurements the contemporary

metrology is expected to yield more accurate results.
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Appendix A

Derivation of concentration profiles
in direct normal solidification and
zone melting

A.1 Solute concentration profile for direct normal solidifica-

tion

In this derivation (largely taken from [21, 130]) the assumptions made are that there is (1) no

diffusion in the solid and (2) complete diffusion in the liquid during bulk normal solidification. This

type of solidification is often referred to as solidification of the Bridgman type [20]. In practice, this

technique involves the complete melting of a material (overall concentration CL) and then solidifying

that material from one end to the other by moving the ingot into a region where the temperature is

lower than the melting point.

Below are the variables that will be used in the derivation of the solute concentration (C) as a

function of fraction solidified (g).

g ≡ Fraction of original volume which has solidified
s ≡ Amount of solute remaining in the liquid
s0 ≡ Total amount of solute
C ≡ Solute concentration in the solid at the solid-liquid interface
Cl ≡ Solute concentration in the liquid

By definition of the equilibrium distribution coefficient it is known that C = k0Cl. Since Cl =

s/1− g, it can be equated that

C =
k0s

1− g
. (A.1)

After a fraction g has solidified, the next amount to freeze will be dg, and this newly solidified
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layer will have the concentration:

C = −ds
dg
. (A.2)

Since Eqn A.1 is also a closed form of C, we can set these two expressions equal and integrate:

∫ s

s0

ds

s
=

∫ g

0

−k0

1− g
dg, (A.3)

which solves to s = s0(1− g)k0 . Since C = −ds
dg = k0s0(1− g)k−1 and the original volume was unity,

s0 = C0, where C0 was the original solute concentration. This allows the final form to be

C = k0C0(1− g)k0−1, (A.4)

which is the concentration profile for normal bulk solidification as a function of fraction solidified g.

A.2 Solute concentration profile for zone melting

This section derives the solute concentration profile for an ingot that undergoes zone melting. This

applies equally to any single pass zone melting technique, whether zone refining or zone leveling,

however it is only sufficient to describe a single pass.

As before, the k0 is the equilibrium distribution coefficient, however C in this instance is the

concentration of the solid at any point x. Below are the variables used to determine the concentration

profile as a function of distance (x/L) in terms of zone lengths.

C0 ≡ Mean concentration of solute in charge
Cl ≡ Solute concentration in the molten zone
s ≡ Quantity of solute in zone at any x
s0 ≡ Quantity of solute in zone at x = 0
L ≡ The zone length
x ≡ Distance along ingot at any point

Assume a molten zone has advanced a distance dx. As an incremental volume of solid will form

dx, an equal volume will melt. The quantity of solute frozen out is:

k0Cldx, (A.5)

and Cl = s/l assuming unit cross-sectional area. The quantity entering the molten zone is C0dx, so

the net change in s is therefore given by:

ds = (C0 −
k0s

L
)dx, (A.6)
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which gives the differential equation

ds

dx
+
k0

L
s = C0. (A.7)

Solutions to equations of this type take the form

sek0x/L − s0 = C0

∫ x

0

ek0x/Ldx =
C0L

k0
(ek0x/L − 1), (A.8)

and since s0 = C0L, then this can be reduced to

s = C0L
k0 − 1

k0
e−k0x/L +

C0L

k0
. (A.9)

Since C = k0s/L the final form

C/C0 = 1− (1− k0)e−k0x/L (A.10)

can be fully expressed.
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Appendix B

Material evaluation for transport
measurements: use of the Seebeck
coefficient

B.1 Introduction

The Seebeck coefficient was used as an effective method to quickly evaluate doping homogeneity of

the materials measured in this thesis. Since α is quite sensitive to the doping level, i.e., η [19] each

sample synthesized underwent a minimum of two Seebeck measurements. Each measurement was

done from a cross section at each end of the sample that was used in the Hall measurements.
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Figure B.1: Here is the consistency in the Seebeck coefficients for samples Cp1-Cp3. Each sample
grown was checked at both ends of the ingot that was used in measuring the resistivity and Hall
values in order to establish homogeneity.
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Figure B.2: Here is the consistency in the Seebeck coefficients for samples Cp4-Cp6. Each sample
grown was checked at both ends of the ingot that was used in measuring the resistivity and Hall
values in order to establish homogeneity.
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Figure B.3: Here is the consistency in the Seebeck coefficients for samples I2-I5. Each sample grown
was checked at both ends of the ingot that was used in measuring the resistivity and Hall values in
order to establish homogeneity.
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Appendix C

Hot pressing and nanostructuring
of Bi90Sb10 alloys to concurrently
improve mechanical and
thermoelectric properties

Reproduced with permission from Physica status solidi A-applications and materials science 209,

2565-2569 (2012). Copyright ©Wiley-VCH

C.1 Introduction

The presence of nanosized precipitates has been shown to decrease the lattice thermal conductivity

in some thermoelectric materials by scattering phonons at structure interfaces, while maintaining a

desirable power factor [131, 79]. While studies of Bi-Sb based alloys have been done in the past that

attempt to exploit a decreasing grain size to achieve this result [170, 171, 172, 173, 174, 175, 176],

the aim of this work is to use a metallurgical approach [10, 9, 11] to improve the mechanical and

thermoelectric properties of Bi90Sb10. Using bulk processing and consolidation techniques we plan

to synthesize nanosized Ag and As rich precipitates within grains large enough to limit charge carrier

scattering at the grain boundaries.

Traditionally, studies done involving these alloys consist of single crystal measurements both in

and perpendicular to the trigonal direction [177], however, this work will focus on a side not as often

studied, the properties of polycrystalline samples. Some argue that the possibility of a reduced grain

size could decrease the thermal conductivity due to additional phonon scattering at grain boundary

interfaces [175, 176], but this has proven to be ineffective in Bi-Sb alloys as it severely limits electron

mobility [173, 178]. However, if one were able to attain a large grain size, while maintaining a

reduced thermal conductivity, this would eliminate charge carrier scattering, and ideally improve

the figure of merit. One possible route to obtain such a configuration would be to first make an
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isoelectronic composite of the desired Bi-Sb alloy and a non-parasitic secondary phase, and upon

consolidation, achieve the desired grain growth to minimize grain boundary scattering.

Historically there have been two types of consolidation procedures for making polycrystalline

Bi-Sb alloys, namely cold pressing and either isothermal annealing (sintering) or hot extrusion

[170, 171, 172, 173, 174, 175, 176]. Reports indicate that sintering leaves a randomized grain structure

with no preferential texturing [171, 175], however hot extruding leads to some form of texturing along

the extrusion direction [170, 175]. The literature suggests that there is better consolidation in the

extruded samples than the cold pressed and sintered as well. Some authors went as far as to do

the sintering in a temperature range where the solid and liquid are in equilibrium. This method

was described to allow the melted material to fill the voids around the solid portions that do not

melt. In our method we concurrently press and sinter in a rapid induction-heated press to allow for

adequate grain growth while maintaining a maximal density. This should act to maintain the desired

electronic properties, while the composite structure should decrease the thermal conductivity.

C.2 Methods

! !

30 µm!30 µm!

! !

4 µm! 4 µm!

(a)! (b)! (c)!

30 µm!

Figure C.1: Resulting backscattered electron images (BEI) of the microstructure for the 2 at. % Ag
samples (a) quenched from the melt, and annealed at 250 ◦C for (b) 3 days and (c) 7 days. The
additional annealing has little effect on the microstructure of the alloy composite as can be seen in
the inset images.

Stoichiometric amounts of the pure elements were weighed out (99.999 % purity or better) to

make pure Bi90Sb10, samples with 2 at. % Ag and As, and also 4 at. % As. The elements were

sealed in fused quartz ampoules to a pressure of ∼10−5 Torr. The samples were then placed in a

furnace and heated to a temperature of 800 ◦C at 6 ◦C/min. The samples were held at temperature

for 18 hours and then immediately water quenched. The resulting ingots were cut for continued

annealing and initial microstructure evaluation.

Samples that were annealed further were re-sealed in quartz ampoules and isothermally annealed

in a range of 200-250 ◦C for either 3 or 7 days. These samples were imaged in a field emission scanning

electron microscope (Zeiss LEO 1550 VP) utilizing both the backscatter and also secondary electron

detectors. Imaged ingots were cut longitudinally, mounted in conductive epoxy and polished using

a spectrum of SiC grit tapes ranging from #240−#800. Samples were then polished using 3 µm,
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1 µm, and 0.3 µm suspended Al2O3 particles and finally polished with a 0.05 µm colloidal silica

solution. Chemical analysis was done using energy dispersive x-ray spectroscopy (EDS) and the

INCA software package. X-ray diffraction was also conducted for phase identification, but due to

the low concentration of secondary phases in the samples (1.5 wt. % or less), none were detected.

The resulting samples of Bi90Sb10 with and without 4 at. % As were hand ground into powder in

an agate mortar and pestle inside an Ar atmosphere. The powder was loaded in a graphite dye and

sintered under 40 MPa at 230 ◦C for 20 minutes. The resulting samples (98% theoretical density or

better) were cut, and polished for measurements of the electrical resistivity, Seebeck coefficient, and

thermal conductivity. Depending on the direction measured, sample geometry was either a 12 mm

diameter cylinder 1 mm thick, or a parallelpiped approximately 4×11×1 mm3. A similar treatment

was done for the hot pressed samples imaged in the SEM.

Resistivity measurements were conducted using the Van der Pauw method under a 2T reversible

magnetic field. Seebeck measurements were measured using the slope of the thermopower and tem-

perature gradient from thermocouples of Chromel and Nb. Thermal diffusivity, DT , was measured

using a laser flash method (Netsch LFA 457). Using the density, d, from geometric measurements and

mass of the sample, the Dulong-Petit value of the heat capacity and DT , the thermal conductivity

was calculated via κ = dCpDT .

C.3 Results and discussion

C.3.1 Silver samples

The microstructure of Bi90Sb10 with 2 at. % Ag as quenched, annealed at 250 ◦C for 3 days, and

annealed at 250 ◦C for 7 days is compared in Fig. C.1a-c. EDS measurements reveal that the

Bi90Sb10 matrix contained no detectable amount of Ag after annealing. This suggests that Ag is

highly insoluble in Bi90Sb10.

The resulting Ag based composites annealed at 250 ◦C had precipitates (dark phase, Fig. C.1b-

c) ranging from microns in size down to hundreds of nanometers. EDS conducted on the larger

precipitates confirms they are Ag rich, most similar to the reported Ag3.15Sb0.85 phase [179], and it

is likely that the smaller structures are as well. The excitation diameter in EDS is on the order of

1 µm, therefore the sub-micron precipitates could not be individually examined.

Room temperature Seebeck measurements were done on the annealed samples of Bi90Sb10 with

2 at. % Ag. The results were found to be similar to those of alloyed Bi90Sb10 as all composite

thermopower values were −80 ± 6 µV/K, while single crystal data is near −95 µV/K [180]. This

suggests that Ag is not a strong dopant in Bi-Sb at room temperature.

With such a limited range in solubility it is difficult to finely control the nucleation and growth

of the Ag precipitates. The possibility of extending the solid solubility of Ag in Bi-Sb could be made
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possible, however, through mechanical alloying, as this has been an effective route in other alloy

systems [109].

C.3.2 Arsenic samples

30 µm!30 µm!

2 µm! 2 µm!

(b)! (c)!

!

30 µm!

(a)!

Figure C.2: Backscatter electron images (BEI) of the (a) melt microstructure of the 2 at. % As
sample and (b) after annealing for 3 days at 250 ◦C. When the As content is increased to (c) 4 at. %
and annealed at 250 ◦C for 3 days there is a significant difference in structure size and spacing. The
inset of (c) shows the size and spacing of the 4 at. % As sample being of interest for thermoelectric
applications.

The solubility of As in Bi90Sb10 is noticeably larger than Ag based samples. EDS measurements

of the melt microstructure (Fig. C.2a) confirm the solubility of As ranges from 1.4 to 4.8 at. %.

Though there was difficulty making a solid solution of the three elements, the fact that there is

any As solubility after melting suggests that it may be possible to precipitate As rich particles by

annealing at a temperature where there is a decreased solubility. This solubility limit is expected

based on the binary phase diagrams of the constituent elements, as both Bi-Sb [69] and Sb-As [181]

are completely miscible for a wide temperature range, but there exists no reported solubility between

Bi and As [70].

When As substituted Bi90Sb10 is annealed at 250 ◦C for 3 days, micro to nanosized precipitates

are observed, as shown in Fig. C.2b-c, in addition to the residual large precipitates from the melt.

This evidence at least qualitatively shows that there exists a decreased solubility at 250 ◦C on

account of the additional precipitation of the second, As-rich phase. The samples of Bi90Sb10 with

4 at. % As exhibited a larger number density and decreased precipitate size than those with only

2 at. %. This is most likely due to an increase in supercooling with increased As content. Also,

the precipitates in the 4 at. % As samples increased in volume fraction and decreased in number

density after additional annealing from 3 days to 7 days (not shown). This suggests that there was a

transition in transformation mechanisms from a nucleation regime to a period of precipitate growth.

When similar samples were annealed at 200 ◦C, the lower temperature annealing resulted in

little change from the melt microstructure (not shown). This is because the kinetics of diffusion

limited the rate at which the system could approach the desired equilibrium state. There exist some

precipitates in samples annealed at 200 ◦C, but in general the number of precipitates in samples

were typically very few, even when annealed for 7 days.
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C.3.3 Hot pressing
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Figure C.3: Split backscatter electron images (BEI) and secondary electron images (SEI) after hot
pressing for (a) pure Bi90Sb10 and (b) 4 at. % As annealed for 3 days at 250 ◦C, displaying the
grain size and resulting structure size. The secondary electron images in (a) and (b) are to show the
resulting images do not contain cracks or pores.

The aim in hot pressing is to improve the mechanical properties of the material by inhibiting

cleavage of the basal planes typical in single crystals of Bi-Sb. Displayed in Fig. C.3a-b are two

split-screen images of the resulting microstructure of both the pure Bi90Sb10 and the 4 at. % As

samples. From these images it was determined that the grain size of the hot pressed samples ranges

from less than 1 µm to over 10 µm for all samples measured. The lack of contrast in the SEI portions

of each image also proves the effectiveness of this consolidation technique as pore formation typical

of non-pressure-assisted sintering is not found.

As can be seen in Fig. C.3b, there has been a significant size increase in the As structures

after hot pressing. This is not surprising, as the pressure assisted sintering can greatly influence the

precipitation kinetics, and from simple isothermal annealing experiments, it was determined that

somewhere between 3 and 7 days the As structures undergo significant growth.

It should also be mentioned that no orientation or texturing measurements were conducted in this

study, however, Bi-Sb alloys have been known to texture when hot extruded [170, 175]. Therefore,

the striation contrast that can be seen in Fig C.3a could potentially be due to texturing.
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C.3.4 Transport properties in arsenic composites

Figure C.4: Near room temperature resistivity data for polycrystalline Bi90Sb10 and 4 at. % As
samples (both in the pressing direction and perpendicular to the pressing direction). Also shown is
literature data for several other polycrystalline alloys [170, 171, 172, 174, 175, 176] and one single
crystal sample of Bi-Sb [180] comparable to Bi90Sb10. The resistivity data for the hot pressed samples
is slightly higher than the single crystal data, but lower than several of the other polycrystalline
samples.

Bi, Sb, and As all share the same layered crystal structure (space group R3m) [182, 183, 184], and

past studies of single crystal data have proven that the most efficient crystallographic direction for TE

purposes is along the trigonal axis, often referred to as the 33 direction [180]. For this reason, single

crystal data reveal slight anisotropies in the thermopower and resistivity, but a significant difference

in the thermal conductivity at room temperature [180]. It is because of this that transport property

measurements were conducted in and perpendicular to the pressing direction.

Figs. C.4-C.6 compare the resistivity values, Seebeck coefficients, and thermal conductivities

of the hot pressed polycrystalline Bi-Sb samples in this work to that of previous works involving

polycrystalline alloys of Bi and Sb. All of the binary alloy literature data compared in these plots

have compositions that range from 9-12 at. % Sb and similar cold pressing consolidation techniques

[170, 171, 172, 173, 174, 175, 176]. Suse et al. differ slightly in that after cold pressing the samples

were sintered above the solidus temperature [176]. Banaga et al. used a different technique in hot

extruding samples after cold pressing, and in the case of the highest z sample, further annealed after

extrusion [170].

The resistivity of all hot pressed samples created in this study have similar room temperature

values (Fig. C.4). Compared to the single crystal data, there is approximately a 10% rise in

resistivity due to hot pressing of Bi90Sb10 and an additional rise of 5% occurs in the As structured

samples. The rise in resistivity in these cases is most likely due to the increased interfacial scattering
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Table C.1: Room temperature Hall concentration (nH) and mobility (µH) of the Bi90Sb10 and 4
As polycrystalline samples. Both types of sample geometries (in and perpendicular to the pressing
direction) were used during the measurements and the results were always within 10% of the values
reported here.

Sample nH (cm−3) µH (cm2/Vs)
90-10 1.0× 1019 −3300
4 As 1.1× 1019 −2600

at the grain boundaries. The additional rise in the As structured samples is expected to be due to

the scattering at both grain boundaries and due to the As precipitates. This is supported by the

decreased Hall mobility upon the addition of arsenic as seen in Table C.1.

The Seebeck values can be seen in Fig. C.5. The anisotropy in the Seebeck coefficient at

room temperature is low [180] , so the samples were only measured in the pressing direction. The

magnitude of the thermopower of the As added sample is lower than that of the alloyed Bi-Sb and

both samples are comparable to the majority of other polycrystalline versions. Relative to the single

crystal data there is similarly proportional behavior to the resistivity at room temperature, whereby

the Bi90Sb10 and As structured samples decrease by 10% and 15% respectively.

Due to the change in Seebeck from the measured polycrystalline samples, it might be expected

that there would be a change in carrier concentration. However, as can be seen in Table C.1, the

Hall concentration is the same in both samples. Due to the complexity of the band structure, it is

expected that a three band model [172] would be necessary to quantitatively describe this behavior.

It is in the thermal conductivity where the greatest room temperature change occurs. As seen

in Fig. C.6, the thermal conductivity of the As based composite is lower than hot pressed Bi90Sb10

and both are significantly lower than the single crystal data. It is also interesting to note that the

measurement direction seems to have little effect on the most anisotropic transport property of these

alloys. It would be expected that if there were signs of texturing during the hot pressing stage it

would be most obvious from the thermal conductivity data, but there is little resulting evidence of

texturing based on these measurements.

The room temperature zT values for single crystal and polycrystalline Bi90Sb10 are the same at

room temperature, both were ∼0.30, while the As structured sample has a slightly smaller value of

0.24. While the overall zT is not highest in these samples, this is a promising result because the

grain size, structure size, nor doping concentration were optimized for thermoelectric performance.

If the grain size could be optimized in such a way that there was an even distribution of larger

grains, while at the same time maintaining the fine microstructure observed in the non-hot pressed

samples, the figure of merit may in fact be enhanced.
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Figure C.5: Seebeck data for Bi90Sb10 and 4 at. % As samples. Due to the low level of anisotropy
only the direction parallel to the pressing direction was measured. The hot pressed samples have
comparable thermopowers to that of the referenced polycrystalline [170, 171, 172, 174, 175, 176] and
single crystal [180].

C.4 Conclusion

We have found that the effects of nanostructuring and hot pressing Bi90Sb10 based materials is an

effective route to improve the mechanical stability without diminishing the thermoelectric efficiency

intrinsic in these alloys. The microstructure of Bi90Sb10 alloys with Ag and As was studied to

synthesize micro to nanosized precipitates and room temperature transport measurements were

made to assess the validity of this approach. Ag was determined to have relatively low solubility in

Bi90Sb10 making it difficult to control the precipitate size. The most successful Bi90Sb10 samples

were those containing As when annealed for a duration of 3 days at temperatures near 250 ◦C. The

room temperature transport properties revealed that, even with unoptimized grain and structure

sizes, the figure of merit of polycrystalline Bi90Sb10 is comparable to the reported single crystal

value due to the reduction of κ. This indicates that if the structure size and spacing remains as

in Fig. C.2c along with a large enough grain size, not only should the thermoelectric properties of

polycrystalline Bi-Sb alloys approach the single crystal values, but potentially improve upon them

as well, especially in the cryogenic temperature range where z is traditionally optimized.
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Figure C.6: Thermal conductivity data for Bi90Sb10 and 4 at. % As samples. There is a marked
decrease in κ for all samples at room temperature when compared to polycrystalline [170, 171, 174,
175, 176, 178] and single crystal samples [180]. The lowest measured κ being in the As structured
samples.
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Appendix D

Interfacial disconnections at Sb2Te3
precipitates in PbTe: Mechanisms
of strain accommodation and phase
transformation at a
tetradymite/rocksalt telluride
interface

Reproduced with permission from Acta materialia 59, 7724-7735 (2011). Copyright ©Elsevier.

D.1 Introduction

An emerging approach to tailoring the microstructure of thermoelectric materials is to embed high

densities of internal interfaces within a bulk thermoelectric matrix through the control of phase trans-

formations such as solid-state precipitation [185, 79, 30]. Such interfaces can improve thermoelectric

performance by providing sites for phonon scattering, thereby reducing the thermal conductivity

of the material. Rocksalt- and tetradymite-structured chalcogenides are of particular interest in

this regard. Both types of structures have similar arrangements of close-packed metal and chalco-

gen layers, suggesting the possibility of forming well-ordered, coherent or semi-coherent interfaces

that may avoid deleterious effects on the electronic transport properties while still providing an

effective means to scatter phonons. These considerations have motivated interest in understanding

the microstructural evolution and phase stability of two-phase rocksalt/tetradymite thermoelectric

materials [36, 37, 12, 186, 187, 188, 189, 190, 72, 191, 192].

Fig. D.1 illustrates the crystal structures for the binary MX rocksalt (Fm3m) and M2X3

tetradymite (R3m) structures (where M and X refer to the metal and chalcogen atoms, respec-

tively). Typically, tetradymite precipitates form in a plate-like morphology and are crystallographi-
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cally aligned with the rocksalt matrix such that {111}rocksalt//(0001)tetradymite and
〈
101
〉
rocksalt

//〈
2110

〉
tetradymite

; these plates are elongated parallel with the tetradymite basal planes [12, 72, 192].

For instance, Sb2Te3 precipitates in rocksalt-structured AgSbTe2 were reported by Armstrong et

al. [192], who found extensive networks of Sb2Te3 plates intersecting on {111} planes of the rock-

salt matrix forming in a “Widmanstätten” -type microstructure. Ikeda et al. [12] reported similar

microstructures for Sb2Te3 precipitates in PbTe.

Figure D.1: (a) Schematics of the rocksalt and (b) tetradymite crystal structures. The stacking
of the close-packed metal (M) and chalcogen (X) planes is indicated by Greek and Roman letters,
respectively. Circles and squares indicate depth into the page.

Recent work has addressed the atomistic mechanism of the tetradymite precipitation. As il-

lustrated in Fig. D.1, the close packed planes in both the rocksalt and tetradymite structures

are stacked in similar, “...ABC...” type sequences. The two structures differ fundamentally, how-

ever, in their compositional ordering. In the rocksalt structure, the {111} planes alternate between

metal and chalcogen layers, giving a total 6-plane repeat sequence along 〈111〉 directions. In con-

trast, in the tetradymite structure, two adjacent chalcogen layers arise every 5 basal planes, giving

a 15-plane repeat sequence along the [001] direction. Based on electron microscopic observations

of Sb2Te3 precipitates in rocksalt-structured AgSbTe2, Medlin and Sugar [72] have proposed how

growth of tetradymite plates could be accomplished through the motion of interfacial disconnections

(line defects possessing both step and dislocation content [193]). Since the growth of tetradymite

precipitates would require the motion of multiple interfacial disconnections, it is interesting to ask
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what controls the arrangement and interaction of such defects and how they might form.

In this paper, we investigate these questions in detail. We focus on precipitates of Sb2Te3

(ahex = 0.4264 nm and chex = 3.0458 nm[194]) in PbTe (acub = 0.6462 nm [195, 196]). Previously,

Ikeda et al. [197] demonstrated a strong suppression of lattice thermal conductivity with increased

interface density in PbTe/Sb2Te3 nanocomposites, motivating interest in determining the atomic and

mesoscale structures of interfaces in this system. Moreover, the PbTe/Sb2Te3 system is interesting

from a structural standpoint because of its large lattice misfit across the {111}PbTe/(0001)Sb2Te3

interface of 6.7%, a misfit that is an order of magnitude larger than that of the AgSbTe2/Sb2Te3

system studied previously by Medlin and Sugar [72]. Thus one anticipates that the interplay between

the dislocation content of the interfacial defects and the interfacial coherency strain may play a key

role in controlling the defect arrangements.

The appendix is organized as follows. First, we outline the crystallographic specification of inter-

facial defects at rocksalt/tetradymite interfaces. Next, we present electron microscopic observations

of interfaces at Sb2Te3 precipitates in PbTe. Using high-resolution transmission electron microscopy

(HRTEM), we analyze several interfacial disconnections and their spatial arrangement at interfaces

vicinal to {111}PbTe/(0001)Sb2Te3 . We then discuss how the step and dislocation content of the

observed interfacial defects are related to the misfit accommodation and interface inclination in

evolving precipitates in this system. Finally, we propose how such defects could arise from the dis-

sociation of crystal lattice dislocations that accommodate the misfit on initially flat segments of the

interface.

D.2 Defect crystallography at rocksalt/tetradymite interfaces

In this section we discuss the crystallography of line defects at rocksalt/tetradymite interfaces, laying

out a framework for interpreting the experimental observations presented later in the paper. We

follow the general topological theory of interfacial defects as developed by Pond [198], applying

this approach to the specific case of rocksalt/tetradymite interfaces vicinal to {111}rocksalt and

(0001)tetradymite.

In general, the set of admissible defects at an interface between two crystals, λ and µ, is given

from the set of lattice translation vectors in the two crystals [198]:

bij = t(λ)j + Pt(µ)i. (D.1)

Here, t(λ) and t(µ) are lattice translation vectors in the two crystals, P is a matrix that transforms

a vector from the crystal coordinates of µ to those of λ, and bij is the set of Burgers vectors obtained

through different combinations of t(λ)j and t(µ)i. Throughout this appendix, we refer to the rocksalt

phase (PbTe) as λ and the tetradymite phase (Sb2Te3) as µ, and we express b in rocksalt crystal
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coordinates.

We define the Burgers vectors with respect to a reference frame in which the crystals are aligned

with {111}rocksalt‖(0001)tetradymite and
〈
101
〉
rocksalt

‖
〈
2110

〉
tetradymite

(as in Fig. D.1). Addition-

ally, it is useful to define this reference frame so that the interatomic spacings within the {111}rocksalt
and (0001)tetradymite planes are strained into coherency. An analogous approach has been discussed

previously in the context of martensitic transformations [199] and strain accommodation at grain

boundaries [200]. From these considerations, Medlin and Sugar [72] have constructed P for a coher-

ently strained rocksalt(λ)/tetradymite (µ) system as:

P =


1
2 − 1

2
chex
acub
√

3

0 1
2

chex
acub
√

3

− 1
2 0 chex

acub
√

3

 . (D.2)

The above orientation relationship aligns in both crystals the threefold inversion axes 3 (along

[111]rocksalt and [0001]tetradymite) and the three mirror planes parallel with these axes (of type

{110}rocksalt and {2110}tetradymite). The interfacial structure, including the sets of interfacial de-

fects, should be related through the symmetry elements shared between the two crystals and would

ideally be expected to exhibit 3m point symmetry.

Based on Eq. D.1, we considered several possible defect configurations for interfaces vicinal to

{111}rocksalt and (0001)tetradymite. A larger set of defects than presented here can be envisaged;

however, we limit our discussion to a narrow set, with step heights in the tetradymite crystal of 0,

1
3chex, and 2

3chex, since these defects are of specific relevance to the experimental observations we

consider next.

The simplest case to consider results from combinations of t(λ) = 1
2 〈110〉 and t(µ) = 1

3

〈
2110

〉
translation vectors lying parallel with the {111}rocksalt/(0001)tetradymite terrace plane. In this case,

the defects with smallest Burgers vector are of type 1
2 〈110〉 (in µ). Because no step is associated

with these 1
2 〈110〉 defects, one could anticipate these defects accommodating the misfit strain along

flat sections of {111}rocksalt and (0001)tetradymite interface.

More complex configurations arise for steps. Fig. D.2 shows schematics for four defects resulting

from different combinations of t(λ) = 〈111〉 and t(µ) = 1
3

〈
1011

〉
, all of which possess steps that

are six close-packed planes high in the rocksalt phase (λ) and five close-packed planes high in the

tetradymite phase (µ). The geometric properties of these defects are summarized in Table D.1a. In

a similar fashion, we also considered disconnections consisting of steps 10 planes high in each phase,

which can be generated from combinations of t(λ) = 1
2 〈334〉 and t(µ) = 2

3

〈
0111

〉
or t(µ) = 1

3

〈
0112

〉
.

These are illustrated schematically in Fig. D.3, and their geometric properties are tabulated in Table

D.1a. For simplicity in the subsequent discussion, we denote these defects in terms of the number of

planes constituting the steps in the rocksalt (λ) and tetradymite (µ) crystals and the sense, positive
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or negative, of the step, with the upper crystal listed first and the lower crystal second. For instance,

the defect in Fig. D.2a is denoted +6/+5, whereas that in Fig. D.2c is denoted -5/-6.

Figure D.2: Schematics of the set of 6/5-type disconnections obtained for different combinations of
t(λ) = 〈111〉 and t(/mu) = 1

3

〈
1011

〉
. Each defect corresponds to a step of ±6 close-packed planes

in the rocksalt phase (λ) and ±5 close-packed planes in the tetradymite phase (µ). The geometric
specifications for these defects are shown in Table D.1a.

The defects in Figs. D.2 and D.3 are drawn in a relaxed, unstrained condition to make clear

the difference in step heights in the rocksalt and tetradymite crystals. This incompatibility in

step height gives a finite component of the Burgers vector normal to the terrace planes for both

types of disconnection. This component, bz, is ±
(√

3acub − chex
3

)
for the 6/5 disconnections and

±
(

5acub
sqrt3 −

2chex
3

)
for the 10/10 disconnections.

It is also instructive to compare the dislocation components lying parallel with the terrace plane

(b‖). For the 6/5 disconnections, b‖ is of type 1
6 〈121〉, which is analogous to a Shockley partial

dislocation. In contrast, for the 10/10 disconnections, b‖ is of type 1
2 〈110〉, which is the same as

a crystal lattice dislocation in the rocksalt phase. The orientation of b‖ also can be distinguished.

Taking the defect line direction to lie normal to the page (i.e. along [101]//[2110]), we see that for

the +6/+5 and +5/+6 disconnections, b‖ is oriented at 90◦ with respect to the line direction (i.e.

bx = 0), whereas for the -6/-5 and -5/-6 disconnections, it is oriented at ±30◦ (i.e. bx = ±acub/2
√

2).

In contrast, b‖ is oriented at ±60◦ with respect to the line direction (i.e. bx = ±acub
√

2/4) for all

of the 10/10 disconnections considered. These distinctions will be useful later in our discussion of
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Table D.1: Summary of defect parameters.
Type tλ tµ b‖ (λ, acub) bx (acub/2

√
2) by

(
acub/

√
6
)

bz (
√

3acub −
ahex

3 )

(a) λ = 6/µ = 5
λ/µ +6/+5 [111] 1

3 [121]( 1
3 [0111]) 1

6 [121] 0 −1(−0.264 nm) +1(+0.104 nm)
λ/µ -6/-5 [111] 1

3 [111]( 1
3 [1101]) 1

6 [211] +1(+0.228 nm) −1/2(−0.132 nm) −1(−0.104 nm)
1
3 [211]( 1

3 [1011]) 1
6 [112] −1(−0.228 nm) −1/2(−0.132 nm)

µ/λ -5/-6 [111] 1
3 [111]( 1

3 [1101]) 1
6 [211] −1(−0.228 nm) +1/2(+0.132 nm) +1(+0.104 nm)

1
3 [211]( 1

3 [1011]) 1
6 [112] +1(+0.228 nm) +1/2(+0.132 nm)

µ/λ +5/+6 [111] 1
3 [121]( 1

3 [0111]) 1
6 [121] 0 +1(+0.264 nm) −1(−0.104 nm)

Type tλ tµ b‖ (λ, acub) bx
(
acub/2

√
2
)

by
(
acub/

√
6
)

bz
(

5acub√
3
− 2

3 chex

)
(b) λ = 10/µ = 10
λ/µ +10/+10 1

2 [334] 2
3 [121]( 2

3 [0111]) 1
2 [110] +1(+0.228 nm) −3/2(−0.396 nm) +1(−0.165 nm)

1
2 [443] 2

3 [121]( 2
3 [0111]) 1

2 [011] −1(−0.228 nm) −3/2(−0.396 nm) +1(−0.165 nm)
λ/µ -10/-10 1

2 [334] 1
3 [122]( 1

3 [0112]) 1
2 [011] −1(−0.228 nm) −3/2(−0.396 nm) −1(+0.165 nm)

1
2 [433] 1

3 [122]( 1
3 [0112]) 1

2 [110] +1(+0.228 nm) −3/2(−0.396 nm) −1(+0.165 nm)
µ/λ -10/-10 1

2 [334] 1
3 [122]( 1

3 [0112]) 1
2 [011] +1(+0.228 nm) +3/2(+0.396 nm) +1(−0.165 nm)

1
2 [433] 1

3 [122]( 1
3 [0112]) 1

2 [110] −1(−0.228 nm) +3/2(+0.396 nm) +1(−0.165 nm)
µ/λ +10/+10 1

2 [334] 1
2 [121]( 1

2 [0111]) 1
2 [110] −1(−0.228 nm) +3/2(+0.396 nm) −1(−0.165 nm)

1
2 [334] 2

3 [121]( 2
3 [0111]) 1

2 [011] +1(+0.228 nm) +3/2(+0.396 nm) −1(−0.165 nm)

the roles these defects play in the phase transformation and accommodation of interface coherency

strain.

The 6/5 type disconnections are of particular interest because of their proposed role in the rock-

salt/tetradymite phase transformation [72]. The tetradymite structure can be generated from the

rocksalt phase by removing every sixth metal plane (marked by arrows in Fig. D.1) and appropri-

ately shearing the crystal to restore the ABC-type stacking sequence of the adjacent close-packed

planes [201]. As illustrated in Fig. D.4, lateral motion of a 6/5 defect can accomplish these actions

as follows: climb of the perpendicular dislocation component of the defect removes a metal plane,

forming a double tellurium layer, while glide of the parallel dislocation component, which is of type

1
6 〈121〉, restores the crystal stacking across the interface [72]. In this mechanism, then, the tellurium

sublattice remains intact, but chemical exchange must occur on the metal sublattice to maintain the

correct stoichiometry.

D.3 Experimental methods

The material for this study was prepared by annealing a Pb-Sb-Te alloy to form a distribution of

Sb2Te3 precipitates within a matrix of PbTe. Based on the phase diagram for the pseudo-binary

(PbTe)1−x(Sb2Te3)x system [12], we chose a composition of x = 0.060 (i.e. 5.5 at. % Sb) to allow

the formation of Sb2Te3 precipitates by annealing in the two-phase PbTeSb2Te3 field following a

suitable homogenization solution anneal at higher temperatures in the single-phase rocksalt PbTe

field. Appropriate amounts of Pb, Sb, and Te elemental starting materials were loaded into a fused

silica ampoule, which was then vacuum-sealed, and backfilled to a pressure of 3.4 × 104 Pa with

Ar. The ampoule was placed in a resistive furnace at 1000◦C for 10 min to melt the material and

then cooled in air to room temperature. The sample was solution annealed at 570◦C for 7 days to
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Figure D.3: Schematics of the set of 10/10-type disconnections obtained from combinations of
t(λ) = 1

2 〈334〉 and t(µ) = 2
3

〈
0111

〉
or 1

3

〈
0112

〉
. Each defect corresponds to a step of ±10 close-

packed planes in the rocksalt (λ) and tetradymite (µ) phases. The geometric specifications for these
defects are shown in Table D.1b.

homogenize the sample and then annealed at 450◦C for 1 h to form the Sb2Te3 precipitates. Both

the homogenization anneal and the precipitation anneal were terminated by water quenching.

Specimens were prepared for TEM analysis by mechanical polishing and dimpling, followed by

argon ion milling (Fischione 1010 ion mill) to achieve final electron transparency. To reduce the

possibility of beam damage during this process, the stage of the ion mill was cooled to below -100◦C

using liquid nitrogen. All HRTEM imaging and diffraction measurements were conducted on a JEOL

4000EX microscope operated at 400 kV.

D.4 Experimental obsevations

D.4.1 Orientation and morphology

The TEM observations showed the presence of nanometer scale Sb2Te3 precipitates, crystallograph-

ically aligned with the PbTe matrix. An example of the microstructure is shown in Fig. D.5. The

precipitates exhibit an elongated, plate-like morphology. Analysis of selected-area electron diffrac-

tion patterns (Fig. D.6) confirms that the precipitates are aligned with {111}PbTe ‖ (0001)Sb2Te3

and
〈
101
〉

PbTe
‖
〈
2110

〉
Sb2Te3

, and that the precipitates are elongated parallel to the (0001)Sb2Te3

planes. Since there are four sets of {111} planes in a cubic structure, the precipitates can form



113

Figure D.4: Growth of tetradymite plates can occur by the motion of interfacial disconnections. In
this schematic, motion of the +6/+5 disconnection to the left thickens the tetradymite plate by one
5-plane thick unit. Here, bz removes a metal plane (labeled c), while b‖ shears the resulting double
chalcogenide layer (labeled B, C) into the correct stacking. Adapted from Ref. [72].

in four crystallographically equivalent orientation variants and habit plane alignments. In a TEM

specimen with the matrix oriented along a 〈110〉-type direction (as in Figs. D.5 and D.6), two of

the Sb2Te3 variants are oriented edge-on, while the remaining two are inclined with respect to the

imaging direction. These results confirm previous analyses of the crystallographic orientations of

Sb2Te3 plates in PbTe deduced from electron backscattered diffraction (EBSD) measurements of this

system [186]. The tips of a number of the precipitates show a marked offset away from the mid-plane

of the precipitate, and in some cases, such as the left precipitate in Fig. D.6a, this morphology is

inverted across the two ends of the precipitate, as would be expected.

Figure D.5: Bright-field TEM micrograph showing Sb2Te3 precipitates in the PbTe matrix.

Through HRTEM observations we identified numerous defects at the PbTe/Sb2Te3 interfaces.

Near the middle of the precipitates, where the inclination is close to {111}PbTe‖(0001)Sb2Te3, we

observed both dislocations (with no steps), as well as some interfacial steps or disconnections. An

example is shown in Fig. D.7. The density of interfacial steps is higher near the ends of the
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precipitates, where there is a more significant departure from the general {111}PbTe‖(0001)Sb2Te3

interfacial inclination (Fig. D.8). In the subsequent analysis, we concentrate on the regions of

interface indicated by the white line on the upper (a) and lower (b) sides of the precipitate in

Fig. D.8. Enlargements of these regions, showing arrays of closely spaced {111}PbTe‖(0001)Sb2Te3

terraces, are shown in Fig. D.9a and b.

Figure D.6: (a) TEM micrograph showing two Sb2Te3 precipitates. Note the offset of the tips of
the precipitates away from the mid-plane of the precipitate. The inversion of the tip morphology for
the two ends of the left precipitate is consistent with the shared 3m symmetry of the two crystals.
(b) The electron diffraction pattern from these precipitates confirms the orientation relationship
discussed in the text. In the indexed schematic the Sb2Te3 patterns are indicated by red and blue
circles; PbTe is indicated by open circles.

D.4.2 Defect analysis

We analyzed the dislocation content of the observed defects by circuit mapping procedures using

the formalism developed by Pond and Hirth [193, 202]. Experimentally, the Burgers vector of an

interfacial defect can be determined from an atomic-resolution image by constructing a closed-loop

circuit around the image of the defect and calculating the closure-failure in a perfect, bicrystalline

reference frame, using the expression:

b = −[C(λ) + PC(µ)], (D.3)

where C(λ) and C(µ) are the segments of a circuit path in the two crystals, λ (PbTe) and µ

(Sb2Te3), and P, as given above in Eq. D.2, is a transformation matrix that converts vectors from

the µ crystal coordinate system to that of λ. The interface crossings occur at crystallographically

equivalent locations.

To illustrate, Fig. D.7b shows a circuit constructed around one of the defects along the flat

section of the interface shown in Fig. D.7a. The analysis shows that this defect, as well as the

other dislocations in this image, marked by arrows, have Burgers vector of type 1
2 〈110〉, specifically
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Figure D.7: (a) HRTEM micrograph taken from the middle region of a precipitate showing a step and
several interfacial dislocations (indicated by arrows). The dislocations are of type 1

2 〈110〉 and the
step is identified as a -5/-6 disconnection. (b) Circuit analysis of one of the interfacial dislocations
with no step. Here, C(λ) = 10 ∗ 1

4 [121] and C(µ) = 11 ∗ 1
2 [120] ± [100](11 ∗ 1

2 [0110] ± 1
6 [2110] in

4-index notation) giving b = 1
2 [110] or 1

2 [011] from Eq. D.3.

1
2 [110] or 1

2 [011]. The two possibilities arise because of the ambiguity of determining the sign of the

dislocation screw component since that lies along the imaging direction. In either case, the edge

component is 1
4 [121] (i.e. by = −3acub/2

√
6). These defects are of the correct sign, and, as we discuss

below, are spaced close to the expected distance required to accommodate the misfit strain on flat

{111}PbTe/(0001)Sb2Te3 terraces. Through similar analyses, the step in Fig. D.7a was identified as

a -6/-5 disconnection.

Figure D.8: HRTEM image of Sb2Te3 precipitate taken near the tip of a precipitate. Enlargements
of regions (a and b), indicated by the white lines, are presented in Fig. D.9.

We focused in particular on analyzing the defects near the leading edge of the precipitates. Fig.

D.10 illustrates a circuit constructed around one of the disconnections observed along section (a)

of the interface of Figs. D.8 and D.9a. This defect is a +6/+5 disconnection (i.e. consisting of a



116

step that is 6 close-packed planes high in the PbTe crystal and 5 high in the Sb2Te3 crystal), and

is topologically equivalent to the interfacial disconnection observed previously at a {111}/(0001)

interface in the AgSbTe2/Sb2Te3 system [72].

Figure D.9: (a) Array of +6/+5 disconnections separating (111)PbTe/(0001)Sb2Te3 terraces along
region (a) from Fig. D.8. The arrows indicate the positions of the dislocation cores of these defects.
(b) Three -10/-10 disconnections and a -5/-6 disconnection along region (b) of Fig. D.8.

We identified 13 defect cores over section (a) of the interface indicated on Fig. D.8. The positions

of the defects are plotted in Fig. D.11. Circuit analyses showed that all but one of these defects

were +6/+5 disconnections. The remaining defect was identified as a +10/+10 disconnection.

That an array of +6/+5 disconnections should be present near the tip of the advancing Sb2Te3

precipitate is consistent with the proposed role for this defect in the growth of tetradymite precipi-

tates in rocksalt chalcogenides [72], as discussed above in Section D.4.2. It is interesting, therefore,

to compare the structures of the interface on the upper and lower sides of the leading edge of the

precipitate (i.e. regions (a) and (b) of Fig. D.8). Given the well-ordered array of +6/+5 discon-

nections on the upper interface one might anticipate a similar arrangement of the complementary

-5/-6 disconnections on the lower interface. However, analysis of the defects observed in region (b)

of Fig. D.8 (enlarged in Fig. D.9b) shows a more complex situation. Although a -5/-6 disconnection

is observed, several -10/-10 disconnections are also present. As we discuss below, this difference in

selection of defect structure for the upper and lower leading edges of the precipitate may reflect the

relative efficiency of the different possible defects in accommodating the interfacial misfit strain.
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D.5 Discussion

D.5.1 Relationship of the interfacial disconnections to the misfit strain

The misfit across {111}/000 1 terraces is quite large for the PbTe/Sb2Te3 system. Taking the co-

herency strain, εcoh, as that required to match nearest-neighbor distances within {111}PbTe/{0001}Sb2Te3
terraces gives εcoh = (ahex

√
2/acub − 1) = 0.0668, or ∼ 6.7%. Along a flat interface, without steps,

the coherency strain can be accommodated by an array of misfit dislocations spaced at a separation,

L, such that the edge component of their in-plane Burgers vector cancels the coherency strain (e.g.

L = -by/εcoh). The edge component, by, of a 60◦ 1
2 〈110〉 dislocation is 0.396 nm, giving an expected

spacing of 6 nm, which is comparable to the defect spacing observed in Fig. D.7, which ranges from

5 to 7 nm.

Similarly, the spacing of the interfacial disconnections should also be related to the misfit strain

since they too possess dislocation content. However, a regularly spaced array of disconnections will

also change the average inclination of the interface since each defect introduces a step. The resulting

inclination angle, h, can be obtained by solving [199, 203]:

−εcoh = (bytanθ + bztan2θ)h−1. (D.4)

In this expression, by and bz are the Burgers vector components parallel and perpendicular to the

terrace, and h is the smaller of the step heights in the two crystals. In this expression, the defects

are spaced to fully cancel the coherency strain projected onto the inclined interface plane.

Figure D.10: Example of a circuit path used to characterize the Burgers vectors of the interfacial
disconnections. C(λ) = 1

2 [787] and C(µ) = 1
3 [16, 32, 1] giving b and step heights consistent with a

+6/+5 disconnection as described in Table D.1a.

Taking the parameters for an array of +6/+5 disconnections (i.e. by = -0.264 nm, bz = 0.104

nm and h = hµ = 1.015 nm), with εcoh = +0.0668, predicts an interface inclination angle of 16.2◦.

We can compare this prediction with the angle measured from region (a) of Fig. D.8, which we
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determined by fitting a line to the marked defect coordinates (see Fig. D.11). (The +10/+10

disconnection, which is indicated by an open circle, marks a departure from linearity on this plot.)

This measurement gives an interface inclination angle, h, of 14.8◦ relative to the {0001} planes of

the Sb2Te3 crystal, which is in reasonable agreement with the value predicted from Eq. (D.4).

Figure D.11: Positions of the defect cores along the length of interface indicated as (a) in Fig.
D.8. The regularly spaced array of steps inclines the interface in this region by 14.8◦ from the
(111)PbTe/(0001)Sb2Te3 inclination, as determined from the slope of this plot. The filled dots are
the positions of +6/+5 disconnections. The open circle was identified as a +10/+10 disconnection.

Additionally, residual dislocation content perpendicular to the inclined interface plane will rotate

the crystals away from the reference orientation (in a manner analogous to the rotation at a wall of

edge dislocations at a low-angle tilt boundary). This tilt angle can be calculated from [203]:

φ = 2sin−1[(bzcosθ − bysinθ − εcohhcosθ)sinθ/2h]. (D.5)

Again using the parameters for an array of +6/+5 disconnections, this expression gives a value

of φ = +1.64◦, representing a clockwise rotation of the PbTe crystal relative to the Sb2Te3 crystal.

Experimentally, from the orientation of the lattice fringes, we measure a rotation of φ = 1.2± 0.5◦,

also in the clockwise direction. These results for θ and φ show that the arrangement of the +6/+5

defects is close to that required for these defects to fully accommodate the interfacial coherency

strain.

As we noted in Section D.4.2, it is somewhat surprising that an analogous array of -5/-6 discon-

nections is not observed on the lower side of the precipitates leading edge (region (b) of Fig. D.8).

Instead, several -10/-10 disconnections are observed. Consideration of the accommodation of misfit
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Figure D.12: Burgers vector density projected onto the average habit plane as a function of the
inclination angle for arrays of disconnections in the PbTe/Sb2Te3 system. The blue and green
curves show the projected values of by and bz, respectively (normalized per unit interface length).
The coherency strain on the terraces is represented by bcoh indicated in red. For an array of +6/+5
disconnections (a), these dislocation components cancel at an interface inclination angle of 16.2◦. The
magnitude of by is smaller for the -5/-6 disconnections (b). In this case, the increasing component
of bz projected onto the more steeply inclined interface offsets the small magnitude of by so that the
components never fully cancel. In contrast, -10/-10 disconnections (c) can accommodate the misfit
strain because of their larger by.

strain suggests a solution to this quandary. Although the magnitudes of the step heights for the +6/

+5 and -5/-6 disconnections are the same, the magnitude of the dislocation edge component in the

terrace plane (by) of a -5/-6 disconnection is only half that of a +6/+5 disconnection because b‖ is

oriented at 30◦ to the defect line direction, which we assume is aligned with the imaging direction.

Thus, the -5/-6 disconnections will be less efficient at accommodating the interfacial misfit than the

pure edge +6/+5 disconnections we observed along region (a).

Indeed, from Eq. D.4, an array consisting solely of this type of disconnection cannot accom-

modate the large misfit of the PbTe/Sb2Te3 system. The reason is that as the defect spacing is

decreased to compensate the coherency strain, the increasing component of bz projected onto the

more steeply inclined interface offsets the small magnitude of by. This effect can be seen in Fig.

D.12, which plots these projected components as a function of interface inclination angle for arrays

of +6/+5 and -5/-6 disconnections. Whereas the +6/+5 disconnections cancel the coherency strain

projected onto the inclined interface at an angle of 16.2◦ (Fig. D.12a) (as given by Eq. D.4 above),
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there is no inclination angle for which all the components cancel for an array of -5/-6 disconnections

(Fig. D.12b). In contrast, because the edge component of the -10/-10 disconnections is much larger,

these defects can play a more effective role in accommodating the misfit. Fig. D.12c plots the pro-

jected dislocation components for an array of -10/-10 disconnections (by = +0.396 nm, bz = −0.165

nm, h = hk = −1.865 nm, and εcoh = −0.0668). In this case, the array cancels the coherency strain

at an inclination angle of -15.7◦.

It is conceivable that +6/+5 and -5/-6 disconnections may initially play analogous roles in

the transformation from the rocksalt to tetradymite phase at both the upper and lower interfaces.

However, in systems such as PbTe/Sb2Te3 that have large misfit, development of a stable, extended

array of the -5/-6 disconnections is unlikely as this would result in large, uncompensated strains.

Instead, these defects would need to convert to a more efficient configuration, such as an array

of -10/-10 disconnections, to relieve these strains. Differences in the elastic interactions of evolving

defect arrays as well as in the kinetic processes by which they evolve could account for the asymmetry

in tip morphology that we observe in a number of the precipitates. An additional consideration is

that in the three dimensional precipitate, we would anticipate the interfacial defects to be arrayed

in a network with multiple line directions consistent with the interfacial symmetry. Further work

quantifying the shape distributions of precipitates in this system and the arrangement of the defect

line directions within the interface plane would help to clarify these issues.

D.5.2 Nucleation of new tetradymite layers

Finally, we consider how new disconnections might be generated to nucleate new tetradymite layers.

Evidence suggesting a mechanism is found in the HRTEM image shown in Fig. D.13. This image

was taken from a region of precipitate away from the growing tip. Here, several contrast features

that appear to be alternating up and down steps are indicated. Circuit analysis on one of the clearer

features (Fig. D.13b) shows that these are alternating up (+6/+5) and down (-6/-5) disconnections.

Since the step heights of the adjacent disconnections cancel, the average interface inclination of this

section of interface is parallel with {111}PbTe/(0001)Sb2Te3. Similarly, the perpendicular component

of the dislocation content (bz) of the adjacent pairs also cancels. In contrast, the dislocation content

parallel to the interface remains finite. Summing b‖ for the adjacent +6/+5 and -6/-5 disconnections

(see Table D.1), gives (in the rocksalt coordinate frame) total Burgers vectors of:

1

6
[121] +

1

6
[211] =

1

2
[110] or

1

6
[121] +

1

6
[112] =

1

2
[011], (D.6)

depending on the sign of the defect component along the imaging direction. These total Burgers

vectors are equivalent to perfect crystal lattice translation vectors in the rocksalt crystal.

From the above observations we can speculate on the processes involved in the nucleation of new
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Figure D.13: (a) Alternating up and down steps at a section of the PbTe/Sb2Te3 interface away
from tip region. (b) Circuit analysis shows that the up step (C(λ) = EB, C(µ) = CF) is a +6/+5
disconnection and the down step (C(λ) = AE and C(µ) = FD) is a -6/-5 disconnection. Circuit
analysis around the entire defect (C(λ) = AB, C(µ) = CD) gives a Burgers vector of 1

2 [110] or
1
2 [011], consistent with a crystal lattice dislocation.

tetradymite layers, as illustrated schematically in Fig. D.14. We know that in general the Sb2Te3

precipitates are elongated along {11 1}PbTe/(0001)Sb2Te3. To maintain this average inclination

the net step content must be zero; yet defects are still required to accommodate the misfit strain.

The misfit along flat sections of the elongated {111}PbTe/(0001)Sb2Te3 precipitate interface can be

accommodated by arrays of 1
2 〈110〉 type crystal lattice dislocations, since if compact, such defects

have no step associated with them. However, dissociation of these crystal lattice dislocations into

paired +6/+5 and -6/-5 disconnections, as described in Eq. (D.6), would form complementary up

and down steps forming the nuclei for a new Sb2Te3 layer. In this view, growth of the new layer

would proceed by the motion of these disconnections along the {111}PbTe/(0001)Sb2Te3 interface. As

the complementary +6/+5 and -6/-5 disconnections meet, their step components would annihilate,

completing a new layer of the tetradymite phase, while their net dislocation content would be

retained, as required to accommodate the interfacial misfit. In contrast, at the ends of the new

layer, the terminating disconnections would have no counterparts with which to annihilate and thus

would be incorporated into the evolving tip of the advancing precipitate. Here, the pure edge-type

disconnections (such as the +6/+5 disconnections we have observed) could accommodate the misfit
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strain on this section of interface, but further rearrangements would be required to convert the

mixed character disconnections (such as the -6/-5 defects) to more stable configurations, such as the

-10/-10 disconnections we have observed.

Figure D.14: Proposed step nucleation mechanism. (a) Array of 1
2 〈110〉 lattice dislocations accom-

modates the misfit strain along flat sections of {111}PbTe/{0001}Sb2Te3 interface. (b) Dissociation
of the 1

2 〈110〉 dislocations into paired +6/+5 and -6/-5 disconnections, forming initial steps in the
interface. These disconnections move laterally and eventually combine with their oppositely signed
counterparts. (c) The step and bz components annihilate, but the b‖ components add vectorially to

form a new set of 1
2 〈110〉 dislocations in the translated interface. The remaining disconnections at

the ends of the interface are incorporated into the growing tip of the precipitate.

D.6 Conclusions

Our observations highlight the important roles that interfacial line defects can play in the growth

of tetradymite plates in rocksalt-structured chalcogenides. In summary, the presence of numerous

interfacial +6/+5 type disconnections near the tip of a Sb2Te3 plate in PbTe is consistent with

the notion that the atomic mechanism for growth of tetradymite plates in rocksalt chalcogenides

involves the motion of such step-like defects. Moreover, the arrangement of these defects is consistent

with that required to accommodate the rather large misfit strain in the PbTe/Sb2Te3 system. The

role of these defects in accommodating strain suggests that they cannot move independently, but

rather must be coupled to each other through this strain interaction. Our observations also suggest a

mechanism for the nucleation of new tetradymite layers. New layers could form by the decomposition

of crystal lattice dislocations, present to accommodate misfit on flat regions of interface, into pairs of

complementary disconnections with oppositely signed steps. In this view, then, the morphology of

the evolving precipitates, both in terms of their macroscopic shape and their local, nanometer-scale

roughness, should be sensitively tied to the kinetics of the step nucleation and motion as well as to

the interfacial misfit, since the misfit will control the density of interfacial defects.
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Interfacial line defects such as we have identified and analyzed here provide the elementary build-

ing blocks for constructing higher-level models for interfacial structure and properties. Ultimately,

the electronic and thermal transport processes that govern energy conversion efficiency in nanostruc-

tured thermoelectric materials are tied to the structure, morphology and strain state of the internal

interfaces. Further work exploring the defect mechanisms at such interfaces should be fruitful in

yielding improved routes for controlling interfaces for advanced thermoelectric nanocomposites.
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