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Abstract

Energy and sustainability have become one of the most critical issues of our generation. While the abundant potential of renewable energy such as solar and wind provides a real opportunity for sustainability, their intermittency and uncertainty present a daunting operating challenge. This thesis aims to develop analytical models, deployable algorithms, and real systems to enable efficient integration of renewable energy into complex distributed systems with limited information.

The first thrust of the thesis is to make IT systems more sustainable by facilitating the integration of renewable energy into these systems. IT represents the fastest growing sectors in energy usage and greenhouse gas pollution. Over the last decade there are dramatic improvements in the energy efficiency of IT systems, but the efficiency improvements do not necessarily lead to reduction in energy consumption because more servers are demanded. Further, little effort has been put in making IT more sustainable, and most of the improvements are from improved “engineering” rather than improved “algorithms”. In contrast, my work focuses on developing algorithms with rigorous theoretical analysis that improve the sustainability of IT. In particular, this thesis seeks to exploit the flexibilities of cloud workloads both (i) in time by scheduling delay-tolerant workloads and (ii) in space by routing requests to geographically diverse data centers. These opportunities allow data centers to adaptively respond to renewable availability, varying cooling efficiency, and fluctuating energy prices, while still meeting performance requirements. The design of the enabling algorithms is however very challenging because of limited information, non-smooth objective functions and the need for distributed control. Novel distributed algorithms are developed with theoretically provable guarantees to enable the “follow the renewables” routing. Moving from theory to practice, I helped HP design and implement industry’s first Net-zero Energy Data Center.

The second thrust of this thesis is to use IT systems to improve the sustainability and efficiency of our energy infrastructure through data center demand response. The main challenges as we integrate more renewable sources to the existing power grid come from the fluctuation and unpredictability of renewable generation. Although energy storage and reserves can potentially solve the issues, they are very costly. One promising alternative is to make the cloud data centers demand responsive. The potential of such an approach is huge. To realize this potential, we need adaptive and distributed control of cloud data centers and new electricity market designs for distributed electricity resources.
My work is progressing in both directions. In particular, I have designed online algorithms with theoretically guaranteed performance for data center operators to deal with uncertainties under popular demand response programs. Based on local control rules of customers, I have further designed new pricing schemes for demand response to align the interests of customers, utility companies, and the society to improve social welfare.
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Chapter 1

Introduction

This thesis aims to develop analytical models, deployable algorithms, and real systems to enable efficient integration of renewable energy into IT systems and furthermore, to use IT to improve the sustainability and efficiency of our broad energy infrastructure through data center demand response.

Data center demand response sits at the intersection of two important societal challenges. First, as IT becomes increasingly crucial to society, the associated energy demands skyrocket, e.g., within the US the growth in electricity demand of IT is ten times larger than the overall growth of electricity demands [78, 160, 110]. Second, the integration of renewable energy into the power grid is fundamental for improving sustainability, but causes significant challenges for management of the grid that can potentially increase costs considerably [57, 63]. Further, this challenge is magnified by the fact that large-scale fast-charging storage is simply not cost-effective at this point.

The key idea behind data center demand response is that these two challenges are in fact symbiotic. Specifically, data centers are large loads, but are also flexible – data center loads can often be shifted in time [70, 14, 120, 86, 132, 497, 183, 121], curtailed via quality degradation [20, 85, 180, 189], or even shifted geographically [150, 153, 184, 123, 122, 188, 119, 34]. If the flexibility of data centers can be called on by the grid via demand response programs, then they can be a crucial tool for easing the incorporation of renewable energy into the grid. Further, this interaction can be “win-win” because the financial benefits from data center participation in demand response programs can help ease the burden of skyrocketing energy costs.

The first thrust of the thesis is to make IT systems more sustainable by facilitating the integration of renewable energy into these systems. IT represents the fastest growing sectors in energy usage and greenhouse gas pollution: the Internet produces emissions comparable to the airline industry [50]; worldwide data centers consume as much electricity as United Kingdom does on an annual basis [79, 78, 160]. Most importantly, the growth rate of data center electricity usage is more than 10 times the growth rate of the total electricity usage [78, 160, 110]. Over the last decade there are dramatic improvements in the energy efficiency of IT systems [12, 171, 120, 183, 101, 131, 185, 23, 101, 131, 143].
but the efficiency improvements do not necessarily lead to reduction in energy consumption because more servers are demanded as another instance of Jevons Paradox. Further, little effort has been put in making IT more sustainable, e.g., quite a lot of data centers are built at locations with cheap yet “dirty” electricity supply, and most of the improvements are from improved engineering rather than improved “algorithms”.

In contrast, this work focuses on developing algorithms with rigorous theoretical analysis that improve the sustainability of IT systems. In particular, this research seeks to exploit the flexibilities of cloud workloads both (i) in time by scheduling delay-tolerant workloads and (ii) in space by routing requests to geographically diverse data centers. These opportunities allow cloud data centers to adaptively respond to renewable availability, varying cooling efficiency, and fluctuating energy prices, while still meeting performance requirements, by performing the “geographical load balancing”. The design of the enabling algorithms is however highly challenging because of limited information, non-smoothness of objective functions, and the need of distributed control. Chapter 2 therefore focuses on these algorithmic challenges. In particular, three distributed algorithms are derived for achieving optimal geographical load balancing to enable the “follow the renewables” routing with theoretically guaranteed convergence to an optimal solution. Our real trace driven numerical simulations show that the “geographical load balancing”, if incentivized properly, can significantly reduce non-renewable energy usage and/or required capacity of renewable energy for the system to become sustainable. The work presented in this chapter is based on publication [123].

Moving from theory to practice, I helped HP design and implement industry’s first Net-zero Energy Data Center, which was named a 2013 Computerworld Honors Laureate. The results were further integrated into the design and management of HP EcoPOD data center, which has been used by many major IT companies and research institutes. Chapter 3 presents our system implementation through a novel approach of modeling the energy flows in a data center and optimizing its operation holistically. Data centers typically comprise three main subsystems: IT equipment provides services to customers; power infrastructure supports the IT and cooling equipment; and the cooling infrastructure removes the generated heat. Our work reduces cost and environmental impact using a holistic approach that integrates energy supply, e.g., renewable supply and dynamic pricing, and cooling supply, e.g., chiller and outside air cooling, with IT workload planning to improve the overall attainability of data center operations. Specifically, we predict renewable energy as well as IT demand and design an IT workload management plan that schedules IT workload and allocates IT resources within a data center according to time varying power supply and cooling efficiency. We have implemented and evaluated our approach using traces from real data centers and production systems. The results demonstrate that our approach can reduce both the recurring power costs and the use of non-renewable energy by as much as 60% compared to existing techniques, while still meeting the Service Level Agreements. This chapter is a proof of concept for the wide-variety of
“optimization-based designs” recently proposed, e.g., [114, 123, 153, 184, 120, 143, 122, 119]. The work presented in this chapter is based on publication [121].

The second thrust of this thesis is to use IT systems to improve the sustainability and efficiency of our broad energy infrastructure through data center demand response. The main challenges as we integrate more renewable sources to the existing power grid come from the fluctuation and unpredictability of renewable generation. Although energy storage and reserves can potentially solve the issues, they are very costly. One promising alternative is to make geographically distributed data centers demand responsive because it can provide significant peak demand reduction and ease the incorporation of renewable energy into the grid. The potential of such an approach is huge. The energy usage of cloud computing is estimated to grow at 20-30% annually over the coming decades, which nearly matches the estimated growth rate of wind and solar installments. Data centers have a huge potential to provide a large fraction of the amount of storage needed to incorporate renewable resources smoothly.

To realize this potential, we need adaptive and distributed control of cloud data centers and new electricity market designs for distributed electricity resources. My work is progressing in both directions. Chapter 4 focuses on the design of local algorithms. In particular, we study two demand response schemes to reduce a data center’s peak loads and energy expenditure: workload shifting and the use of local power generation in coincident peak pricing program [67]. We develop a detailed characterization of coincident peak data over two decades from Fort Collins Utilities, Colorado and then design two algorithms for data centers by combining workload scheduling and local power generation to avoid the coincident peak and reduce energy expenditure. The first algorithm optimizes the expected cost and the second provides a good worst-case guarantee for any coincident peak pattern, workload demand and renewable generation prediction error distributions. We evaluate these algorithms via numerical simulations based on real world traces from production systems. The results show that using workload shifting in combination with local generation can provide significant cost savings compared to either alone. The work presented in this chapter is based on publication [125].

Based on the local control rules of data centers, Chapter 5 continues to study market design for data center demand response in order to align the interests of customers, power utility companies, and the society to improve social welfare. Due to the market power most data centers maintain, it is difficult to design programs that provide efficient incentives for data center demand response. To that end, we propose that prediction-based pricing is an appealing market design, and show that it outperforms more traditional supply function bidding mechanisms in situations where market power is an issue. However, prediction-based pricing may be inefficient when predictions are inaccurate, and we provide analytic, worst-case bounds on the impact of prediction error on the efficiency of prediction-based pricing for quadratic cost functions. These bounds hold even when network
constraints are considered, and highlight that prediction-based pricing is surprisingly robust to prediction errors. The work presented in this chapter is based on publication [124]. Industrial collaborations are currently undergoing with HP, Fort Collins Utilities, and Southern California Edison for the technology transfer.
Chapter 2

Sustainable IT: Greening Geographical Load Balancing

Increasingly web services are provided by massive, geographically diverse “Internet-scale” distributed systems, some having several data centers each with hundreds of thousands of servers. Such data centers require many megawatts of electricity and so companies like Google and Microsoft pay tens of millions of dollars annually for electricity [150].

The enormous, and growing, energy demands of data centers have motivated research both in academia and industry on reducing energy usage, for both economic and environmental reasons. Engineering advances in cooling, virtualization, DC power, etc. have led to significant improvements in the Power Usage Effectiveness (PUE) of data centers; see [24, 170, 102, 107]. Such work focuses on reducing the energy use of data centers and their components.

A different stream of research has focused on exploiting the geographical diversity of Internet-scale systems to reduce the energy cost. Specifically, a system with clusters at tens or hundreds of locations around the world can dynamically route requests/jobs to clusters based on proximity to the user, load, and local electricity price. Thus, dynamic geographical load balancing can balance the revenue lost due to increased delay against the electricity costs at each location.

The potential of geographical load balancing to provide significant cost savings for data centers is well known; see [114, 113, 150, 163, 165, 184] and the references therein. The goal of the current work is different. Our goal is to explore the social impact of geographical load balancing systems. In particular, because GLB reduces the average price of electricity, it reduces the incentive to make other energy-saving tradeoffs.

In contrast to this negative consequence, geographical load balancing provides a huge opportunity for environmental benefit as the penetration of green, renewable energy sources increases. Specifically, an enormous challenge facing the electric grid is that of incorporating intermittent, non-dispatchable renewable sources such as wind and solar. Because generation supplied to the grid must be balanced by demand (i) instantaneously and (ii) locally (due to transmission losses and
the prohibitive cost of high-capacity long-distance electricity transmission lines), renewable sources pose a significant challenge. A key technique for handling the non-dispatchability of renewable sources is demand response, which entails the grid adjusting the demand by changing the electricity price \[8\]. However, demand response entails a local customer curtailing use. In contrast, the demand of Internet-scale systems is flexible geographically; thus requests can be routed to different regions to “follow the renewables” to do the work in the right place, providing demand response without service interruption. Since data centers represent a significant and rapidly growing fraction of total electricity consumption, and the IT infrastructure with necessary knobs is already in place, geographical load balancing can provide an inexpensive approach for enabling large scale, global demand response.

The key to realizing the environmental benefits above is for data centers to move from the typical fixed price contracts that are now widely used toward some degree of dynamic pricing, with lower prices when renewable energy generation exceeds expectation. The current demand response markets provide a natural way for this transition to occur, and there is already evidence of some data centers participating in such markets \[1\].

The contribution of this chapter is twofold. (1) We develop distributed algorithms for geographical load balancing with provable optimality guarantees. (2) We use the proposed algorithms to explore the feasibility and consequences of using geographical load balancing for demand response in the grid.

**Contribution (1):** To derive distributed geographical load balancing algorithms we use a simple but general model, described in detail in Section 2.1. In it, each data center minimizes its cost, which is a linear combination of an energy cost and the lost revenue due to the delay of requests (which includes both network propagation delay and load-dependent queueing delay within a data center). The geographical load balancing algorithm must then dynamically decide both how requests should be routed to data centers and how to allocate capacity in each data center (e.g., speed scaling and how many servers are kept in active/energy-saving states).

In Section 2.2, we characterize the optimal geographical load balancing solutions and show that they have practically appealing properties, such as sparse routing tables. In Section 2.3, we use the previous characterization to design three distributed algorithms which provably compute the optimal routing and provisioning decisions and require different degrees of coordination. The key challenge here is how to design distributed algorithms with guaranteed convergence without Lipschitz continuity. Finally, we evaluate the distributed algorithms using numeric simulation of a realistic, distributed, Internet-scale system (Section 2.4). The results show that a cost saving of over 40% during light-traffic periods is possible.

**Contribution (2):** In Section 2.5 we evaluate the feasibility and benefits of using geographical load balancing to facilitate the integration of renewable sources into the grid. We do this using a
trace-driven numeric simulation of a realistic, distributed Internet-scale system in combination with real wind and solar energy generation traces over time.

When the data center incentive is aligned with the social objective for reducing brown energy by dynamically pricing electricity proportionally to the fraction of the total energy coming from brown sources, we show that “follow the renewables” routing ensues (see Figure 2.5), providing significant social benefit. We determine the wasted brown energy when prices are static, or are dynamic but do not align data center and social objectives enough, also later shown by [72].

2.1 Model and Notation

We now introduce the workload and data center models, followed by the geographical load balancing problem.

2.1.1 The workload model

We consider a discrete-time model with time step duration normalized to 1, such that routing and capacity provisioning decisions can be updated within a time slot. There is a (possibly long) interval of interest $t \in \{1, \ldots, T\}$. There are $|J|$ geographically concentrated sources of requests, i.e., “cities”, and work consists of jobs that arrive at a mean arrival rate of $L_j(t)$ from source $j$ at time $t$ is. Jobs are assumed to be small, so that provisioning can be based on the $L_j(t)$. In practice, $T$ could be a month and a timeslot length could be 1 hour. Our analytic results make no assumptions on $L_j(t)$; however numerical results in Sections 2.4 and 2.5 use measured traces to define $L_j(t)$.

2.1.2 The data center cost model

We model an Internet-scale system as a collection of $|N|$ geographically diverse data centers, where data center $i$ is modeled as a collection of $M_i$ homogeneous servers. The model focuses on two key control decisions of geographical load balancing at each time $t$: (i) determining $\lambda_{ij}(t)$, the amount of requests routed from source $j$ to data center $i$; and (ii) determining $m_i(t) \in \{0, \ldots, M_i\}$, the number of active servers at data center $i$. Since Internet data centers typically contain thousands of active servers, we neglect the integrality constraint on $m_i$. The system seeks to choose $\lambda_{ij}(t)$ and $m_i(t)$ in order to minimize cost during $[1, T]$. Depending on the system design, these decisions may be centralized or decentralized. Section 2.3 focuses on the algorithms for this.

Our model for data center costs focuses on the server costs of the data center. We model costs by combining the energy cost and the delay cost (in terms of lost revenue). Note that, to simplify the model, we do not include the switching costs associated with cycling servers in and out of power-

1 Minimizing server energy consumption also reduces cooling and power distribution costs.
saving modes; however, the approach of [119, 120] provides a natural way to incorporate such costs if desired.

**Energy cost.** To capture the geographical diversity and variation over time of energy costs, we let $g_i(t, m_i, \lambda_i)$ denote the energy cost for data center $i$ during timeslot $t$ given $m_i$ active servers and arrival rate $\lambda_i$ including cooling power [1061, 113, 121]. For every fixed $t$, we assume that $g_i(t, m_i, \lambda_i)$ is continuously differentiable in both $m_i$ and $\lambda_i$, strictly increasing in $m_i$, non-decreasing in $\lambda_i$, and jointly convex in $m_i$ and $\lambda_i$. This formulation is quite general. It can capture a wide range of models for power consumption, e.g., energy costs as an affine function of the load, see [62], or as a polynomial function of the speed, see [185, 19].

Defining $\lambda_i(t) = \sum_{j \in J} \lambda_{ij}(t)$, $\forall t$, the total energy cost of data center $i$ during timeslot $t$, denoted by $E_i(t)$, is simply

$$E_i(t) = g_i(t, m_i(t), \lambda_i(t)). \tag{2.1}$$

**Delay cost.** The delay cost captures the lost revenue incurred from the delay experienced by the requests. To model this, we define $r(d)$ as the lost revenue associated with average delay $d$. We assume that $r(d)$ is strictly increasing and convex in $d$.

We consider the two components of delay: the network delay while the request is outside the data center and the queueing delay within the data center. To model delay, we consider its two components: the network delay experienced while the request is outside of the data center and the queueing delay experienced in the data center.

Let $d_{ij}(t)$ denote the average network delay of requests from source $j$ to data center $i$ in timeslot $t$. Let $f_i(m_i, \lambda_i)$ be the average queueing delay at data center $i$ given $m_i$ active servers and an arrival rate of $\lambda_i$. We assume that $f_i$ is strictly decreasing in $m_i$, strictly increasing in $\lambda_i$, and strictly convex in both $m_i$ and $\lambda_i$. Further, for stability, we must have that $\lambda_i = 0$ or $\lambda_i < m_i \mu_i$, where $\mu_i$ is the service rate of a server at data center $i$. Thus, we define $f_i(m_i, \lambda_i) = \infty$ for $\lambda_i \geq m_i \mu_i$. For other $m_i$, we assume $f_i$ is finite, continuous and differentiable. Note that these assumptions are satisfied by most standard queueing formula, e.g., the average delay under M/GI/1 Processor Sharing (PS) queue and the 95th percentile of delay under the M/M/1. Further, the convexity of $f_i$ in $m_i$ models the law of diminishing returns for parallelism.

Combining the above gives the following model for the total delay cost $D_i(t)$ at data center $i$ during timeslot $t$:

$$D_i(t) = \sum_{j \in J} \lambda_{ij}(t) r \left( f_i(m_i(t), \lambda_i(t)) + d_{ij}(t) \right). \tag{2.2}$$

2We focus on the issue of peak pricing in our recent work [125]. It requires slightly different approaches, but they can be merged.
2.1.3 The geographical load balancing problem

Given the cost models above, the goal of geographical load balancing is to choose the routing policy \( \lambda_{ij}(t) \) and the number of active servers in each data center \( m_i(t) \) at each time \( t \) in order to minimize the total cost during \([1, T]\). This is captured by the following optimization problem:

\[
\min_{m(t), \lambda(t)} \sum_{t=1}^{T} \sum_{i \in N} \left( \mathcal{E}_i(t) + D_i(t) \right) \tag{2.3a}
\]

subject to:

\[
\sum_{i \in N} \lambda_{ij}(t) = L_j(t), \quad \forall j \in J \tag{2.3b}
\]

\[
\lambda_{ij}(t) \geq 0, \quad \forall i \in N, \forall j \in J \tag{2.3c}
\]

\[
0 \leq m_i(t) \leq M_i, \quad \forall i \in N \tag{2.3d}
\]

\[
m_i(t) \in \mathbb{N}, \quad \forall i \in N \tag{2.3e}
\]

So, we can relax the integer constraint in (2.3) and round the resulting solution with minimal increase in cost. Because this model neglects the cost of turning servers on and off, the optimization decouples into independent sub-problems for each timeslot \( t \). For the analysis we consider only a single interval\(^3\). Thus, the minimization of the aggregate of \( \mathcal{E}_i(t) + D_i(i) \) is achieved by solving, at each timeslot,

\[
\min_{m, \lambda} \sum_{i \in N} g_i(m_i, \lambda_i) + \sum_{i \in N} \sum_{j \in J} \lambda_{ij} r(d_{ij} + f_i(m_i, \lambda_i)) \tag{2.4a}
\]

subject to:

\[
\sum_{i \in N} \lambda_{ij} = L_j, \quad \forall j \in J \tag{2.4b}
\]

\[
\lambda_{ij} \geq 0, \quad \forall i \in N, \forall j \in J \tag{2.4c}
\]

\[
0 \leq m_i \leq M_i, \quad \forall i \in N. \tag{2.4d}
\]

where \( m = (m_i)_{i \in N} \) and \( \lambda = (\lambda_{ij})_{i \in N, j \in J} \). We refer to this formulation as GLB. Note that GLB is jointly convex in \( \lambda_{ij} \) and \( m_i \) and can be efficiently solved centrally\(^3\). However, a distributed solution algorithm is usually required by large-scale systems, such as those derived in Section 2.3.

In contrast to prior work on geographical load balancing, this work jointly optimizes total energy cost and end-to-end user delay, with consideration of both price and network delay diversity. To our knowledge, this is the first work to do so.

GLB provides a general framework for studying geographical load balancing. However, the model still ignores many aspects of data center design, e.g., reliability and availability, which are central

\(^3\)Time-dependence of \( L_j \) and prices is re-introduced for, and central to, the numerical results in Sections 2.4 and 2.5.
to data center service level agreements. Such issues are beyond the scope of this work; however our designs merge nicely with proposals such as [108] for these goals.

The GLB model is too broad for some of our analytic results and thus we often use two restricted versions.

Linear lost revenue. There is evidence that lost revenue is linear within the range of interest for sites such as Google, Bing, and Shopzilla [52, 2]. To model this, we can let \( r(d) = \beta d \), for constant \( \beta \). GLB then simplifies to

\[
\min_{m, \lambda} \sum_{i \in N} g_i(m_i, \lambda_i) + \beta \left( \sum_{i \in N} \lambda_i f_i(m_i, \lambda_i) + \sum_{i \in N} \sum_{j \in J} d_{ij} \lambda_{ij} \right)
\]

subject to (2.4b)–(2.4d). We call this optimization GLB-LIN.

Queueing-based delay. We occasionally specify the form of \( f \) and \( g \) using queueing models. This provides increased intuitions about the distributed algorithms presented.

If the workload is perfectly parallelizable, and arrivals are Poisson, then \( f_i(m_i, \lambda_i) \) is the average delay of \( m_i \) parallel queues, with arrival rate \( \lambda_i/m_i \). Moreover, if each queue is an M/GI/1 PS queue, \( f_i(m_i, \lambda_i) = 1/(\mu_i - \lambda_i/m_i) \). We also assume \( g_i(m_i, \lambda_i) = p_i m_i \), which implies that the increase in energy cost per timeslot for being in an active state, rather than a low-power state, is \( m_i \) regardless of \( \lambda_i \). Note that cooling efficiency of data center \( i \) can be integrated in \( p_i \), which allows incorporation of cooling power consumption.

Under these restrictions, the GLB formulation becomes:

\[
\min_{m, \lambda} \sum_{i \in N} p_i m_i + \beta \sum_{j \in J} \sum_{i \in N} \lambda_{ij} \left( \frac{1}{\mu_i - \lambda_i/m_i} + d_{ij} \right)
\]

subject to (2.4b)–(2.4d) and the additional constraint

\[
\lambda_i \leq m_i \mu_i \quad \forall i \in N.
\]

We refer to this optimization as GLB-Q.

Additional Notation. Throughout the chapter we use \(|S|\) to denote the cardinality of a set \( S \) and bold symbols to denote vectors or tuples. In particular, \( \lambda_j = (\lambda_{ij})_{i \in N} \) denotes the tuple of \( \lambda_{ij} \) from source \( j \), and \( \lambda_{-j} = (\lambda_{ik})_{i \in N, k \in J \setminus \{j\}} \) denotes the tuples of the remaining \( \lambda_{ik} \), which forms a matrix.

We also need the following in discussing the algorithms. Define \( F_i(m_i, \lambda_i) = g_i(m_i, \lambda_i) + \beta \lambda_i f_i(m_i, \lambda_i) \), and define \( F(m, \lambda) = \sum_{i \in N} F_i(m_i, \lambda_i) + \sum_{ij} \lambda_{ij} d_{ij} \). Further, let \( \hat{m}_{i}(\lambda_i) \) be the unconstrained optimal \( m_i \) at data center \( i \) given fixed \( \lambda_i \), i.e., the unique solution to \( \partial F_i(m_i, \lambda_i)/\partial m_i = 0 \).
2.1.4 Practical considerations

Our model assumes there exist mechanisms for dynamically (i) provisioning capacity of data centers, and (ii) adapting the routing of requests from sources to data centers. With respect to (i), many dynamic server provisioning techniques are being explored by both academics and industry, e.g., [16, 43, 71, 173]. With respect to (ii), there are also a variety of protocol-level mechanisms employed for data center selection today. They include, (a) dynamically generated DNS responses, (b) HTTP redirection, and (c) using persistent HTTP proxies to tunnel requests. Each of these has been evaluated thoroughly, e.g., [49, 131, 146, 184], and though DNS has drawbacks it remains the preferred mechanism for many industry leaders such as Akamai, possibly due to the added latency due to HTTP redirection and tunneling [144]. Within the GLB model, we have implicitly assumed that there exists a proxy/DNS server co-located with each source. The practicality is also shown by [78]. Our model also assumes that the network delays, \( d_{ij} \) can be estimated, which has been studied extensively, including work on reducing the overhead of such measurements, e.g., [167], and mapping and synthetic coordinate approaches, e.g., [111, 141]. We discuss the sensitivity of our algorithms to error in these estimates in Section 2.4.

2.2 Characterizing the optima

We now provide characterizations of the optimal solutions to GLB, which are important for proving convergence of the distributed algorithms in Section 2.3. They are also necessary because, a priori, one might worry that the optimal solution requires a very complex routing structure, which would be impractical; or that the set of optimal solutions is very fragmented, which would slow convergence in practice. The results here show that such worries are unwarranted.

Uniqueness of optimal solution

To begin, note that GLB has at least one optimal solution. This can be seen by applying Weierstrass’ theorem [25], since the objective function is continuous and the feasible set is compact subset of \( \mathbb{R}^n \). Although the optimal solution is generally not unique, there are natural aggregate quantities unique over the set of optimal solutions, which is a convex set. These are the focus of this section.

A first result is that for the GLB-LIN formulation, under weak conditions on \( f_i \) and \( g_i \), we have that \( \lambda_i \) is common across all optimal solutions. Thus, the input to the data center provisioning optimization is unique.

**Theorem 1.** Consider the GLB-LIN formulation. Suppose that for all \( i \), \( F_i(m_i, \lambda_i) \) is jointly convex in \( \lambda_i \) and \( m_i \), and continuously differentiable in \( \lambda_i \). Further, suppose that \( \hat{m}_i(\lambda_i) \) is strictly convex. Then, for each \( i \), \( \lambda_i \) is common for all optimal solutions.
The proofs of this subsection are in the Appendix A.2. Note that theorem 1 implies that the server arrival rates at each data center, i.e., $\lambda_i/m_i$, are common among all optimal solutions.

Though the conditions on $F_i$ and $\hat{m}_i$ are weak, they do not hold for GLB-Q. In that case, $\hat{m}_i(\lambda_i)$ is linear, and thus not strictly convex. Although the $\lambda_i$ are not common across all optimal solutions in this setting, the server arrival rates remain common across all optimal solutions.

**Theorem 2.** For each data center $i$, the server arrival rates, $\lambda_i/m_i$, are common across all optimal solutions to GLB-Q.

**Sparsity of routing**

It would be impractical if the optimal solutions to GLB required that requests from each source were divided up among (nearly) all of the data centers. In general, each $\lambda_{ij}$ could be non-zero, yielding $|N| \times |J|$ flows of requests from sources to data centers, which would lead to significant scaling issues. Luckily, there is guaranteed to exist an optimal solution with extremely sparse routing. Specifically, we have the following result.

**Theorem 3.** There exists an optimal solution to GLB with at most $(|N| + |J| - 1)$ of the $\lambda_{ij}$ strictly positive.

Though Theorem 3 does not guarantee that every optimal solution is sparse, the proof is constructive. Thus, it provides an approach which allows one to transform any optimal solution into a sparse optimal one.

The following result further highlights the sparsity of the routing: any source will route to at most one data center that is not fully active, i.e., where there exists at least one server in power-saving mode.

**Theorem 4.** Consider GLB-Q where power costs $p_i$ are drawn from an arbitrary continuous distribution. If any source $j \in J$ has its requests split between multiple data centers $N' \subseteq N$ in an optimal solution, then, with probability 1, at most one data center $i \in N'$ has $m_i < M_i$.

### 2.3 Algorithms

We now present three distributed algorithms and prove their convergence. For simplicity we focus on GLB-Q; the approaches are applicable more generally, but become much more complex for richer models.

Since GLB-Q is convex, it can be efficiently solved centrally if all necessary information can be collected at a single point, as may be possible if all the proxies and data centers were owned by the same system with real-time synchronization. However, there is a strong case for Internet-scale
systems to outsource route selection [184]. To meet this need, the algorithms presented below are
decentralized and allow each data center and proxy to optimize based on partial information.

These algorithms seek to fill a notable gap in the growing literature on algorithms for geographical
load balancing. Specifically, they have provable optimality guarantees for a performance objective
that includes both energy and delay, where route decisions are made using energy price and network
propagation delay information. The most closely related work [153] investigates the total electricity
cost for data centers in a multi-electricity-market environment. It contains the queueing delay inside
the data center (assumed to be a centralized $M/M/1$ queue), but neglects the end-to-end user delay.
Conversely, [184] uses a simple, efficient algorithm to coordinate the “replica-selection” decisions for
load balancing. Other related works, e.g., [153, 150, 143], either do not provide provable guarantees
or ignore diverse network delays and/or prices.

**Algorithm 1: Gauss-Seidel iteration**

Algorithm 1 is motivated by the observation that GLB-Q is separable in $m_i$, and, less obviously,
also separable in $\lambda_j := (\lambda_{ij}, i \in N)$. This allows all data centers as a group and each proxy $j$
to iteratively solve for optimal $m$ and $\lambda_j$ in a distributed manner, and communicate their intermediate
results. Though distributed, Algorithm 1 requires each proxy to solve an optimization problem.

To highlight the separation between data centers and proxies, we reformulate GLB-Q as:

$$
\min_{\lambda_j \in \Lambda_j} \min_{m_i \in \mathcal{M}_i} \sum_{i \in N} \left( p_i m_i + \frac{\beta \lambda_i}{\mu_i} \right) + \beta \sum_{i \in N} \sum_{j \in J} \lambda_{ij} d_{ij} 
$$

(2.7)

$$
\mathcal{M}_i := [0, M_i], \Lambda_j := \{ \lambda_j | \lambda_j \geq 0, \sum_{i \in N} \lambda_{ij} = L_j, \lambda_i \leq m_i \mu_i \}
$$

(2.8)

Since the objective and constraints $\mathcal{M}_i$ and $\Lambda_j$ are separable, this can be solved separately by data
centers $i$ and proxies $j$.

The iterations of the algorithm are indexed by $\tau$, and are assumed to be fast relative to the
timeslots $t$. Each iteration $\tau$ is divided into $|J| + 1$ phases. In phase 0, all data centers $i$ concurrently
calculate $m_i(\tau + 1)$ based on their own arrival rates $\lambda_i(\tau)$, by minimizing (2.7) over their own
variables $m_i$:

$$
\min_{m_i \in \mathcal{M}_i} \left( p_i m_i + \frac{\beta \lambda_i(\tau)}{\mu_i - \lambda_i(\tau)/m_i} \right), \quad \forall i \in N.
$$

(2.9)

In phase $j$ of iteration $\tau$, proxy $j$ minimizes (2.7) over its own variable by setting $\lambda_j(\tau + 1)$ as the
best response to $m(\tau + 1)$ and the most recent values of $\lambda_{-j} := (\lambda_k, k \neq j)$. This works because
proxy \( j \) depends on \( \lambda_{-j} \) only through their aggregate arrival rates at data centers:

\[
\lambda_i(\tau, j) := \sum_{l<j} \lambda_{il}(\tau + 1) + \sum_{l>j} \lambda_{il}(\tau), \quad \forall j \in J.
\]

(2.10)

To compute \( \lambda_i(\tau, j) \), proxy \( j \) need not obtain individual \( \lambda_{il}(\tau) \) or \( \lambda_{il}(\tau + 1) \) from other proxies \( l \). Instead, every data center \( i \) measures its local arrival rate \( \lambda_i(\tau, j) + \lambda_{ij}(\tau) \) in every phase \( j \) of the iteration \( \tau \) and sends this to proxy \( j \) at the beginning of phase \( j \). Then proxy \( j \) obtains \( \lambda_i(\tau, j) \) by subtracting its own \( \lambda_{ij}(\tau) \) from the value received from data center \( i \). This has less overhead than direct messaging.

In summary, Algorithm 1 works as follows (note that the minimization (2.9) has a closed form).

Algorithm 1. Starting from a feasible initial allocation \( \lambda(0) \) and the associated \( m(\lambda(0)) \), let

\[
m_i(\tau + 1) := \left( 1 + \frac{1}{\sqrt{p_i/\beta}} \right) \cdot \mu_i \cdot \lambda_i(\tau), \quad \forall i \in N,
\]

(2.11)

\[
\lambda_j(\tau + 1) := \arg \min_{\lambda_i(\tau, j) + \lambda_{ij}(\tau) / m_i(\tau + 1)} \sum_{i \in N} \lambda_{ij} d_{ij}.
\]

(2.12)

Since GLB-Q generally has multiple optimal \( \lambda_j^* \), Algorithm 1 is not guaranteed to converge to one particular optimal solution, i.e., for each proxy \( j \), the allocation \( \lambda_{ij}(\tau) \) of job \( j \) to data centers \( i \) may oscillate among multiple optimal allocations. However, both the optimal cost and the optimal per-server arrival rates to data centers will converge.

Theorem 5. Let \( (m(\tau), \lambda(\tau)) \) be a sequence generated by Algorithm 1 when applied to GLB-Q. Then

(i) Every limit point of \( (m(\tau), \lambda(\tau)) \) is optimal.

(ii) \( F(m(\tau), \lambda(\tau)) \) converges to the optimal value.

(iii) The per-server arrival rates \( (\lambda_i(\tau)/m_i(\tau), i \in N) \) to data centers converge to their unique optimal values.

The proof of Theorem 5 follows from the fact that Algorithm 1 is a modified Gauss-Seidel iteration. This is also the reason for the requirement that the proxies update sequentially. The details of the proof are in Appendix A.3.

Algorithm 1 assumes that there is a common clock to synchronize all actions. In practice, updates will likely be asynchronous, with data centers and proxies updating with different frequencies.
using possibly outdated information. The algorithm generalizes easily to this setting, though the 
convergence proof is more difficult. The convergence rate of Algorithm 1 in a realistic scenario is 
illustrated numerically in Section 2.4.

**Algorithm 2: Distributed gradient projection**

Algorithm 2 reduces the computational load on the proxies. In each iteration, instead of each proxy 
solving a constrained minimization (2.12) as in Algorithm 1, Algorithm 2 takes a single step in a 
descent direction. Also, while the proxies compute their $\lambda_j(\tau + 1)$ sequentially in $|J|$ phases in 
Algorithm 1, they perform their updates all at once in Algorithm 2.

To achieve this, rewrite GLB-Q as

$$\min_{\lambda_j \in \Lambda_j} \sum_{j \in J} F_j(\lambda)$$

(2.13)

where $F(\lambda)$ is the result of minimization of (2.7) over $m_i \in M_i$ given $\lambda_i$. As explained in the 
definition of Algorithm 1, this minimization is easy: if we denote the solution to (2.11) by

$$m_i(\lambda_i) := \left[ \left(1 + \frac{1}{\sqrt{p_i/\beta}}\right) \cdot \frac{\lambda_i}{\mu_i} \right]^{M_i}$$

(2.14)

then

$$F(\lambda) := \sum_{i \in N} \left( p_i m_i(\lambda_i) + \frac{\beta \lambda_i}{\mu_i - \lambda_i/m_i(\lambda_i)} \right) + \beta \sum_{i,j} \lambda_{ij} d_{ij}.$$ 

We now sketch the two key ideas behind Algorithm 2. The first is the standard gradient projection 
idea: move in the steepest descent direction

$$-\nabla F_j(\lambda) := -\left( \frac{\partial F(\lambda)}{\partial \lambda_{1j}}, \ldots, \frac{\partial F(\lambda)}{\partial \lambda_{|N||j|}} \right)$$

and then project the new point into the feasible set $\prod_j \Lambda_j$ with $\Lambda_j$ given by (2.8). The standard 
gradient projection algorithm will converge if $\nabla F(\lambda)$ is Lipschitz over $\prod_j \Lambda_j$. This condition, however, does not hold for our $F$ because of the term $\beta \lambda_i/(\mu_i - \lambda_i/m_i)$. The second idea is to construct a compact and convex subset $\Lambda$ of the feasible set $\prod_j \Lambda_j$ with the following properties: (i) if the 
algorithm starts in $\Lambda$, it stays in $\Lambda$; (ii) $\Lambda$ contains all optimal allocations; (iii) $\nabla F(\lambda)$ is Lipschitz 
over $\Lambda$. The algorithm then projects into $\Lambda$ in each iteration instead of $\prod_j \Lambda_j$. This guarantees 
convergence.

Specifically, fix a feasible initial allocation $\lambda(0) \in \prod_j \Lambda_j$ and let $\phi := F(\lambda(0))$ be the initial
objective value. Define

\[
\Lambda := \Lambda(\phi) := \prod_j \Lambda_j \cap \left\{ \lambda \left| \lambda_i \leq \frac{\phi M_i \mu_i}{\phi + \beta M_i}, \forall i \right\} \right. \tag{2.15}
\]

Even though the \( \Lambda \) defined in (2.15) indeed has the desired properties (see Appendix A.4), the projection into \( \Lambda \) requires coordination of all proxies and is thus impractical. In order for each proxy \( j \) to perform its update in a decentralized manner, we define proxy \( j \)'s own constraint subset:

\[
\hat{\Lambda}_j(\tau) := \Lambda_j \cap \left\{ \lambda \left| \lambda_i(\tau, -j) + \lambda_{ij} \leq \frac{\phi M_i \mu_i}{\phi + \beta M_i}, \forall i \right\} \right. \tag{2.16}
\]

where \( \lambda_i(\tau, -j) := \sum_{l \neq j} \lambda_{il}(\tau) \) is the arrival rate to data center \( i \), excluding arrivals from proxy \( j \).

Even though \( \hat{\Lambda}_j(\tau) \) involves \( \lambda_i(\tau, -j) \) for all \( i \), proxy \( j \) can easily calculate these quantities from data center \( i \)'s measured arrival rates \( \lambda_i(\tau) \), as done in Algorithm 1 in (2.10) and the discussion thereafter, and does not need to communicate with other proxies. Hence, given \( \lambda(0) \in \Lambda \) then \( \lambda(\tau) \in \Lambda \) for all iterations \( \tau \).

**Algorithm 2.** Starting from a feasible initial allocation \( \lambda(0) \) and the associated \( m(\lambda(0)) \), each proxy \( j \) computes, in each iteration \( \tau \):

\[
z_j(\tau + 1) := [\Lambda_j(\tau) - \gamma j (\nabla F_j(\lambda(\tau)))]_{\lambda_j(\tau)}, \quad \forall j \in J, \tag{2.16}
\]

\[
\lambda_j(\tau + 1) := \frac{|J| - 1}{|J|} \lambda_j(\tau) + \frac{1}{|J|} z_j(\tau + 1), \quad \forall j \in J. \tag{2.17}
\]

where \( \gamma_j > 0 \) is a stepsize.

All data centers \( i \) must compute \( m_i(\lambda_i(\tau)) \) according to (2.14) in each iteration \( \tau \). Each data center \( i \) measures the local arrival rate \( \lambda_i(\tau) \), calculates \( m_i(\lambda_i(\tau)) \), and broadcasts these values to all proxies at the beginning of iteration \( \tau + 1 \) for the proxies to compute their \( \lambda_j(\tau + 1) \).

Algorithm 2 has the same convergence property as Algorithm 1, provided the stepsize is small enough.

**Theorem 6.** Let \( (m(\tau), \lambda(\tau)) \) be a sequence generated by Algorithm 2 when applied to GLB-Q. If, for all \( j \), \( 0 < \gamma_j < \min_{i \in N} \beta^2 M_i^2 / (|J|(\phi + \beta M_i)^3) \), then

(i) Every limit point of \( (m(\tau), \lambda(\tau)) \) is optimal.

(ii) \( F(m(\tau), \lambda(\tau)) \) converges to the optimal value.

(iii) The per-server arrival rates \( (\lambda_i(\tau)/m_i(\tau), i \in N) \) to data centers converge to their unique optimal values.

---

\[\text{4 The projection to the nearest point in } \hat{\Lambda}_j(\tau) \text{ is defined by } |\lambda|_{\hat{\Lambda}_j(\tau)} := \arg \min_{y \in \hat{\Lambda}_j(\tau)} \|y - \lambda\|_2.\]
Theorem 6 is proven in Appendix A.4. The key novelty of the proof is (i) handling the fact that the objective is not Lipshitz and (ii) allowing distributed computation of the projection. The bound on $\gamma_j$ in Theorem 6 is more conservative than necessary for large systems. Hence, a larger stepsize can be chosen to accelerate convergence. The convergence rate is illustrated in a realistic setting in Section 2.4.

Algorithm 3: Distributed Gradient Descent

Like Algorithm 2, Algorithm 3 is a gradient-based algorithm. The key distinction is that Algorithm 3 avoids the need for projection in each iteration, based on two ideas. First, instead of moving in the steepest descent direction, each proxy $j$ re-distributes its jobs among data centers so that $\sum_i \lambda_{ij}(\tau)$ always equals to $L_j$ in each iteration $\tau$. Second, instead of a constant stepsize, Algorithm 3 carefully adjusts a time-varying stepsize in each iteration to ensure that the new allocation is feasible without the need for projection. The design of the stepsize must be such that each proxy $j$ can set its own $\gamma_j(\tau)$ in iteration $\tau$ using only local information. Moreover, $\gamma_j(\tau)$ must ensure: (i) collectively $\lambda(\tau+1)$ must stay in the set $\Lambda'$ over which $\nabla F$ is Lipschitz; (ii) $\lambda(\tau+1) \geq 0$; and (iii) $F(\lambda(\tau))$ decreases sufficiently in each iteration. Define

$$\Lambda' := \Lambda'(\phi) = \Pi_j \Lambda_j \cap \left\{ \lambda | \lambda_i \leq \frac{\phi + \beta M_i}{\phi + \beta M_i} M_i \mu_i, \forall i \right\}$$

Specifically, let $\nabla_{ij}$ denote $\partial / \partial \lambda_{ij}$, choose a small $\epsilon \in \left( 0, \min \left( \frac{\sqrt{p_i/\beta}}{(1+\sqrt{p_i/\beta}) |J_i|} M_i \mu_i \right) \right)$, and let

$$\Omega_j(\tau, x) := \left\{ i | \lambda_{ij}(\tau) > \epsilon \text{ or } \nabla_{ij} F(\lambda(\tau)) < x, i \in N \right\}$$

be the set of data centers that either are allocated significant amount of data, i.e., larger than $\epsilon$, from $j$ in round $\tau$ or will receive an increased allocation from $j$ in round $\tau+1$, i.e., those with a gradient less than $x$. Then let

$$\theta_j(\tau) = \min \left\{ x : \sum_{i \in \Gamma_j(\tau, \theta_j(\tau))} \nabla_{ij} F(\lambda(\tau)) = x | \Omega_j(\tau, x) \right\}$$

and $\Omega_j(\tau) := \Omega_j(\tau, \theta_j(\tau))$. Note that $i \notin \Omega_j(\tau)$ implies $\lambda_{ij}(\tau) = \lambda_{ij}(\tau+1) \leq \epsilon$.

Let $\Gamma_j^\downarrow(\tau) := \left\{ i | \lambda_{ij}(\tau) > \epsilon \text{ and } \nabla_{ij} F(\lambda(\tau)) > \theta_j(\tau) \right\}$ be the set of data centers which will receive reduced load from $j$, and $\Gamma_j^\uparrow(\tau) := \left\{ i | \nabla_{ij} F(\lambda(\tau)) < \theta_j(\tau) \right\}$ be the set which will receive increased load. Then, let

$$\gamma_j^\downarrow(\tau) = \min_{i \in \Gamma_j^\downarrow(\tau)} \left\{ \frac{\lambda_{ij}(\tau)}{\nabla_{ij} F(\lambda(\tau)) - \theta_j(\tau)} \right\}$$
be the maximum step size for which no data center will be reduced to an allocation below 0 and

\[ \gamma_j^\uparrow(\tau) = \frac{1}{|J|} \min_{i \in \Gamma_j^\uparrow(\tau)} \left\{ \frac{\phi + \beta M_i/2}{\phi + \beta M} M_i \mu_i - \lambda_i(\tau) \right\} \]

be a lower bound on the maximum step size for which no data center will have its load increased beyond that permitted by \( \Lambda_j^\uparrow(\tau) \). Algorithm 3 proceeds as follows.

**Algorithm 3.** Let \( K' = \max_i \frac{16 |J| (\phi + \beta M_i)^3}{\beta^3 M_i \mu_i^2} \). Select \( \varrho \in (0, 2) \). Starting from a feasible initial allocation \( \lambda(0) \), each proxy \( j \) computes, in each iteration \( \tau \):

\[ \gamma_j(\tau) := \min \left\{ \gamma_j^\downarrow(\tau), \gamma_j^\uparrow(\tau), \varrho/K' \right\} \]

As in the case of Algorithm 2, implicit in the description is the requirement that all data centers \( i \) compute \( m_i(\lambda_i(\tau)) \) according to (2.14) in each iteration \( \tau \). The procedure for this is the same as discussed for Algorithm 2.

**Theorem 7.** When using Algorithm 3 in the GLB-Q formulation, \( F(\lambda(\tau)) \) converges to a value no greater than optimal value plus \( B\epsilon \), where

\[ B = |\beta| J \sum_i \left( 1 + \sqrt{p_i/\beta} \right)^2 / \mu_i + 2 \max_j d_{ij} \].

Also, as with Algorithm 2, the key novelty of the proof of Theorem 7 is the fact that we can prove convergence even though the objective function is not Lipschitz. The proof of Theorem 7 is provided in Appendix A.5. Finally, note that the convergence rate of Algorithm 3 is even faster than that of Algorithm 2 in realistic settings, as we illustrate in Section 2.4. We can consider \( \epsilon \) as the tolerant of error when the optimal allocation \( \lambda_{ij} = 0 \). In practice, we can set \( \epsilon \) to a small value, then Algorithm 3 will almost converge to the optimal value.

### 2.4 Case study

The remainder of the chapter evaluates the algorithms presented in the previous section under a realistic workload. This section considers the data center perspective (i.e., cost minimization) and Section 2.5 considers the social perspective (i.e., brown energy usage).
2.4.1 Experimental setup

We aim to use realistic parameters in the experimental setup and provide conservative estimates of the cost savings resulting from optimal geographical load balancing. The setup models an Internet-scale system such as Google within the United States.

Workload description

To build our workload, we start with a trace of traffic from Hotmail, a large Internet service running on tens of thousands of servers. The trace represents the I/O activity from 8 servers over a 48-hour period, starting at midnight (PDT) on August 4, 2008, averaged over 10 minute intervals. The trace has strong diurnal behavior and has a fairly small peak-to-mean ratio of 1.64. Results for this small peak-to-mean ratio provide a lower bound on the cost savings under workloads with larger peak-to-mean ratios. As illustrated in Figure 2.1(a), the Hotmail trace contains significant nightly activity due to maintenance processes; however the data center is provisioned for the peak foreground traffic. This creates a dilemma about whether to include the maintenance activity or not. We have performed experiments with both, but report only the results with the spike removed (as illustrated in Figure 2.1(b)) because this leads to a more conservative estimate of the cost savings. Building on this trace, we construct our workload by placing a source at the geographical center of each US state, co-located with a proxy or DNS server (as described in Section 2.1.4). The trace is shifted according to the time-zone of each state, and scaled by the size of the population in the state that has an Internet connection [5].
Figure 2.2: Pareto frontier of the GLB-Q formulation as a function of $\beta$ for three different times (and thus arrival rates), PDT. Circles, x-marks, and triangles correspond to $\beta = 0.4$, 1, and 2.5, respectively.

Data center description

To model an Internet-scale system, we have 14 data centers, one at the geographic center of each state known to have Google data centers \[94\]: California, Washington, Oregon, Illinois, Georgia, Virginia, Texas, Florida, North Carolina, and South Carolina.

We merge the data centers in each state and set $M_i$ proportional to the number of data centers in that state, while keeping $\sum_{i \in N} M_i \mu_i$ twice the total peak workload, $\max_t \sum_{j \in J} L_j(t)$. The network delays, $d_{ij}$, between sources and data centers are taken to be proportional to the geographical distances between them and comparable to the average queueing delays inside the data centers. This lower bound on the network delay ignores delay due to congestion or indirect routes.

Cost function parameters

To model the costs of the system, we use the GLB-Q formulation. We set $\mu_i = 1$ for all $i$, so that the servers at each location are equivalent. We assume the energy consumption of an active server in one timeslot is normalized to 1. We set constant electricity prices using the industrial electricity price of each state in May 2010 \[95\]. Specifically, the price (cents per kWh) is 10.41 in California; 3.73 in Washington; 5.87 in Oregon; 7.48 in Illinois; 5.86 in Georgia; 6.67 in Virginia; 6.44 in Texas; 8.60 in Florida; 6.03 in North Carolina; and 5.49 in South Carolina. In this section, we set $\beta = 1$ according to the estimates in \[2\]; however Figure 2.2 illustrates the impact of varying $\beta$. 
Algorithm benchmarks

To provide benchmarks for the performance of the algorithms presented here, we consider three baselines, which are approximations of common approaches used in Internet-scale systems. They also allow implicit comparisons with prior work such as [153]. The approaches use different amounts of information to perform the cost minimization. Note that each approach must use queueing delay (or capacity information); otherwise the routing may lead to instability.

Baseline 1 uses network delays, but ignores energy price when minimizing its costs. This demonstrates the impact of price-aware routing. It also shows the importance of dynamic capacity provisioning, since without using energy cost in the optimization, every data center will keep every server active.

Baseline 2 uses energy prices, but ignores network delay. This illustrates the impact of location-aware routing on the data center costs. Further, it allows us to understand the performance improvement of our algorithms compared to those such as [153, 165] that neglect network delays in their formulations.

Baseline 3 uses neither network delay information nor energy price information when performing its cost minimization. Thus, the traffic is routed so as to balance the delays within data centers. Though naive, designs such as this are still used by systems today; see [10].

2.4.2 Performance evaluation

The evaluation of our algorithms and the cost savings due to optimal geographic load balancing will be organized around the following topics.
Convergence

We start by considering the convergence of each of the distributed algorithms. Figure 2.3(a) illustrates the convergence of each of the algorithms in a static setting for $t = 11$am, where load and electricity prices are fixed and each phase in Algorithm 1 is considered as an iteration. It validates the convergence analysis for both algorithms. Note here Algorithm 2 and Algorithm 3 use a step size $\gamma = 10$; this is much larger than that used in the convergence analysis, which is quite conservative, and there is no sign of causing lack of convergence.

To demonstrate the convergence in a dynamic setting, Figure 2.3(b) shows Algorithm 1’s response to the first day of the Hotmail trace, with loads averaged over one-hour intervals for brevity. One iteration is performed every 10 minutes. This figure shows that even the slower algorithm, Algorithm 1, converges fast enough to provide near-optimal cost. Hence, the remaining plots show only the optimal solution.

Energy versus delay tradeoff

The optimization objective we have chosen to model the data center costs imposes a particular tradeoff between the delay and the energy costs, $\beta$. It is important to understand the impact of this factor. Figure 2.2 illustrates how the delay and energy cost trade off under the optimal solution as $\beta$ changes. Thus, the plot shows the Pareto frontier for the GLB-Q formulation. The figure highlights that there is a smooth convex frontier with a mild ‘knee’.

Cost savings

To evaluate the cost savings of geographical load balancing, Figure 2.4 compares the optimal costs to those incurred under the three baseline strategies described in the experimental setup. The overall cost, shown in Figures 2.4(a) and 2.4(b), is significantly lower under the optimal solution than all of the baselines (nearly 40% during times of light traffic). Recall that Baseline 2 is the state of the art, studied in recent papers such as [153, 163].

To understand where the benefits are coming from, let us consider separately the two components of cost: delay and energy. Figures 2.4(c) and 2.4(d) show that the optimal algorithm performs well with respect to both delay and energy costs individually. In particular, Baseline 1 provides a lower bound on the achievable delay costs, and the optimal algorithm nearly matches this lower bound. Similarly, Baseline 2 provides a natural bar for comparing the achievable energy cost. At periods of light traffic the optimal algorithm provides nearly the same energy cost as this baseline, and (perhaps surprisingly) during periods of heavy-traffic the optimal algorithm provides significantly lower energy costs. The explanation for this is that, when network delay is considered by the optimal algorithm, if all the close data centers have all servers active, a proxy might still route to them; however when
network delay is not considered, a proxy is more likely to route to a data center that is not yet running at full capacity, thereby adding to the energy cost.

**Sensitivity analysis**

We have studied the sensitivity of the algorithms to errors in the inputs load $L_j$ and network delay $d_{ij}$. Estimation errors in $L_j$ only affect the routing. In our model data centers adapt their number of servers based on the true load, which counteracts suboptimal routing. In our context, network delay was 15% of the cost, and so large relative errors in delay had little impact. Baseline 2 can be thought of as applying the optimal algorithm to extremely poor estimates of $d_{ij}$ (namely $d_{ij} = 0$), and so the Figure 2.4(a) provides some illustration of the effect of estimation error.

**Figure 2.4:** Impact of ignoring network delay and/or energy price on the cost incurred by geographical load balancing.
2.5 Social impact

We now shift focus from the cost savings of the data center operator to the social impact of geographical load balancing. We focus on the impact of geographical load balancing on the usage of “brown” non-renewable energy by Internet-scale systems, and how this impact depends on electricity pricing.

Intuitively, geographical load balancing allows the traffic to “follow the renewables”; thus providing increased usage of green energy and decreased brown energy usage. However, such benefits are only possible if data centers forgo static energy contracts for dynamic energy pricing (either through demand response programs or real-time pricing). The experiments in this section show that if dynamic pricing is done optimally, then geographical load balancing can provide significant social benefits by reducing non-renewable energy consumption.

2.5.1 Experimental setup

To explore the social impact of geographical load balancing, we use the setup described in Section 2.4. However, we add models for the availability of renewable energy, the pricing of renewable energy, and the social objective.

The availability of renewable energy

To capture the availability of wind and solar energy, we use traces of wind speed and Global Horizontal Irradiance (GHI) obtained from [90, 92] that have measurements every 10 minutes for a year. The normalized generations of four states (CA, TX, IL, NC) and the West/East Coast average are illustrated in Figure 2.5(a), where 50% of renewable energy comes from solar.

Building on these availability traces, for each location we let $\alpha_i(t)$ denote the fraction of the energy that is from renewable sources at time $t$, and let $\bar{\alpha} = (|N|T)^{-1} \sum_{t=1}^{T} \sum_{i \in N} \alpha_i(t)$ be the “penetration” of renewable energy. We take $\bar{\alpha} = 0.30$, which is on the progressive side of the renewable targets among US states [36].

Finally, when measuring the brown/green energy usage of a data center at time $t$, we use simply $\sum_{i \in N} \alpha_i(t)m_i(t)$ as the green energy usage and $\sum_{i \in N}(1 - \alpha_i(t))m_i(t)$ as the brown energy usage. This models the fact that the grid cannot differentiate the source of the electricity provided.

Dynamic pricing and demand response

Internet-scale systems have spatial flexibility in energy usage that is not available to traditional energy consumers; thus they are well positioned to take advantage of demand response and real-time pricing to reduce both their electricity costs and their brown energy consumption.
To provide a simple model of demand response, we use time-varying prices $p_i(t)$ in each time-slot that depend on the availability of renewable resources $\alpha_i(t)$ in each location.

The way $p_i(t)$ is chosen as a function of $\alpha_i(t)$ will be of fundamental importance to the social impact of geographical load balancing. To highlight this, we consider a parameterized “differentiated pricing” model that uses a price $p_b$ for brown energy and a price $p_g$ for green energy. Specifically,

$$p_i(t) = p_b(1 - \alpha_i(t)) + p_g\alpha_i(t).$$

Note that $p_g = p_b$ corresponds to static pricing, and we show in the next section that $p_g = 0$ corresponds to socially optimal pricing. Our experiments vary $p_g \in [0, p_b]$. $p_b$ is the same price as used in Section 2.4.

The social objective

To model the social impact of geographical load balancing we need to formulate a social objective. Like the GLB formulation, this must include a tradeoff between the energy usage and the average delay users of the system experience, because purely minimizing brown energy use requires all $m_i = 0$. The key difference between the GLB formulation and the social formulation is that the cost of energy is no longer relevant. Instead, the environmental impact is important, and thus the brown energy usage should be minimized. This leads to the following simple model for the social objective:

$$\min_{m(t), \lambda(t)} \sum_{t=1}^{T} \sum_{i \in N} \left( (1 - \alpha_i(t)) \frac{E_i(t)}{p_i(t)} + \tilde{\beta}D_i(t) \right)$$

(2.21)

where $D_i(t)$ is the delay cost defined in (2.2), $E_i(t)$ is the energy cost defined in (2.1), and $\tilde{\beta}$ is the relative valuation of delay versus energy. Further, we have imposed that the energy cost follows from the pricing of $p_i(t)$ cents/kWh in timeslot $t$. Note that, though simple, our choice of $D_i(t)$ to model the disutility of delay to users is reasonable because lost revenue captures the lack of use as a function of increased delay.

An immediate observation about the above social objective is that to align the data center and social goals, one needs to set $p_i(t) = (1 - \alpha_i(t))/\tilde{\beta}$, which corresponds to choosing $p_b = 1/\tilde{\beta}$ and $p_g = 0$ in the differentiated pricing model above. We refer to this as the “optimal” pricing model.

2.5.2 The importance of dynamic pricing

To begin our experiments, we illustrate that optimal pricing can lead geographical load balancing to “follow the renewables.” Figure 2.5 shows this using the renewable traces shown in Figure 2.5(a).

By comparing Figures 2.5(b) to Figure 2.5(c), which uses static pricing, the change in capacity provisioning, and thus energy usage, is evident. For example, Figure 2.5(b) shows a clear shift of
service capacity from the west coast to the east coast as solar energy becomes highly available in the east coast and then switch back when solar energy is less available in the east coast, but high in the west coast. Though not explicit in the figures, this “follow the renewables” routing has the benefit of significantly reducing the brown energy usage since energy use is more correlated with the availability of renewables. Thus, geographical load balancing provides the opportunity to aid the incorporation of renewables into the grid.

Figure 2.5 assumed the optimal dynamic pricing, but currently data centers negotiate fixed price contracts. Although there are many reasons why grid operators will encourage data center operators to transfer to dynamic pricing over the coming years, this is likely to be a slow process
Thus, it is important to consider the impact of partial adoption of dynamic pricing in addition to full, optimal dynamic pricing. Figure 2.5(d) focuses on this issue. To model the partial adoption of dynamic pricing, we can consider \( p_g \in [0, p_b] \). This figure shows that the benefits provided by dynamic pricing are moderate but significant, even at partial adoption (high \( p_g \)). Another interesting observation about Figure 2.5(d) is that the curves increase faster in the range when \( 1/\tilde{\beta} \) is small, which highlights that the social benefit of geographical load balancing becomes significant even when there is only moderate importance placed on energy. When \( p_g \) is higher than \( p_b \), which is common currently, the cost increases and geographical load balancing can no longer help to reduce non-renewable energy consumption. We omit the results due to space considerations. For more recent results about geographical load balancing in Internet-scale systems with local renewable generation and data center demand response to utility coincident peak charging, please refer to [122, 125].

2.6 Summary

This chapter has focused on understanding algorithms for and social impacts of geographical load balancing in Internet-scaled systems. We have provided three distributed algorithms that provably compute the optimal routing and provisioning decisions for Internet-scale systems and we have evaluated these algorithms using trace-based numerical simulations. Further, we have studied the feasibility and benefits of providing demand response for the grid via geographical load balancing. Our experiments highlight that geographical load balancing can provide an effective tool for demand response: when pricing is done carefully, electricity providers can motivate Internet-scale systems to “follow the renewables” and route to areas where green renewable energy is available. This both eases the incorporation of non-dispatchable renewables into the grid and reduces brown energy consumption of Internet-scale systems.
Chapter 3

Sustainable IT: System Design and Implementation

Data centers are emerging as the “factories” of this generation. A single data center requires a considerable amount of electricity and data centers are proliferating worldwide as a result of increased demand for IT applications and services. As a result, concerns about the growth in energy usage and emissions have led to social interest in curbing their energy consumption. These concerns have led to research efforts in both industry and academia. Emerging solutions include the incorporation of renewable on-site energy supplies as in Apple’s new North Carolina data center, and alternative cooling supplies as in Yahoo’s New York data center. The problem addressed by this chapter is how to use these resources most effectively during the operation of data centers.

Most of the efforts toward this goal focus on improving the efficiency in one of the three major data center silos: (i) IT, (ii) cooling, and (iii) power. Significant progress has been made in optimizing the energy efficiency of each of the three silos enabling sizeable reductions in data center energy usage, e.g., [62, 71, 120, 185, 104, 151, 183, 23]; however, the integration of these silos is an important next step. To this end, a second generation of solutions has begun to emerge. This work focuses on the integration of different silos [101, 137, 143, 44]. An example is the dynamic thermal management of air-conditioners based on load at the IT rack level [101, 32]. However, to this point, supply-side constraints such as renewable energy and cooling availability are largely treated independently from workload management such like scheduling. Particularly, current workload management are not designed to take advantage of time variations in renewable energy availability and cooling efficiencies. The work in [80] integrates power capping and consolidation with renewable energy, but they do not shift workloads to align power demand with renewable supply.

The potential of integrated, dynamic approaches has been realized in some other domains, e.g., cooling management solutions for buildings that predict weather and power prices to dynamically adapt the cooling control have been proposed [9]. The goal of this chapter is to start to realize this potential in data centers. Particularly, the potential of an integrated approach can be seen from the
following three observations:

First, most data centers support a range of IT workloads, including both critical interactive applications that run 24x7 such like Internet services, and delay tolerant, batch-style applications as scientific applications, financial analysis, and image processing, which we refer to as batch workloads or batch jobs. Generally, batch workloads can be scheduled to run anytime as long as they finish before deadlines. This enables significant flexibility for workload management.

Second, the availability and cost of power supply, e.g., renewable energy supply and electricity price, is often dynamic over time, and so dynamic control of the supply mix can help reduce CO₂ emissions and offset costs. Thus, thoughtful workload management can have a great impact on energy usage and costs by scheduling batch workloads in a manner that follows the renewable availability.

Third, many data centers nowadays are cooled by multiple means through a cooling micro grid combining traditional mechanical chillers, airside economizers, and waterside economizers. Within a micro grid, each cooling approach has a different efficiency and capacity that depends on IT workload, cooling generation mechanism and external conditions including outside air temperature and humidity, and may vary with the time of day. This provides opportunities to optimize cooling cost by “shaping” IT demand according to time varying cooling efficiency and capacity.

The three observations above highlight that there is considerable potential for integrated management of the IT, cooling, and power subsystems of data centers. Providing such an integrated solution is the goal of this work. Specifically, we provide a novel workload scheduling and capacity management approach that integrates energy supply (renewable energy supply, dynamic energy pricing) and cooling supply (chiller cooling, outside air cooling) into IT workload management to improve the overall energy efficiency and reduce the carbon footprint of data center operations.

A key component of our approach is demand shifting, which schedules batch workloads and allocates IT resources within a data center according to the availability of renewable energy supply and the efficiency of cooling. This is a complex optimization problem due to the dynamism in the supply and demand and the interaction between them. To see this, given the lower electricity price and temperature of outside air at night, batch jobs should be scheduled to run at night; however, because more renewable energy like solar is available around noon, we should do more work during the day to reduce electricity bill and environmental impact.

At the core of our design is a model of the costs within the data center, which is used to formulate a constrained convex optimization problem. The workload planner solves this optimization to determine the optimal demand shifting. The optimization-based workload management has been popular in the research community recently, e.g., [114, 123, 153, 184, 120, 143, 122, 119]. The key contributions of the formulation considered here compared to the prior literature are (i) the addition of a detailed cost model and optimization of the cooling component of the data center, which is typically ignored in previous designs; (ii) the consideration of both interactive and batch
workloads; and (iii) the derivation of important structural properties of the optimal solutions to the optimization.

In order to validate our integrated design, we have implemented a prototype of our approach for a data center that includes solar power and outside air cooling. Using our implementation, we perform a number of experiments on a real testbed to highlight the practicality of the approach (Section 3.4). In addition to validating our design, our experiments are centered on providing insights into the following questions:

(1) How much benefit (reducing electricity bill and environmental impact) can be obtained from our renewable and cooling-aware workload management planning?

(2) Is net-zero grid power consumption achievable?

(3) Which renewable source is more valuable? What is the optimal renewable portfolio?

### 3.1 Sustainable Data Center Overview

Figure 3.1 depicts an architectural overview of a sustainable data center. The IT equipment includes servers, storage and networking switches that support applications and services hosted in the data center. The power infrastructure generates and delivers power for the IT equipment and cooling.

---

1. By “net-zero” we mean that the total energy usage over a fixed period is less than or equal to the local total renewable generation during that period. Note that this does not mean that no power from the grid is used during this period.
facility through a power micro grid that integrates grid power, local renewable generation such as photovoltaic (PV) and wind, and energy storage. The cooling infrastructure provides, delivers, and distributes the cooling resources to extract the heat from the IT equipment. In this example, the cooling capacity is delivered to the data center through the Computer Room Air Conditioning (CRAC) Units from the cooling micro grid that consists of air economizer, water economizer, and traditional chiller plant. We discuss these three key subsystems in detail in the following sections.

### 3.1.1 Power Infrastructure

Although renewable energy is in general more sustainable than grid power, the supply is often time varying in a manner that depends on the source of power, location of power generators, and the local weather conditions. Figure 3.2 shows the power generated from a 130kW PV installation for an HP data center and a nearby 100kW wind turbine in California, respectively. The PV generation shows regular variation while that from the wind is much less predictable. How to manage these supplies is a big challenge for application of renewable energy in a sustainable data center.

Despite the usage of renewable energy, data centers must still rely on non-renewable energy, including grid power and on-site energy storage, due to availability concerns. Grid power can be purchased at either a pre-defined fixed rate or an on-demand time-varying rate, and Figure 3.3 shows an example of time-varying electricity price over 24 hours. There might be an additional charge for the peak demand.

Local energy storage technologies can be used to store and smooth out the supply of power for a data center. A variety of technologies are available, including flywheels, batteries, and other systems. Each has its costs, advantages and disadvantages. Energy storage is still quite expensive and there is power loss associated with energy conversion and charge/discharge. Hence, it is critical to maximize the use of the renewable energy that is generated on site. An ideal scenario is to
maximize the use of renewable energy while minimizing the use of storage.

3.1.2 Cooling Supply

Due to the ever-increasing power density of IT equipment in today’s data centers, a tremendous amount of electricity is used by the cooling infrastructure. According to [160], a significant amount of data center power goes to the cooling system (up to 1/3) including CRAC units, pumps, chiller plant, and cooling towers.

Lots of work has been done to improve the cooling efficiency through, e.g., smart facility design, real-time control and optimization [23, 183]. Traditional data centers use chillers to cool down the returned hot water from CRACs via mechanical refrigeration cycles since they can provide high cooling capacity continuously. However, compressors within the chillers consume a large amount of power [198, 175]. Recently, “chiller-less” cooling technologies have been adopted to remove or reduce the dependency on mechanical chillers. In the case with water-side economizers, the returned hot water is cooled down by components such as dry coolers or evaporative cooling towers. The cooling capacity may also be generated from cold water from seas or lakes. In the case of air economizers, cold outside air may be introduced after filtering and/or humidification/de-humidification to cool down the IT equipment directly while hot air is rejected into the environment.

However, these so-called “free” cooling approaches are actually not free [198]. First, there is still a non-negligible energy cost associated with these approaches, e.g., blowers driving outside air through data center need to work against air flow resistance and therefore consume power. Second, the efficiency of these approaches is greatly affected by environmental conditions such as ambient air temperature and humidity, compared with that of traditional approaches based on mechanical chillers. The cooling efficiency and capacity of the economizers can vary widely along with time of the day, season of the year, and geographical locations of the data centers. These approaches are
usually complemented by more stable cooling resources such as chillers, which provides opportunities to optimize the cooling power usage by “shaping” IT demand according to cooling efficiencies.

### 3.1.3 IT Workload

There are many different workloads in a data center. Most of them fit into two classes: interactive, and non-interactive or batch. The interactive workloads such as Internet services or business transactional applications typically run 24x7 and process user requests, which have to be completed within a certain time (response time), usually within a second. Non-interactive batch jobs such as scientific applications, financial analysis, and image processing are often delay tolerant and can be scheduled to run anytime as long as progress can be made and the jobs finish before the deadline (completion time). This deadline is much more flexible (several hours to multiple days) than that of interactive workload. This provides great optimization opportunities for workload management to “shape” non-interactive batch workloads based on the varying renewable energy and cooling supply.

Interactive workloads are characterized by stochastic properties for request arrival, service demand, and Service Level Agreements (SLAs, e.g., thresholds of average response time or percentile delay). Figure 3.4 shows a 7-day normalized CPU usage trace for a popular photo sharing and storage web service, which has more than 85 million registered users in 22 countries. We can see that the workload shows significant variability and exhibits a clear diurnal pattern, which is typical for data center interactive workloads.

Batch jobs are defined in terms of total resource demand (e.g., CPU hours), starting time, completion time as well as maximum resource consumption (e.g., a single thread program can use up to 1 CPU). Conceptually, a batch job can run at anytime on many different servers as long as it finishes before the specified completion time. Our integrated management approach exploits this flexibility to make use of renewable energy and efficient cooling when available.
3.2 Modeling and Optimization

As discussed above, time variations in renewable energy availability and cooling efficiencies provide both opportunities and challenges for managing IT workloads in data centers. In this section, we present a novel design for renewable and cooling aware workload management that exploits opportunities available to improve the sustainability of data centers. In particular, we formulate an optimization problem for adapting the workload scheduling and capacity allocation to varying supply from power and cooling infrastructure.

3.2.1 Optimizing the cooling substructure

We first derive the optimal cooling substructure when multiple cooling approaches are available in the substructure. We consider two cooling approaches: the outside air cooling which supplies most of the cooling capacity, and cooling through mechanical chillers which guarantees availability of cooling capacity. By exploring the heterogeneity of the efficiency and cost of the two approaches, we represent the minimum cooling power as a function of the IT power/heat load.

In the following, we define cooling coefficient\(^2\) as the cooling power divided by the IT power to represent the cooling efficiency. By cooling capacity we mean how much heat the cooling system can extract from the IT equipment and reject into the environment.

Outside Air Cooling

The energy usage of outside air cooling is mainly the power consumed by blowers, which can be approximated as a cubic function of the blower speed [30, 198]. We assume that capacity of the outside air cooling is under tight control, e.g., through blower speed tuning, to avoid over-provisioning. Then the outside air capacity is equal to the IT heat load at the steady state when the latter does not exceed the total air cooling capacity. Based on basic heat transfer theory [87], the cooling capacity is proportional to the air volume flow rate. The air volume flow rate is approximately proportional to blower speed according to the general fan laws [30, 198]. Therefore, outside air cooling power can be defined as a function of IT power \(d\) as \(f_o(d) = kd^3, 0 \leq d \leq \overline{d}, k > 0\), which is a convex function. The parameter \(k\) depends on the temperature difference, i.e., \(t_{RA} - t_{OA}\), based again on heat transfer theory, where \(t_{OA}\) is the outside air temperature (OAT) and \(t_{RA}\) is the temperature of the (hot) exhausting air from the IT racks. The maximum capacity of this cooling system can be modeled as \(\overline{d} = C(t_{RA} - t_{OA})^+.\) \((x)^+\) is \(x\) when it is positive and 0 otherwise. The parameter \(C > 0\) is the maximum cooling capacity of the air, which is proportional to the maximal outside air mass flow rate when the blowers run at the highest speed. As one example, Figure 3.5(a) shows the cooling coefficient for an outside air cooling system (assuming the exhausting air temperature is

\(^2\)A larger cooling coefficient implies lower cooling efficiency.
35°C/95°F) under different outside air temperatures.

**Chilled Water Cooling**

First-principle models of chilled water cooling systems, including the chiller plant, cooling towers, pumps and heat exchangers, are complicated [87, 32, 145]. In this work, we consider an empirical chiller efficiency model that was built on actual measurement of an operational chiller [145]. Figure 3.5(b) shows the cooling coefficient of the chiller. Different from the outside air cooling, the chiller cooling coefficient does not change much with OAT and the variation over different IT load is much smaller than that under outside air cooling. In the following analysis, the chiller power consumption is approximated as \( f_c(d) = \gamma d \), where \( d \) is again the IT power and \( \gamma > 0 \) is a constant depending on the chiller. As we show below in Theorem 8, our analysis applies to the case of any arbitrary convex chiller cooling function.

**Cooling optimization**

As shown in Figure 3.5, the efficiency of outside air cooling is more sensitive to IT power and the OAT than that of chiller cooling. Furthermore, the cost of outside air cooling is higher than that of the chiller when the IT load exceeds a certain value because its power increases very fast (super-linearly) as the IT power increases, in particular for high ambient temperatures. The heterogeneous cooling efficiencies of the two approaches and the varying properties along with air temperature and heat load provide opportunities to optimize the cooling cost by using proper cooling capacity from each cooling supply as we discuss below, or by manipulating the heat load through demand shaping.

For a given IT power \( d \) and outside air temperature \( t_{OA} \), there exists an optimal cooling capacity allocation between outside air cooling and chiller cooling. Assume the cooling capacities provided by the chiller and outside air are \( d_1 \) and \( d_2 \) respectively \( (d_1 = d - d_2) \). From the cooling models introduced above, the optimal cooling power consumption is
\[ c(d) = \min_{d_2 \in [0, \infty]} \gamma(d - d_2)^+ + kd_2^3 \]  

(3.1)

This can be solved analytically, which yields

\[ d_2^* = \begin{cases} 
  d & \text{if } d \leq d_s \\
  d_s & \text{otherwise}
\end{cases} \]

where \( d_s = \min\left\{ \sqrt{\gamma/3k}, d \right\} \), and the optimal outside air cooling capacity is \( d_1^* = d - d_2^* \). So,

\[ c(d) = \begin{cases} 
  kd^3 & \text{if } d \leq d_s \\
  kd_s^3 + \gamma(d - d_s) & \text{otherwise}
\end{cases} \]  

(3.2)

is the cooling power of the optimal substructure, which is used for the optimization in later sections.

Figure 3.6 illustrates the relationship between cooling power and IT power for different ambient temperatures. We see that the cooling power is a convex function of IT power, higher with hotter outside air.

To use the optimal cooling substructure as a component of our workload planning optimization, we have the following result that the optimal cooling function \( c(d) \) is convex in IT power \( d \) for the general case. The proof is in Appendix B.1.

**Theorem 8.** Suppose the IT power \( d \in [0, D] \), the blower power function \( f_o(d) \) and the chiller power function \( f_c(d) \) are both convex. Then, the resulting optimal cooling power \( c(d) \) is convex in \( d \).
3.2.2 System Model

We consider a discrete-time model whose timeslot matches the timescale at which the capacity provisioning and scheduling decisions can be updated. There is a (possibly long) time period we are interested in, \{1, 2, ..., T\}. In practice, \(T\) could be a day and a timeslot length could be 1 hour. The management period can be either static, e.g., to perform the scheduling every day for the execution of the next day, or dynamic, e.g., to create a new plan if the old scheduling differs too much from the actual supply and demand. The goal of the workload management is at each time \(t\) to:

(i) Make the scheduling decision for each batch job;

(ii) Choose the energy storage usage;

(iii) Optimize the cooling infrastructure.

We assume the renewable supply at time \(t\) is \(r(t)\), which may be a mix of different renewables, such as wind and PV solar. We denote the grid power price at time \(t\) by \(p(t)\) and assume \(p(t) > 0\) without loss of generality. If at some time \(t\) we have negative price, we will use up the total capacity at this timeslot, then we only need to make capacity decisions for other timeslots. To model energy storage, we denote the energy storage level at time \(t\) by \(es(t)\) with initial value \(es(0)\) and the discharge/charge at time \(t\) by \(e(t)\), where positive or negative values mean discharge or charge, respectively. Also, there is a loss rate \(\rho \in [0,1]\) for energy storage. We therefore have the relation \(es(t+1) = \rho(es(t) - e(t))\) between successive timeslots and we require \(0 \leq es(t) \leq ES, \forall t\), where \(ES\) is the energy storage capacity. More complex energy storage models have been considered [174], but they are beyond the scope of this chapter.

Assume that there are \(I\) interactive workloads. For interactive workload \(i\), the arrival rate at time \(t\) is \(\lambda_i(t)\), the mean service rate is \(\mu_i\) and the target performance metrics (e.g., average delay, or 95th percentile delay) is \(rt_i\). In order to satisfy these targets, we need to allocate interactive workload \(i\) with IT capacity \(a_i(t)\) at time \(t\). Here \(a_i(t)\) is derived from analytic models (e.g., M/GI/1/PS, M/M/k) or system measurements as a function of \(\lambda_i(t)\) because performance metrics generally improve as the capacity allocated to the workload increases, hence there is a sharp threshold for \(a_i(t)\). Note that our solution is quite general and does not depend on a particular model.

Assume there are \(J\) classes of batch jobs. Class \(j\) batch jobs have total demand \(B_j\), maximum parallelization \(MP_j\), starting time \(S_j\) and deadline \(E_j\). Let \(b_j(t)\) denote the amount of capacity allocated to class \(j\) jobs at time \(t\). We have \(0 \leq b_j(t) \leq MP_j, \forall t, \forall j\) and \(\sum_j b_j(t) \leq B_j, \forall j\). Given the above definitions, the total IT demand at time \(t\) is given by

\[
d(t) = \sum_i a_i(t) + \sum_j b_j(t).
\]
When taking into consideration the server power model, we can further transform $d(t)$ into power demand, as in Section 3.3.1. We assume the total IT capacity is $D$, so $0 \leq d(t) \leq D, \forall t$. Note here $d(t)$ is not constant, but instead time-varying as a result of dynamic capacity provisioning.

Throughout the chapter we restrict our attention to situations where CPU is the major resource. More complex resource requirements can be added as constraints, but this results in additional complexity. Our recent work [29] shows consolidation can be achieved with only small critical workload performance loss.

### 3.2.3 Cost and Revenue Model

The cost of a data center includes both capital and operating costs. Our model focuses on the operational electricity cost. Meanwhile, by servicing the batch jobs, the data center can obtain revenue. We model the data center cost by combining the energy cost and revenue from batch jobs. Note that, to simplify the expression, we do not include the switching costs associated with cycling servers in and out of power-saving modes; however, the approach of [120] provides a natural way to incorporate such costs if desired.

To capture the variation of the energy cost over time, we let $g(t, d(t), e(t))$ denote the energy cost of the data center at time $t$ given the IT power $d(t)$, optimal cooling power $c(d(t))$, renewable generation $r(t)$, electricity price $p(t)$, and energy storage usage $e(t)$. For any $t$, we assume that $g(t, d(t), e(t))$ is non-decreasing in $d(t)$, non-increasing in $e(t)$, and jointly convex in $d(t)$ and $e(t)$.

This formulation is quite general, and captures, for example, the common charging plan of a fixed price per kWh plus an additional “demand charge” for the peak of the average power used over a sliding 15 minute window [132], in which case the energy cost function consists of two parts:

\[ p(t) (d(t) + c(d(t)) - r(t) - e(t))^+ , \text{ and} \]
\[ p_{\text{peak}} \left( \max_t (d(t) + c(d(t)) - r(t) - e(t))^+ \right) , \]

where $p(t)$ is the fixed/variable electricity price per kWh, and $p_{\text{peak}}$ is the peak demand charging rate. We could also include a sell-back mechanism and other charging policies. Additionally, this formulation can capture a wide range of models for server power consumption, e.g., energy costs as an affine function of the load, see [62], or as a polynomial function of the speed, see [185, 19].

We model only the variable component of the revenue, which comes from the batch jobs that are chosen to be run. Specifically, the data center gets revenue $R(b)$, where $b$ is the matrix consisting

---

3Revenue is also derived from the interactive workload, but for the purposes of workload management the amount of revenue from this workload is fixed.
of $b_j(t), \forall j, \forall t$. In this chapter, we focus on the following, simple revenue function

$$R(b) = \sum_j R_j \left( \sum_{t \in [S_j, E_j]} b_j(t) \right),$$

where $R_j$ is the per-job revenue. $\sum_{t \in [S_j, E_j]} b_j(t)$ captures the amount of Class $j$ jobs finished before their deadlines.

### 3.2.4 Optimization Problem

We are now ready to formulate the renewable and cooling aware workload management optimization problem. Our optimization problem takes as input the renewable supply $r(t)$, electricity price $p(t)$, optimal cooling substructure $c(d(t))$, and IT workload demand $a_i(t), B_j$ and related information (the starting time $S_j$, deadline $E_j$, maximum parallization $MP_j$), IT capacity $D$, energy storage capacity $ES$ and loss rate $\rho$, and generates an optimal schedule of each timeslot for batch jobs $b_j(t)$ and energy storage usage $e(t)$, according to the availability of renewable power and cooling supply such that specified SLAs (e.g., deadlines) and operational goals (e.g., minimizing operational costs) are satisfied.

This is captured by the following optimization problem:

$$\min_{b,e} \sum_t g(t,d(t),e(t)) - \sum_j R_j \left( \sum_{t \in [S_j, E_j]} b_j(t) \right)$$  \hspace{1cm} (3.4a)

s.t. \hspace{1cm} $\sum_j b_j(t) \leq B_j$,  \hspace{1cm} $\forall j$  \hspace{1cm} (3.4b)

$$es(t + 1) = \rho(es(t) - e(t)),$$  \hspace{1cm} $\forall t$  \hspace{1cm} (3.4c)

$0 \leq b_j(t) \leq MP_j,$  \hspace{1cm} $\forall j, \forall t$  \hspace{1cm} (3.4d)

$0 \leq d(t) \leq D,$  \hspace{1cm} $\forall t$  \hspace{1cm} (3.4e)

$0 \leq es(t) \leq ES.$  \hspace{1cm} $\forall t$  \hspace{1cm} (3.4f)

Here $d(t)$ is given by (3.3). (3.4b) means the amount of served batch jobs cannot exceed the total demand, and could become $\sum_t b_j(t) = B_j$ if finishing all Class $j$ batch job is required. (3.4c) updates the energy storage level of each timeslot. We also incorporate constraints on maximum parallelization (3.4d), IT capacity (3.4e), and energy storage capacity (3.4f). We may have other constraints, such as a “net zero” constraint that the total energy consumed be less than the total renewable generation within $[1, T]$, i.e., $\sum_t (d(t) + c(d(t))) \leq \sum_t r(t)$. Recall that our focus is on CPU dominated workloads. When multi-dimensional workload resource requirements are necessary, we
can use other requirements as constraints to keep performance acceptable. Though highly detailed, this formulation does ignore some important concerns of data center design, e.g., reliability and availability. Such issues are beyond the scope of this chapter, and our designs merge nicely with proposals such as [168] for these goals.

In this chapter, we restrict our focus from optimization (3.4a) to (3.5a), but the analysis can be easily extended to other convex cost functions.

\[
\min_{b, e} \sum_t p(t)(d(t) + c(d(t)) - r(t) - e(t))^+ - \sum_j R_j \left( \sum_{t \in [S_j, E_j]} b_j(t) \right) \tag{3.5a}
\]

\[
\text{s.t. } \sum_t b_j(t) \leq B_j, \quad \forall j \tag{3.5b}
\]

\[
es(t+1) = \rho(es(t) - e(t)), \quad \forall t \tag{3.5c}
\]

\[
0 \leq b_j(t) \leq MP_j, \quad \forall j, \forall t \tag{3.5d}
\]

\[
0 \leq d(t) \leq D, \quad \forall t \tag{3.5e}
\]

\[
0 \leq es(t) \leq ES. \quad \forall t \tag{3.5f}
\]

Note that this optimization problem is jointly convex in \(b_j(t)\) and \(e(t)\) and can therefore be efficiently solved, e.g., several minutes on normal laptop.

Given the significant amount of prior work approaching data center workload management via convex optimization [114] [123] [153] [154] [120] [143] [122], it is important to note the key difference between our formulation and prior work: our formulation is the first, to our knowledge, to incorporate renewable generation, storage, an optimized cooling micro grid, and batch job scheduling with consideration of both price diversity and temperature diversity. Prior formulations have included only one or two of these features. This “universal” inclusion is what allows us to consider truly integrated workload management.

### 3.2.5 Properties of the optimal workload management

The usage of the workload management optimization described above depends on more than just the ability to solve the optimization quickly. In particular, the solutions must be practical if they are to be adopted in actual data centers.

In this section, we provide characterizations of the optimal solutions to the workload management optimization, which highlight that the structure of the optimal solutions facilitates implementation. Specifically, one might worry that the optimal solutions require highly complex scheduling of the batch jobs, which could be impractical. For example, if a plan schedules too many jobs at a time, it
may not be practical because there is often an upper limit on how many workloads can be hosted in a physical server, especially in virtualized environments. The following results show that such concerns are unwarranted.

Energy usage and cost

Although it is easily seen that the workload management optimization problem has at least one optimal solution in general, the optimal solution is not unique. Thus, one may worry that the optimal solutions might have very different properties with respect to energy usage and cost, which would make capacity planning difficult. However, it turns out that the optimal solution, though not unique, has nice properties with respect to energy usage and cost.

In particular, we prove that all optimal solutions use the same amount of power from the grid at all times. Thus, though the scheduling of batch jobs and the usage of energy storage might be very different, the aggregate grid power usage is always the same. This is a nice feature when considering capacity planning of the power system. Formally, this is summarized by the following theorem, which is proven in Appendix B.2.

**Theorem 9.** For the simplified energy cost model (3.5a), suppose the optimal cooling power $c(d)$ is strictly convex in $d$. Then, the energy usage from the grid, $(d(t) + c(d(t)) - r(t) - e(t))^+$, at each time $t$ is common across all optimal solutions.

Though Theorem 9 considers a general setting, it is not general enough to include the optimal cooling substructure discussed in Section 3.2.1, which includes a strictly convex section followed by a linear section (while in practice, the chiller power is usually strictly convex in IT power, and satisfies the requirement of Theorem 9). However, for this setting, there is a slightly weaker result that still holds—the marginal cost of power during each timeslot is common across all optimal solutions. This is particularly useful because it then provides the data center operator a benchmark for evaluating which batch jobs are worthy of execution, i.e., provide marginal revenue larger than the marginal cost they would incur. Formally, we have the following theorem, which is proven in Appendix B.3.

**Theorem 10.** For the simplified energy cost model (3.5a), suppose $c(d)$ is given by (3.2). Then, the marginal cost of power, $\partial (p(t)(d(t) + c(d(t)) - r(t) - e(t))^+)/\partial(d(t))$, at each time $t$ is common across all optimal solutions.

Complexity of the schedule for batch jobs

A goal of this work is to develop an efficient, implementable solution. One practical consideration is the complexity of the schedule for batch jobs. Specifically, a schedule must not be too “fragmented”,
i.e., have many batch jobs being run at the same time and batch jobs being split across a large number of time slots. This is particularly important in virtualized server environments because we often need to allocate a large amount of memory for each virtual machine and the number of virtual machines sharing a server is often limited by the memory available to virtual machines even if the CPUs can be well shared. Additionally, there is always overhead associated with hosting virtual machines. If we run too many virtual machines on the same server at the same time, the CPU, memory, I/O and performance can be affected. Finally, with more virtual machines, live migrations and consolidations during runtime management can affect the system performance.

However, it turns out that one need not worry about an overly “fragmented” schedule, since there always exists a “simple” optimal schedule. Formally, we have the following theorem, which is proven in Appendix B.4.

**Theorem 11.** There exists an optimal solution to the workload management problem with at most $(T + J - 1)$ of the $b_j(t)$ are neither 0 nor $MP_j$.

Informally, this result says that there is a simple optimal solution that uses at most $(T + J - 1)$ more timeslots, or corresponding active virtual machines, in total than any other solutions finishing the same number of jobs. Thus, on average, for each class of batch job per timeslot, we run at most $\frac{(T + J - 1)}{TJ}$ more active virtual machines than any other plan finishing the same amount of batch jobs. Even if the number of batch job classes is small, on average, we run at most one more virtual machine per slot. In our experiments in Section 3.4, the simplest optimal solution only uses 4% more virtual machines. Though Theorem 11 does not guarantee that every optimal solution is simple, the proof is constructive. Thus, it provides an approach that allows one to transform an optimal solution into the simplest optimal solution.

In addition to Theorem 11, there are two other properties of the optimal solution that highlight its simplicity. We state these without proof due to space consideration. First, when multiple classes of batch jobs are served in the same timeslot, all of them except possibly the one with the lowest revenue are eventually finished. Second, in every timeslot, the lowest marginal revenue of a batch job that is served is still no lower than the marginal cost of power from Theorem 10.

### 3.3 System Prototype

We have designed and implemented a supply-aware workload and capacity management prototype in a production data center based on the description in the previous section. The data center is equipped with on-site PV power generation and outside air cooling. The prototype includes workload and capacity planning, runtime workload scheduling and resource allocation, renewable generation and IT workload demand prediction. Figure 3.7 depicts the system architecture. The
predictors use the historical traces to predict the available power from the on-site PV panels, and the expected interactive workload demand. The capacity planner takes the predicted energy supply and cooling information as inputs and generates an optimal capacity allocation scheme for each workload. Finally, the runtime workload manager executes the workload plan. The remainder of this section provides more details on each component of the system.

### 3.3.1 Capacity and Workload Planner

The data center has mixed energy sources: on-site PV generation tied to grid power. The cooling facility has a cooling micro grid, including outside air cooling and chiller cooling. The data center hosts interactive applications and batch jobs. There are SLAs associated with the workloads. Though multiple IT resources can be used by IT workloads, we focus on CPU resource management in this implementation. We use a virtualized server environment where different workloads can share resources on the same physical servers.

The planner takes the following inputs: power supply (time varying PV generation and electricity price data), interactive workload demand (time varying user request rates, response time target), batch job resource demands (CPU hours, arrival time, deadline, revenue of each batch job), IT configurations (number of servers, server idle and peak power, capacity) and cooling configuration parameters (blower capacity, chiller cooling efficiency), and operational goals. We use the optimization (3.5a) in Section 3.2.4 with the following additional details.

We first determine the IT resource demand of interactive workload $i$ using the M/GI/1/PS model,
which gives $\frac{1}{\mu_i - \lambda_i(t)/a_i(t)} \leq rt_i$. Thus, the minimum CPU capacity needed is $a_i(t) = \frac{\lambda_i(t)}{\mu_i - 1/rt_i}$, which is a linear function of the arrival rate $\lambda_i(t)$. We estimate $\mu_i$ through real measurements and set the response time requirement $rt_i$ according to the SLAs. While the model is not perfect for real-world data center workloads, it provides a good approximation. Although important, performance modeling is not the focus of this chapter. The resulting average CPU utilization of interactive workload $i$ is $1 - \frac{1}{\mu_i rt_i}$, therefore its actual CPU usage at time $t$ is $a_i(t)(1 - 1/\mu_i rt_i)$, the remaining $a_i(t)/\mu_i rt_i$ capacity can be shared by batch jobs. For Class $j$ batch job, assume at time $t$ it shares $n_{ji}(t) \geq 0$ CPU resource with interactive workload $i$ and uses additional $n_j(t) \geq 0$ CPU resource by itself, then its total CPU usage at time $t$ is $b_j(t) = \sum_i n_{ji}(t) + n_j(t)$, which is used to update Constraint (4.6c) and (4.6d). We have an additional constraint on CPU capacity that can be shared $\sum_j n_{ji}(t) \leq a_i(t)/\mu_i rt_i$. Assume the data center has $D$ CPU capacity in total, so the IT capacity constraint becomes $\sum_i a_i(t) + \sum_j n_j(t) \leq D$. Although our optimization (3.5a) in Section 3.2.4 can be used to handle IT workload with multi-dimensional demand, e.g., CPU, memory, here we restrict our attention to CPU-bound workloads.

The next step is to estimate the IT power consumption, which can be done based on the average CPU utilization

$$P_{\text{server}}(u) = P_i + (P_b - P_i) \ast u$$

where $u$ is the average CPU utilization across all servers, $P_i$ and $P_b$ are the power consumed by the server at idle and their fully utilized state, respectively. This simple model has proven very useful and accurate in modeling power consumption since other components’ activities are either static or correlate well with CPU activity [62]. Assuming each server has $Q$ CPU capacity, using the above model, we estimate the IT power as follows:

$$d(t) = \sum_i \frac{a_i(t)}{Q} (P_i + (P_b - P_i) \ast u_i(t)) + \sum_j \frac{n_j(t)}{Q} P_b,$$

where $u_i(t) = \left(1 - \frac{1}{\mu_i rt_i} + \frac{\sum_j n_{ji}(t)}{a_i(t)}\right)$.

The cooling power can be derived from the IT power according to the cooling model (3.2) described in Section 3.2.1.

By solving the optimization problem (3.5a), we then obtain a detailed capacity plan, including at each time $t$ the capacity allocated to each class of batch jobs $b_j(t)$ (from both $n_{ji}(t)$ and $n_j(t)$), capacity allocated to interactive workload $i$ $a_i(t)$, energy storage usage $e(t)$, as well as optimal cooling configuration (i.e., capacity for outside air cooling and chiller cooling).

It follows from Section 3.2.4 that this problem is a convex optimization problem and hence there exist efficient algorithms to solve this problem. For example, disciplined convex programming [89]...
can be used. In our prototype, the algorithm is implemented using Matlab CVX \cite{89}, a modeling system for convex optimization.

We then utilize the Best Fit Decreasing (BFD) method \cite{176} to decide how to place and consolidate the workloads at each timeslot. More advanced techniques exist for optimizing the workload placement \cite{104}, but they are out this chapter’s scope.

### 3.3.2 PV Power Forecaster

A variety of methods have been used for fine-grained energy prediction, mostly using classical auto-regressive techniques \cite{51,106}. However, most of the work does not explicitly use the associated weather conditions as a basis for modeling. The work in \cite{162} considered the impact of the weather conditions explicitly and used an SVM classifier in conjunction with a RBF kernel to predict solar irradiation. We use a similar approach for PV prediction in our prototype implementation. In order to predict PV power generation for the next day, we use a $k$-nearest neighbor ($k$-NN) based algorithm. The prediction is done at the granularity of one-hour time periods. The basic idea is to search for the most “similar” days in the recent past (using one week worked well here\footnote{If available, data from past years could also be used.}) and use the generation during those days to estimate the generation for the target hour. The similarity between two days is determined using features such as ambient temperature, humidity, cloud cover, visibility, etc. In particular, the algorithm uses weighted $k$-NN, where the PV prediction for hour $t$ on the next day is given by $\hat{y}_t = \frac{\sum_{i \in N_k(x_t, D)} y_i / d(x_t, x_i)}{\sum_{i \in N_k(x_t, D)} 1/d(x_t, x_i)}$, where $\hat{y}_t$ is the PV predicted output at hour $t$, $x_t$ is the feature vector, e.g., temperature, cloud cover, for the target hour $t$ obtained from the weather forecast, $y_i$ is the actual PV output for neighbor $i$, $x_i$ is the corresponding feature vector, $d$ is the distance metric function, $N_k(x_t, D)$ are $k$-nearest neighbors of $x_t$ in $D$. $k$ is chosen based on cross-validation of historical data.

Figure 3.8 shows the predicted and actual values for the PV supply of the data center for one week in September 2011. The average prediction errors vary from 5% to 20%. The prediction

![Figure 3.8: PV prediction](image-url)
accuracy depends on occurrence of similar weather conditions in the recent past and the accuracy of the weather forecast. Our numerical results show that a ballpark approximation is sufficient for planning purposes and our system can tolerate prediction errors in this range.

3.3.3 IT Workload Forecaster

In order to perform the planning, we need knowledge about the IT demand, both the stochastic properties of the interactive application and the total resource demand of batch jobs. Though there is large variability in workload demands, workloads often exhibit clear short-term and long-term patterns. To predict the resource demand (e.g., CPU resource) for interactive applications, we first perform a periodicity analysis of the historical workload traces to reveal the length of a pattern or a sequence of patterns that appear periodically. Fast Fourier Transform (FFT) can be used to find the periodogram of the time-series data. Figure 3.9(a) plots the time-series and the periodogram for 25 work days of a real CPU demand trace from an SAP application. From this we derive periods of the most prominent patterns or sequences of patterns. For this example, the peak at 24 hours in the periodogram indicates that it has a strong daily pattern (period of 24 hours). Actually, most interactive workloads exhibit prominent daily patterns. An auto-regressive model is then used to capture both the long term and short term patterns. The model estimates $w(d,t)$, the demand at time $t$ on day $d$, based on the demand of the previous $N$ days as $w(d,t) = \sum_{i=1}^{N} a_i \cdot w(d-i,t) + c$. The parameters are calibrated using historical data.

We evaluate the workload prediction algorithm with several real demand traces. The results for a Web application trace are shown in Figure 3.9(b). The average prediction errors are around 20%. If we can use the previous $M$ time points of the same day for the prediction, we could further reduce the error.

The total resource demand (e.g., CPU hours) of batch jobs can be obtained from users or from historical data or through offline benchmarking [194]. Like supply prediction, a ballpark approxi-
3.3.4 Runtime Workload Manager

The runtime workload manager schedules workloads and allocates CPU resource according to the plan generated by the planner. We implement a prototype in a KVM-based virtualized server environment [3]. Our current implementation uses a KVM/QEMU hypervisor along with control groups (Cgroups), a new Linux feature, to perform resource allocation and workload management [3]. In particular, it executes the following tasks according to the plan: (1) create and start virtual machines hosting batch jobs; (2) adjust the resource allocation (e.g., CPU shares or number of virtual CPUs) to each virtual machine; (3) migrate and consolidate virtual machines via live migration. The workload manager assigns a much higher priority to virtual machines running interactive workloads than virtual machines for batch jobs via Cgroups. This guarantees that resources are available as needed by interactive applications, while excess resources can be used by the batch jobs, improving server utilization.

3.4 Evaluation

To highlight the benefits of our design for renewable and cooling aware workload management, we perform a mixture of numerical simulations and experiments in a testbed. We first present trace-based simulation results in Section 3.4.1 and Section 3.4.2, and then the experimental results on the testbed implementation in Section 3.4.3.

3.4.1 Case Studies

We begin by discussing evaluations of our workload and capacity planning using numerical simulations. We use traces from real data centers. In particular, we obtain PV supply, interactive IT workload, and cooling data from real data center traces. The renewable energy and cooling data is from measurements of one of HP’s data centers in California. The data center is equipped with 130kW PV panel array and a cooling system consisting of outside air cooling and chiller cooling. We use the real-time electricity price of the data center location obtained from [96]. The total IT capacity is 500 servers (100kW). The interactive workload is a popular web service application with more than 85 million registered users in 22 countries. The trace contains average CPU utilization and memory usage as recorded every 5 minutes. Additionally, we assume that there are a number of batch jobs. Half of them are submitted at midnight and another half are submitted around noon. The total demand ratio between the interactive workload and batch jobs is 1:1.5. The interactive workload is deemed critical and the resource demand must be met while the batch jobs can be...
rescheduled as long as they finish before their deadlines. The plan period is 24-hours and the capac-
ity planner creates a plan for the next 24-hours at midnight based on renewable supply and cooling
information as well as the interactive demand. The plan includes hourly capacity allocation for each
workload. We assume perfect knowledge about the workload demand and renewable supply, and
we study the impact of prediction errors and the mix of interactive and batch workloads in Section

3.4.2
We explore the following issues: (i) How valuable is renewable and cooling aware workload
management? (ii) Is net-zero possible under renewable and cooling aware workload management?
(iii) What mix of wind and solar can provide most benefit?

How valuable is renewable and cooling aware workload management?

We start with the key question for this chapter: how much cost/energy/CO\textsubscript{2} savings does renewable
and cooling aware workload management provide? In this study, we assume half of batch jobs
must be finished before noon and another half must be finished before midnight. We compare the
following four approaches: (i) *Optimal*, which integrates supply and cooling information and uses
our optimization algorithm to schedule batch jobs; (ii) *Night*, which schedules batch jobs at night to
avoid interfering with critical workloads and to take advantage of idle machines (this is a widely used
solution in practice); (iii) *Best Effort (BE)*, which runs batch jobs immediately when they arrive
and uses all available IT to finish batch jobs as quickly as possible; (iv) *Flat*, which runs batch jobs
at a constant rate within the deadline period.

Figure 3.10 shows the detailed schedule and power consumption for each approach, including
IT power (batch and interactive workloads), cooling, and supply, as well as the energy usage and
efficiency comparisons. As shown in the figure, compared with other approaches, *Optimal* reshapes
the batch job demand and fully utilizes the renewable supply, and uses non-renewable energy, if
necessary, to complete the batch jobs during this 24-hour period. These additional batch jobs are
scheduled to run between 3am and 6am or between 11pm and midnight, when the outside air cooling
is most efficient and/or the electricity price is lower. As a result, our solution reduces the grid power
consumption by 39%-63% compared to other approaches (Figure 3.10(e)). Though not clear in the
figure, the optimal solution does consume a bit more total power (up to 2%) because of the low
cooling efficiency around noon. Figure 3.10(f) shows the average recurring electricity cost and CO\textsubscript{2}
emission per job. The energy cost per job is reduced by 53%-83% and the CO\textsubscript{2} emission per job is
reduced by 39%-63% under the *Optimal* schedule. Note here we use time-varying electricity price,
so energy cost and energy consumption are not identical.

The importance of cooling aware scheduling: The adaptation of the workload management to
the availability of renewable energy is clear in Figure 3.10. Less clear is the importance of managing
the workload in a manner that is “cooling aware”. As discussed in Sections 3.1.2 and 3.2.1 the
cooling efficiency and capacity of a cooling supply often vary over time. This is particularly true for outside air cooling. One important component of our solution is to schedule workloads by taking into account time varying cooling efficiency and capacity. To understand the benefits of cooling integration, we compare our optimal solution as shown in Figure 3.10(a) with two solutions that are renewable aware, but handle cooling differently: (i) *Cooling-oblivious* ignores cooling power and considers IT power only when planning, (ii) *Static-cooling* uses a static cooling efficiency (assuming the cooling power is 30% of IT power) to estimate the cooling power from IT power and incorporates the cooling power into workload scheduling.
Figures 3.11(a) and 3.11(b) show the power profiles of Cooling-oblivious and Static-cooling schedules, respectively. As shown in the figures, both schedules integrate renewable energy into scheduling and run most batch jobs when renewables are available. However, because they do not capture the cooling power accurately, they cannot fully optimize workload schedule. In particular, by ignoring the cooling power, Cooling-oblivious underestimates the power demand and runs more jobs than the available PV supply and hence uses more grid power during the day. This is also less cost-efficient because the electricity price peaks at that time. On the other hand, by overestimating the cooling power demand, Static-cooling fails to fully utilize the renewable supply and results in inefficiency, too. Figures 3.11(c) and 3.11(d) compare the total power consumption and the energy efficiency of these two approaches and Optimal. By accurately modeling the cooling efficiency and adapting to time variations in cooling efficiency, our solution reduces the energy cost by 20%-38% and CO₂ emission by 4%-28%.
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Figure 3.11: Benefit of cooling integration

The importance of optimizing the cooling micro-grid: Optimizing the workload scheduling based on cooling efficiency is only one aspect of our cooling integration. Another important aspect is to optimize the cooling micro-grid, i.e., using a proper amount of cooling capacity from each cooling resource. This is important because different cooling supplies can exhibit different cooling efficiencies as the IT demand and external conditions such as outside air temperature changes. Our solution
takes this into account and optimizes the cooling capacity management in addition to IT workload management.

We compare the following three approaches: (i) *Optimal* adjusts cooling capacities of outside air cooling and chiller cooling based on their dynamic cooling efficiencies determined by IT demand and OAT; (ii) *Binary Outside Air (BOA)* uses outside air cooling at its full capacity if OAT does not exceed some threshold (25°C) and interactive demand is not too low (less than 10% of the IT capacity), and use chiller only otherwise; (iii) *Chiller only* uses the chiller cooling only. All three solutions are renewable and cooling aware and schedule workload according to the renewable supply and cooling efficiency. They finish the same number of batch jobs. The difference is how they manage cooling resources and capacity.

Figure 3.12 shows the cooling capacity from outside air cooling and chiller cooling for these three solutions. As shown in this figure, *Optimal* uses outside air only during the night when it is more efficient, and combines outside air cooling and chiller cooling during other times. In particular, our solution uses less outside air cooling and more chiller cooling between 12pm and 3pm as outside air cooling is less efficient due to high IT demand and outside air temperature at that time. In contrast, *BOA* runs outside air at full capacity when its efficiency is high and there is enough workload. *Chiller only* relies on chiller for all cooling demand. Figures 3.12(g) and 3.12(h) compare the cooling power and efficiency of the three approaches. By optimizing the cooling substructure, our solution reduces the cooling power by 66% over *BOA* and 48% over *Chiller only*.

**Is net-zero energy consumption possible with renewable and cooling aware workload management?**

Now, we switch our goal from minimizing the cost incurred by the data center to minimizing the environmental impact of the data center. Net-zero is often used to describe a building with zero net energy consumption and/or emission annually. Recently, researchers have envisioned how net-zero building concepts can be effectively extended into the data center space to create a net-zero data center, whose total power consumption does not exceed its total power supply from renewable. We explore if net-zero is possible with the renewable and cooling aware workload management in data centers and how much it will cost.

By adding a net-zero constraint (i.e., total power consumption ≤ total renewable supply) to our optimization problem, our capacity planner can generate a net-zero schedule. Figure 3.13(a) shows our solution (*Net-zero1*) for achieving a net zero operation goal. Similar to the optimal solution shown in Figure 3.10(a), *Net-zero1* optimally schedules batch jobs to take advantage of the renewable supply; however, batch jobs are only executed when renewable energy is available and without exceeding the total renewable generation, and thus some are allowed to not finish during this 24 hour period. In this case, about 40% of the batch jobs are delayed until a future time when
Figure 3.12: Benefit of cooling optimization
a renewable energy surplus may exist. Additionally, some renewable energy is reserved to offset non-renewable energy used at night for interactive workloads.

A key to achieving off grid beyond net zero is energy storage. By maximizing the use of the renewable directly, Net-zero1 can reduce the dependency on storage and hence the capital cost. To understand the benefit, we compare Net-zero1 with another schedule, Net-zero2, which runs the same number of batch jobs but distributes the batch jobs over 24-hours as shown in Figure 3.13(b). Both approaches achieve this net-zero goal, but Net-zero2 uses 287% more grid power compared to our solution Net-zero1. As a result, the demand on storage is much higher. The energy storage sizes of Net-zero1 and Net-zero2 are 82kWh and 330kWh, respectively. Using an estimated cost of 400$/kWh [7], this difference in energy demand results in $99,200 more energy storage expenditure for Net-zero2.

![Figure 3.13: Net Zero Energy](image)

**What mix of wind and solar can provide most benefit?**

To this point, we have focused on PV solar as the sole source of renewable energy. Since wind energy is becoming increasingly cost-effective, a sustainable data center will likely use both solar and wind to some degree. The question that emerges is what mix of different renewable sources is best from the perspective of optimizing data center energy efficiency.

We conduct a study using the wind and solar traces depicted in Figure 3.2. Assuming an average renewable supply of 100kW, we vary the mix of solar and wind in the renewable supply. For each mix, we use our capacity management optimization algorithm to generate an optimal workload schedule. We compare the non-renewable power consumption for different renewable mixes for two cases (turning off unused servers and without turning off unused servers). Figure 3.14 shows the grid power usage as a function of percentage of solar with different storage capacity. As shown in the figure, the optimal portfolio contains more solar than wind because solar is less volatile and the supply aligns better with IT demand.
However, wind energy is still an important component and a small percentage of wind can help improve the efficiency. For example, the optimal portfolio without storage consists of about 60% solar and 40% wind. As we increase the storage capacity, the energy efficiency improves and wind energy becomes less valuable. This is because there is no strong diurnal pattern in wind, while PV generation is zero during night, and therefore storage will incur heavier losses.

In summary, solar is a better source for local data centers in sunny areas such as Palo Alto and a small addition of wind can help improve energy efficiency. The optimal portfolio varies for different areas. Additionally, recent work has shown that the value of wind increases significantly when geographically diverse data centers are considered [123, 122].
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**Figure 3.14: Optimal renewable portfolio**

### 3.4.2 Impacts of prediction errors and workload characteristics

**What is the impact of prediction errors?**

Our capacity management uses perfect workload demand and renewable supply as input. In this section, we evaluate the impact of prediction errors on our solution.

We use a PV prediction (Figure 3.8 average prediction error 8%) to obtain the schedule Prediction and compare its energy efficiency (i.e., grid power use per job) with those schedules discussed in Figure 3.10. Figure 3.15(a) shows that Prediction is comparable to the one using perfect knowledge (Optimal) and reduces the grid power usage. Figure 3.15(b) illustrates the kWh grid power consumed per batch job normalized to that under Flat, from which we can see even with large prediction error our solution still improves energy efficiency significantly.

We also study the impacts of workload prediction errors and obtained similar results, as illustrated in Figure 3.16.
What is the impact of workload characteristics?

Our solution improves energy efficiency and reduces grid power use by shaping batch job demand at each timeslot. The impact of workload mixes on energy efficiency is shown in Figure 3.17(a). We
can see that energy efficiency improvement of our solution over Flat increases as the ratio of batch jobs increases. Finally, we study the impact of job life span (i.e., the time between their arrival and their deadline) on the energy efficiency. We assume there is one class of batch jobs coming every hour from midnight to noon. The results in Figure 3.17(b) shows the energy efficiency improves as the lifespan of jobs increases. This is because a longer lifespan provides greater flexibility in job scheduling and hence better utilizes renewable supply. Again, our solution is always better than existing solutions.

3.4.3 Experimental Results on a Testbed

The case studies described in the previous section highlight the theoretical benefits of our approach over existing solutions. To verify our claims and ensure that we have a practical and robust solution, we experimentally evaluate our prototype implementation on a data center testbed and contrast it with a current workload management approach.

Experiment Setup

Our testbed consists of four high end servers (each with two 12-core 1.8GHz processors and 64 GB memory) and the following workloads: one interactive Web application, and 6 batch applications. Each server is running Scientific Linux. Each workload is running inside a KVM virtual machine. The interactive application is a single-tier web application running multiple Apache web servers and batch jobs are sysbench [4] with different resource demands. httperf [98] is used to replay the workload demand traces in the form of CGI requests, and each request is directed to one of the Web servers. The PV, cooling data, and interactive workload traces used in the case study are scaled to the testbed capacity. We measure the power consumption via the server’s built-in management interfaces, collect CPU consumption through system monitoring and obtain response times of Web servers from Apache logs.

Experiment Results

We compare two approaches: (i) Optimal is our optimal design, (ii) Night, which runs batch jobs at night. For each plan, the runtime workload manager dynamically starts the batch jobs, allocates resources to both interactive and batch workloads and turns on/off servers according to the plan. We compare the predicted power usage in the plan and the actual power consumption in Figures 3.18(a) and 3.18(b). Figure 3.18(a) shows the optimal plan for the setting described earlier, while Figure 3.18(b) shows the results of a more complicated setting, where the critical demand was comprised of seven 3-tier Web applications (RUBiS, an e-Bay-like online auction), and the non-critical demand was comprised of 24 batch jobs that included scientific computing, animation and
image processing, and financial analysis applications.

We then compare the power consumption and performance of the two approaches. Figure 3.19(a) shows the power consumption. *Optimal* does more work during the day when the renewable energy source is available. *Night* uses additional servers from midnight to 6am to run batch jobs while our solution starts batch jobs around noon by taking advantage of renewable energy. Compared with *Night*, our approach reduces the grid power usage by 48%. One thing worth mentioning is that the total power is not quite proportional to the total CPU utilization as a result of the large idle part of the server power. This is most noticeable when the number of servers is small, as we see in the experimental results, Figure 3.18. When the total number of servers increases, the impact of idle power decreases and *Optimal* will save even more grid power.

One reason that batch jobs are scheduled to run at night is to avoid interfering with interactive workloads. Our approach runs more jobs during the day when the web server demand is high. To understand the impact of this on performance, we compare the 99-percentile response time of the web server. The results show that both approaches are almost identical: 205.2ms for *Optimal*, compared to 196.1ms for *Night*. When we only run interactive workload without batch jobs, the 99-percentile response time is 176.5ms. This is because both solutions satisfy the demand of web server and Linux KVM/Cgroups scheduler is preemptive and enables CPU resources to be effectively virtualized and shared among virtual machines [3]. Assigning a much higher priority to virtual machines hosting the web servers guarantees that resources are available as needed by the web servers.

In summary, the experiment results demonstrate that (i) the optimization-based workload management scheme can translate effectively into a prototype implementation, (ii) compared with traditional workload management solutions, *Optimal* significantly reduces the use of grid power without degrading the performance of critical demand. The first point is also very important to other optimization-based solutions.

---
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3.5 Summary

Our goal in this chapter is to provide an integrated workload management system for data centers that takes advantage of the efficiency gains possible by shifting demand in a way that exploits time variations in electricity price, the availability of renewable energy, and the efficiency of cooling. There are two key points we would like to highlight about our design.

First, a key feature of the design is the integration of the three main data center silos: cooling, power, and IT. Though a considerable amount of work exists in optimizing efficiencies of these individually, there is little work that provides an integrated solution for all three. Our case studies illustrate that the potential gains from an integrated approach are significant. Additionally, our prototype illustrates that these gains are attainable. In both cases, we have taken case to measurements from a real data center and traces of real applications to ensure that our experiments are meaningful.

Second, it is important to point out that our approach uses a mix of implementation, modeling, and theory. At the core of our design is a cost optimization that is solved by the workload manager. Care has been taken in designing and solving this optimization so that the solution is “practical” (see the characterization theorems in Section 3.2.5). Building an implementation around this optimization requires significant measurement and modeling of the cooling substructure, and the incorporation of predictors for workload demand and PV supply. This chapter is a proof of concept for the wide-variety of “optimization-based designs” recently proposed, e.g., [114, 123, 153, 184, 120, 143, 122, 119].
Chapter 4

IT for Sustainability: Data Center Demand Response

Demand response (DR) programs seek to provide incentives to induce dynamic demand management of customers’ electricity load in response to power supply conditions, for example, reducing their power consumption in response to a peak load warning signal or request from the utility. The National Institute of Standards and Technology (NIST) and the Department of Energy (DoE) have both identified demand response as one of the priority areas for the future smart grid [140, 57]. In particular, the National Assessment of Demand Response Potential report has identified that demand response has the potential to reduce up to 20% of the total peak electricity demand across the country [66]. Further, demand response has the potential to significantly ease the adoption of renewable energy into the grid.

Data centers represent a particularly promising industry for the adoption of demand response programs. First, data center energy consumption is large and increasing rapidly. In 2011, data centers consumed approximately 1.5% of all electricity worldwide, which was about 56% higher than the preceding five years [79, 78, 160, 110]. Second, data centers are highly automated and monitored, and so there is the potential for a high-degree of responsiveness. For example, today’s data centers are well instrumented with a rich set of sensors and actuators. The power load and state of IT equipment (e.g., server, storage and networking devices) and cooling facility (e.g., CRAC units) can be continuously monitored and panoramically adjusted. Third, many workloads in data centers are delay tolerant, and can be scheduled to finish anytime before their deadlines. This enables significant flexibility for managing power demand. Finally, local power generation, e.g., both traditional backup generators such as diesel or natural gas powered generators and newer renewable power installations such as solar PV arrays, can help reduce the need from the grid by supplying the demand at critical times. In particular, local power generation combined with workload management has a significant potential to shed the peak load and reduce energy costs.

Despite wide recognition of the potential for demand response in data centers, the current reality
is that industry data centers seemingly perform little, if any, demand response [79, 78]. One of the most common demand response programs available is Coincident Peak Pricing (CPP), which is required for medium and large industrial consumers in many regions. These programs work by charging a very high price for usage during the coincident peak hour, often over 200 times higher than the base rate, where the coincident peak hour is the hour when the most electricity is requested by the utility from its wholesale electric supplier. It is common for the coincident peak charges to account for 23% or more of a customer’s electric bill according to Fort Collins Utilities [67]. Hence, from the perspective of a consumer, it is critical to control and reduce usage during the peak hour. Although it is impossible to accurately predict exactly when the peak hour will occur, many utilities identify potential peak hours and send warning signals to customers, which helps customers manage their loads and make decisions about their energy usage. For example, Fort Collins Utilities sends coincident peak warnings for 3-22 hours each month with an average 14.5 in summer months and 10 in winter ones. Depending on the utility, warnings may come between 5 minutes and 24 hours ahead of time.

Coincident peak pricing is not a new phenomenon. In fact, it has been used for large industrial consumers for decades. However, it is rare for large industrial consumers to have the responsiveness that data centers can provide. Unfortunately, data centers today either do not respond to coincident peak warnings or simply respond by turning on their backup power generators [6]. Using backup power generation seems appealing since it can be automated easily, it does not impact operations, and it provides demand response for the utility company. However, the traditional backup generators at data centers can be very “dirty” – in some cases even not meeting Environmental Protection Agency (EPA) emissions standards [79]. So, from an environmental perspective, this form of response is far from ideal. Further, running a backup generator can be expensive. Alternatively, providing demand response via shifting workload can be more cost effective. One of the challenges with workload shifting is that we need to ensure that the Service Level Agreements (SLAs), e.g., completion deadlines, remain satisfied even with uncertainties in coincident peak and warning patterns, workload demand, and renewable generation.

Our main contributions are the following. First, we present a detailed characterization study of coincident peak pricing and provide insight about its properties. Section 4.1 discusses the characterization of 26 years’ coincident peak pricing data from Fort Collins Utilities in Colorado. The data highlights a number of important observations about coincident peak pricing (CPP). For example, the data set shows that both the coincident peak occurrence and warning occurrence have strong diurnal patterns that differ considerably during different days of the week and seasons. Further, the data highlights that coincident peak warnings are highly reliable – only twice did the coincident peak not occur during a warning hour. Finally, the data on coincident peak warnings highlights that the frequency of warnings tends to decrease through the month, and that there tend to be less
than seven days per month on which warnings occur.

Second, we develop two algorithms for avoiding the coincident peak and reducing the energy expenditure using workload shifting and local power generation. Though there has been considerable recent work studying workload planning in data centers, e.g., [70, 44, 120, 82, 46, 86, 177, 132, 197, 188, 193], the uncertainty of the occurrence of the coincident peak hour presents significant new algorithmic challenges beyond what has been addressed previously. In particular, small errors in the prediction of workload or renewable generation have only a small effect on the resulting costs of workload planning; however, errors in the prediction of the coincident peak have a threshold effect – if you are wrong you pay a large additional cost. This lack of continuity is well known to make the development of online algorithms considerably more challenging.

Given the challenges associated with the combination of uncertainty about the coincident peak hour and warning hours, workload demand, and renewable generation, we consider two design goals when developing algorithms: good performance in the average case and in the worst case. We develop an algorithm for each goal. For the average case, we present a stochastic optimization based algorithm given the estimates of the likelihood of a coincident peak or warning during each hour of the day, and predictions of workload demand and renewable generation. The algorithm provides provable robustness guarantees in terms of the variance of the prediction errors. For the worst case scenario, we propose a robust optimization based algorithm that is computationally feasible and simple, and guarantees that the cost is within a small constant of the optimal cost of an offline algorithm for any coincident peak and warning patterns, workload demand, and renewable generation prediction error distributions with bounded variance. Note that a distinguishing feature of our analysis is that we provide provable bounds on the impact of prediction errors. In prior work on data center capacity provisioning prediction errors have almost always been studied via simulation, if at all.

The third main contribution of our work is a detailed study and comparison of the potential cost savings of algorithms via numerical simulations based on real world traces from production systems. The experimental results in Section 4.4 highlight a number of important observations. Most importantly, the results highlight that our proposed algorithms provide significant cost and emission reductions compared to industry practice and provide close to the minimal costs under real workloads. Further, our experimental results highlight that both local generation and workload shifting are important for ensuring minimal energy costs and emissions. Specifically, combining workload shifting with local generation can provide 35-40% reductions of energy costs, and 10-15% reductions of emissions. We also illustrate that our algorithms are robust to prediction errors.

Related work

While the design of workload planning algorithms for data centers has received considerable attention in recent years, e.g., [70, 44, 120, 82, 46, 86, 177, 132, 197, 188, 193] and the references therein;
Demand response for data centers is a relatively new topic. Some of the initial work in the area comes from Urgaonkar et al. [17], which proposes an approach for providing demand response by using energy storage to shift peak demand away from high peak periods. This technique complements other demand response schemes such as workload shifting. Conceptually, using local storage is similar to the use of local power generation studied in the current chapter. In this chapter, we consider both the workload shifting and local power generation. The integration of energy storage to our framework is a topic of our future work. Another recent approach for data center demand response is Irwin et al. [103], which studies a distributed storage solution for demand response where compatible storage systems to optimize I/O throughput, data availability, and energy-efficiency as power varies. Perhaps the most in depth study of data center demand response to this point is the recent report released by Lawerence Berkeley National Laboratories (LBNL) [78]. This report summarizes a field study of four data centers and evaluates the potential of different approaches for providing demand response. Such approaches include adjusting the temperature set point, shutting down or idling IT equipment and storage, load migration, and adjusting building properties such as lighting and ventilation. The results show that data centers can provide 10-12% energy usage savings at the building level with minimal or no impact to data center operations. This report highlights the potential of demand response and shows that it is feasible for a data center to respond to signals from utilities, but stops short of providing algorithms to optimize cost in demand response programs, which is the focus of the current chapter.

### 4.1 Coincident peak pricing

Most typically, the demand response programs available for data centers today are some form of coincident peak pricing. In this section, we give an overview of coincident peak pricing programs and then do a detailed characterization of the coincident peak pricing program run by Fort Collins Utilities in Colorado, where HP has a data center charged by this company.

#### 4.1.1 An overview of coincident peak pricing

In a coincident peak pricing program, a customer’s monthly electricity bill is made up of four components: (i) a fixed connection/meter charge, (ii) a usage charge, (iii) a peak demand charge for usage during the customer’s peak hour, and (iv) a coincident peak demand charge for usage during the coincident peak (CP) hour, which is the hour during which the utility company’s usage is the highest. Each of these is described in detail below.

**Connection/Meter charge.** The connection and meter charges are fixed charges that cover the maintenance and construction of electric lines as well as services like meter reading and billing. For medium and large industrial consumers such as data centers, these charges make up a very small
fraction of the total power costs.

**Usage charge.** The usage charge in CPP programs works similarly to the way it does for residential consumers. The utility specifies the electricity price $p(t)/\text{kWh}$ for each hour. This price is typically fixed throughout each season, but can also be time-varying. Usually $p(t)$ is on the order of several cents per kWh.

**Peak demand charge.** CPP programs also include a peak demand charge in order to incentivize customers to consume power in a uniform manner, which reduces costs for the utility due to smaller capacity provisioning. The peak demand charge is typically computed by determining the hour of the month during which the customer’s electricity use is highest. This usage is then charged at a rate of $p_p/kWh$, which is much higher than $p(t)$. It is typically on the order of several dollars per kWh.

**Coincident peak charge.** The defining feature of CPP programs is the coincident peak charge. This charge is similar to the peak charge, but focuses on the peak hour for the utility as a whole from its wholesale electricity provider (the coincident peak) rather than the peak hour for an individual consumer. In particular, at the end of each month the peak usage hour for the utility, $t_{cp}$, is determined and then all consumers are charged $p_{cp}/kWh$ for their usage during this hour. This rate is again at the scale of several dollars per kWh, and can be significantly larger than the peak demand charging rate $p_p$.

Note that customers cannot know when the coincident peak will occur since it depends on the behavior of all of the utility’s customers. As a result, to aid customers the utility sends *warnings* that particular hours may be *the* coincident peak hour. Depending on the utility, these warnings can be anywhere from 5 minutes to 24 hours ahead of time, though they are most often in the 5-10 minute time-frame. These warnings can last multiple hours and can occur anywhere from two to tens of times during a month. In practice, these warnings are extremely reliable – the coincident peak almost never occurs outside of a warning hour. This is important since warnings are the only signal the utility has for achieving responsiveness from customers.

### 4.1.2 A case study: Fort Collins Utilities Coincident Peak Pricing (CPP) Program

In order to provide a more detailed understanding of CPP programs, we have obtained data from the Fort Collins Utilities on the CPP program they run for medium and large industrial and commercial customers. The data we have obtained covers the operation of the program from January 1986 to June 2012. It includes the date and hour of the coincident peak each month as well as the date, hour, and length of each warning period. In the following we focus our study on three aspects: the rates, the occurrence of the coincident peak, and the occurrence of the warnings.
Rates. We begin by summarizing the prices for each component of the CPP program. The rates for 2011 and 2012 are summarized in the Table 4.1. It is worth making a few observations. First, note that all the prices are fixed and announced at the beginning of the year, which eliminates any uncertainty about prices with respect to data center planning. Further, the prices are constant within each season; however the utility began to differentiate between summer months and winter months in 2012. Second, because the coincident peak price and the peak price are both so much higher than the usage price, the costs associated with the coincident peak and the peak are important components of the energy costs of a data center. In particular, $\frac{P_{p}}{P}$ is 194 and 148, and $\frac{P_{cp}}{P}$ is 514 and 219, in 2011 and winter 2012, respectively. Hence, it is very critical to reduce both the data center peak demand and the coincident peak demand in order to lower the total cost. A final observation is that the coincident peak price is higher than the peak demand price, 2.6 times and 1.4 times higher in 2011 and winter 2012, respectively. This means that the reduction of power demand during the coincident peak hour is more important, further highlighting the importance of avoiding coincident peaks.

Coincident peak. Understanding properties of the coincident peaks is particularly important
<table>
<thead>
<tr>
<th>Charging rates</th>
<th>2011</th>
<th>2012</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed $/month</td>
<td>54.11</td>
<td>61.96</td>
</tr>
<tr>
<td>Additional meter $/month</td>
<td>47.81</td>
<td>54.74</td>
</tr>
<tr>
<td>CP summer $/kWh</td>
<td>12.61</td>
<td>10.20</td>
</tr>
<tr>
<td>CP winter $/kWh</td>
<td>12.61</td>
<td>7.64</td>
</tr>
<tr>
<td>Peak $/kWh</td>
<td>4.75</td>
<td>5.44</td>
</tr>
<tr>
<td>Energy summer $/kWh</td>
<td>0.0245</td>
<td>0.0367</td>
</tr>
<tr>
<td>Energy winter $/kWh</td>
<td>0.0245</td>
<td>0.0349</td>
</tr>
</tbody>
</table>

Table 4.1: Summary of the charging rates of Fort Collins Utilities during 2011 and 2012 [67].

...when considering data center demand response. Figure 4.1 summarizes the coincident peak data we have obtained from Fort Collins Utilities from January 1986 to June 2012. Figure 4.1(a) depicts the number of coincident peak occurrences during each hour of the day. From the figure, we can see that the coincident peak has a strong diurnal pattern: the coincident peak nearly always happens between 2pm and 10pm. Additionally, the figure highlights that the coincident peak has different seasonal patterns in winter and summer: the coincident peak occurs later in the day during winter months than during summer months. Further, the time range that most coincident peaks occur is narrower during winter months. The number of coincident peak occurrences on a weekly basis is shown in Figure 4.1(b). The data shows that the coincident peak has a strong weekly pattern: the coincident peak almost never happens on the weekend, and the likelihood of occurrence decreases throughout the weekdays.

**Warnings.** To facilitate customers managing their demand, Fort Collins Utilities identify potential peak hours and send warning signals to customers. These warnings are the key tool through which utilities achieve responsiveness from customers, i.e., demand response. On average, warnings from Fort Collins Utilities cover 12 hours for each month. Figures 4.1(c), 4.1(d), and 4.2 summarize the data on warnings announced by Fort Collins Utilities between January 2010 and June 2012. We limit our discussion to this period because the algorithm for announcing warnings was consistent during this interval. During this period, warnings were announced 5-10 minutes before the warning period began. Note that warnings are only useful if they do in fact align with the coincident peak. Within our data set, all but two coincident peak fell during a warning period. Further, upon discussion with the manager of the CPP program, these two mistakes are attributed to human error rather than an unpredicted coincident peak.

Figure 4.1(c) shows the number of warnings on the time of the day. Given that the warnings are well correlated with the coincident peak shown in Figure 4.1(a), it is important to understand their frequency and timing. Unsurprisingly, the announcement of warnings has strong diurnal pattern similar to that of the coincident peak: most warnings happen between 2pm and 10pm. The seasonal pattern is also similar to that of the coincident peak: winter months have warnings later in the day than summer months, and the time range in which most warnings occur is narrower during...
winter months. Additionally, summer months have significantly more warnings than winter months do (14.5 warnings per month in summer compared to 10 in winter). The number of warnings over the week is shown in Figure 4.1(d). Similar to that of the coincident peak shown in Figure 4.1(b), the warnings have a strong weekly pattern: few warnings happen during the weekends, and the number of warnings decreases throughout the weekdays.

Some other interesting phenomena are shown in Figure 4.2. In particular, the frequency of warnings decreases during the month, the length of consecutive warnings tends to be 2-4 hours, the number of warnings in a month varies from 3 to 22, and the number of days with warnings during a month tends to be less than seven.

![Figure 4.2: Overview of warning occurrences showing (a) daily frequency, (b) length, and (c)-(d) monthly frequency.](image)

### 4.2 Modeling

The core of our approach for developing data center demand response algorithms is an energy expenditure model for a data center participating in a CPP program. We introduce our model for data center energy costs in this section. It builds on the model used by Liu et al. in [121], which is in turn related to the models used in [114, 123, 153, 184, 120, 122, 119, 133]. The key change
we make to is to incorporate charges from CPP, workload demand and renewable generation prediction errors into the objective function of the optimization. This is a simple modeling change, but one that creates significant algorithmic challenges (see Section 4.3 for more details).

Our cost model is made up of models characterizing the power supply and power demands of a data center. On the power supply side, we model a power micro-grid consisting of the public grid, local backup power generation, and/or a renewable energy supply. On the power demand side, we consider both non-flexible interactive workloads and flexible batch-style workloads in the data centers. Further, we consider a cooling model that allows for a mixture of different cooling methods, e.g., “free” outside air cooling and traditional mechanical chiller cooling.

Throughout, we consider a discrete-time model whose time slot matches the time scale at which the capacity provisioning and scheduling decisions can be updated. There is a (possibly long) planning horizon that we are interested in, \( \{1, 2, ..., T\} \). In practice, \( T \) could be a day and a time slot length could be 1 hour.

### 4.2.1 Power Supply Model

![Figure 4.3: One week traces for (a) PV generation, (b) non-flexible workload demand, (c) flexible workload demand, and (d) cooling efficiency.](image)

The electricity cost from the grid includes three non-constant components as described in Section 4.1, denoted by \( p(t) \) the usage price, \( p_p \) the (customer) peak price, and \( p_{cp} \) the coincident peak price. We assume all prices are positive without loss of generality.

Most data centers are equipped with local power generators as backup, e.g., diesel or natural gas powered generators. These generators are primarily intended to provide power in the event of a power failure; however they can be valuable for data center demand response, e.g., shedding
peak load by powering the data center with local generation. Typically, the costs of operating these
generators are dominated by the cost of fuel, e.g., diesel or natural gas. Note that the effective
output of such generators can often be adjusted. In many cases the backup generation is provided
by multiple generators which can be operated independently [22], and in other cases the generators
themselves can be adjusted continuously, e.g., in the case of a GE gas engine [187].

To model such local generators, we assume that the generator has the capacity to power the
whole data center, which is quite common in industry [22], i.e., the total capacity of local generators
$C_g = C$, where $C$ is the total data center power capacity. We denote the cost in dollar of generating
1kWh power using backup generator by $p_g$. Finally, we denote the generation provided by the local
generator at time $t$ by $g(t)$.

In addition to local backup generators, data centers today increasingly have some form of local
renewable energy available such as PV [93]. The effective output of this type of generation is not
controllable and is often closely tied to external conditions (e.g., wind speed and solar irradiance).
Figure 5.3(a) shows the power generated from a 100kW PV installation in June in Fort Collins,
Colorado. The fluctuation and variability present a significant challenge for data center management.
In this chapter, we consider both data centers with and without local renewable generation. To model
this, we use $r(t)$ to denote the actual renewable energy available to the data center at time $t$ and use
$\hat{r}(t)$ for the predicted generation. We denote $r(t) = (1 + \hat{\epsilon}_r)\hat{r}(t)$, where $\hat{\epsilon}_r$ is the prediction error. We
assume unbiased prediction $E[\hat{\epsilon}_r] = 0$ and denote the variance $V[\hat{\epsilon}_r]$ by $\sigma^2_r$, which can be obtained
from historic data. These are standard assumptions in statistics. Let $\hat{\xi}_r$ denote the distribution of
$\hat{\epsilon}_r$. In the model, we ignore all fixed costs associated with local generation, e.g., capital expenditure
and renewable operational and maintenance cost.

4.2.2 Power Demand Model

The power demand model is derived from models of the workload and the cooling demands of the
data center.

Workload model. Most data centers support a range of IT workloads, including both non-
flexible interactive applications that run 24x7 (such as Internet services, online gaming) and delay
tolerant, flexible batch-style applications (e.g., scientific applications, financial analysis, and image
processing). Flexible workloads can be scheduled to run anytime as long as the jobs finish before
their deadlines. These deadlines are much more flexible (several hours to multiple days) than that
of interactive workload. The prevalence of flexible workloads provides opportunities for providing
demand response via workload shifting/shaping.

We assume that there are $I$ interactive workloads. For interactive workload $i$, the arrival rate
at time $t$ is $\lambda_i(t)$. Then based on the service rate and the target performance metrics (e.g., average
delay, or 95th percentile delay) specified in SLAs, we can obtain the IT capacity required to allocate
to each interactive workload $i$ at time $t$, denoted by $a_i(t)$. Here $a_i(t)$ can be derived from either analytic performance models, e.g., [172], or system measurements as a function of $\lambda_i(t)$ because performance metrics generally improve as the capacity allocated to the workload increases, hence there is a sharp threshold. Interactive workloads are typically characterized by highly variable diurnal patterns. Figure 4.3(b) shows an example from a 7-day normalized CPU usage trace for a popular photo sharing and storage web service which has more than 85 million registered users in 22 countries.

Flexible batch jobs are more difficult to characterize since they typically correspond to internal workloads and are thus harder to attain accurate traces for. Figure 4.3(c) shows an example from a 7-day normalized CPU demand trace generated using arrival and job information about Facebook Hadoop workload [42, 196]. We assume there are $J$ classes of batch jobs. Class $j$ jobs have total demand $B_j$, maximum parallelization $MP_j$, starting time $S_j$ and deadline $E_j$. Let $b_j(t)$ denote the amount of capacity allocated to class $j$ jobs at time $t$. We have $0 \leq b_j(t) \leq MP_j, \forall t$ and $\sum_{t \in [S_j, E_j]} b_j(t) = B_j$.

Given the above models for interactive and batch jobs, the total IT demand at time $t$ is given by

$$d_{IT}(t) = \sum_{i=1}^{t} a_i(t) + \sum_{j=1}^{J} b_j(t). \quad (4.1)$$

The total IT capacity in units of kWh is $D$, so $0 \leq d_{IT}(t) \leq D, \forall t$. Since our focus is on energy costs, we interpret $d_{IT}(t)$, $a_i(t)$, and $b_j(t)$ as being the energy necessary to serve the demand, and thus in units of kWh.

**Cooling model.** In addition to the power demands of the workload itself, the cooling facilities of data centers can contribute a significant portion of the energy costs. Cooling power demand depends fundamentally on the IT power demand, and so is derived from IT power demand through cooling models, e.g., [32, 145]. Here, we assume the cooling power associated with IT demand $d_{IT}$, $c(d_{IT})$, is a convex function of $d_{IT}$. One simple but widely used model is Power Usage Effectiveness (PUE) as follows: $c(d(t)) = (PUE(t) - 1) * d(t)$. Note that $PUE(t)$ is the PUE at time $t$, and varies over time depending on environmental conditions, e.g., the outside air temperature. Figure 4.3(d) shows one week from a trace of the average PUE of Google data centers. More complex models of the cooling cost have also been derived in the literature, e.g., [121, 32, 145].

**Total power demand.** The total power demand is denoted by

$$d(t) = d_{IT}(t) + c(d_{IT}(t)). \quad (4.2)$$

We use $\hat{d}(t)$ to denote the predicted demand. We denote $d(t) = (1 + \hat{\epsilon}_d)d(t)$, where $\hat{\epsilon}_d$ is used to stand for the prediction error. Again, we assume $E[\hat{\epsilon}_d] = 0$ and denote $V[\hat{\epsilon}_d]$ by $\sigma^2_d$, which can be
obtained from historic data. Let $\hat{\xi}_d$ denote the distribution of $\hat{\epsilon}_d$.

4.2.3 Total data center costs

Using the above models for the power supply and power demand at a data center, we can now model the operational energy cost of a data center, which our data center demand response algorithms seek to minimize. In particular, they take the power supply cost parameters, including the grid power pricing and fuel cost, as well as the workload demand and SLAs information, as input and seek to provide an near-optimal workload schedule and a local power generation plan given uncertainties about workload demand and renewable generation. This planning problem can be formulated as the following constrained convex optimization problem given $t_{cp}$.

\[
\begin{align*}
\min_{b, g} \quad & \sum_{t=1}^{T} p(t)e(t) + p_p \max \{e(t) + p_{cp}(t_{cp}) + p_g \sum_{t=1}^{T} g(t) \\
\text{s.t.} \quad & e(t) \equiv (d(t) - r(t) - g(t))^+ \leq C, \quad \forall t \\
& \sum_{t \in [s, e_j]} b_j(t) = B_j, \quad \forall j \\
& 0 \leq b_j(t) \leq MP_j, \quad \forall j, \forall t \\
& 0 \leq d_{IT}(t) \leq D, \quad \forall t \\
& 0 \leq g(t) \leq C_g. \quad \forall t
\end{align*}
\]

(4.3a)

(4.3b)

(4.3c)

(4.3d)

(4.3e)

(4.3f)

In the above optimization, the objective (4.3a) captures the operational energy cost of a data center, including the electricity charge by the utility and the fuel cost of using local power generation. The first three terms describe grid power usage charge, peak demand charge, and coincident peak charge, respectively. The fuel cost of the local power generator is specified in the last term. Further, the first constraint (4.3b) defines $e(t)$ to be the power consumption from the grid at time $t$, which depends on the IT demand $d_{IT}(t)$ defined in (4.1) and therefore further depends on batch job scheduling $b_j(t)$, the cooling demand, the availability of renewable energy, and the use of the local backup generator. Constraint (4.3c) requires all jobs to be completed. Constraint (4.3d) limits the parallelism of the batch jobs. Constraint (4.3e) limits the demand served in each time slot by the IT capacity of the data center. The final constraint (4.3f) limits the capacity of the local generation.

4.3 Algorithms

We now present our algorithms for workload and generation planning in data centers that participate in CPP programs. In particular, our starting point is the data center optimization problem introduced in (4.3a) in the previous section, and our goal is to design algorithms for optimally
combining local generation and workload shifting in order to minimize the operational energy cost. More specifically, the algorithmic problem we approach is as follows. We assume that the planning horizon being considered is one day and that the workload, prices, cooling efficiency, and renewable availability can be predicted with reasonable accuracy in this horizon, but that the planner does not know when the coincident peak and the corresponding warnings will occur. The algorithmic goal is thus to generate a plan that minimizes cost despite this unknown information and prediction errors. Since the costs associated with the coincident peak can be a large fraction of the data center electricity bill, this lack of information is a significant challenge for planning. As we have already discussed, designing for this uncertainty about the coincident peak is fundamentally different than designing for prediction errors on factors such as workload demand or renewable generation since inaccuracies in the prediction of the coincident peak and the corresponding warnings have a discontinuous threshold effect on the realized cost. As a result, even small prediction errors can result in significantly increased costs. Such effects are well-known to make the design of online algorithms difficult.

We consider two approaches for handling uncertainty about the coincident peak. The first approach we follow is to estimate when the coincident peak and the corresponding warnings will occur. Using the estimated likelihood of a warning and/or coincident peak during each hour, we can formulate a convex optimization problem to minimize the expected cost in the planning horizon. The second approach we follow is to formulate a robust optimization that seeks to minimize the worst case cost given adversarial placement of warnings and the coincident peak. Note that throughout this chapter we restrict our attention to algorithms that do “non-adaptive” workload shifting, i.e., algorithms that plan workload shifting once at the beginning of the horizon and then do not adjust the plan during the horizon in order to make them more easily adoptable. However, we do allow local generation to be turned on adaptively when warnings are received. This restriction is motivated by industry practice today – adaptive workload shifting for demand response is nearly non-existent, but data centers that actively participate in demand response programs do adjust local generation when warnings are received. This restriction can easily be relaxed in what follows. However, the fact that our analytic results provide guarantees for non-adaptive workload planning means they are stronger. Further, our numerical experiments studying the improvements from adaptive workload planning (omitted due to space restrictions) highlight that the benefit of such adaptivity is not large. This can be seen already in our results since the gap between the costs of our non-adaptive algorithms and the cost of the offline optimal is small.

\[1\] If it is relaxed, replanning after warnings occur can be beneficial. Interestingly, such replanning could have similar and only slightly better performance in the worst case. We omit the results due to space consideration.
4.3.1 Expected cost optimization

The starting point for our algorithms is the data center optimization in (4.3a). In this section, our goal is to plan workload allocation and local generation in order to minimize the expected cost of the data center given estimates from historical data about when the warnings and the coincident peak will occur. In particular, our approach uses historical data about when warnings will occur in order to estimate the likelihood that time slot $t$ will be a warning. We denote the estimate at time $t$ by $\hat{w}(t)$, and the full estimator by $\hat{W}$.

Since the data center has local backup generation, it can provide demand response even without using adaptive workload shifting by turning on the backup generator when warnings are received from the utility. Today, those data centers that actively participate in demand response programs typically use this approach. The reason is that the cost of local generation is typically significantly less than the coincident peak price, and the number of warnings per month is small enough to ensure that it is cost efficient to always turn on generation whenever warnings are given. Of course, there are drawbacks to using local generation, since it is typically provided by diesel generators, which often have very high emissions and costs [61, 79]. Thus, it is important to do workload shifting in a manner that minimizes the use of local generation, if possible.

Before stating the algorithm formally, let’s briefly discuss its structure. Using the estimates of warning occurrences, workload demand and renewable generation, we first solve a stochastic optimization (given in Algorithm 4 below) to obtain a workload schedule $b(t)$ and local generator usage plan $g(t)$. Then, in runtime, when the prediction error is harmful, i.e., when

$$\min\{e(t), \epsilon_d \hat{d}(t) - \epsilon_r \hat{r}(t)\} > 0,$$

(4.4)

use the backup generator to remove this effect, i.e., use generation $g_\epsilon(t) = \max\{0, \min\{e(t), \epsilon_d \hat{d}(t) - \epsilon_r \hat{r}(t)\}\}$. Additionally, if a warning occurs, turn on the local generator to reduce the demand from the grid to zero, which we denote by $g_2(t) = e(t) - g_\epsilon(t)$ when $t$ is a warning period in order to ensure that the coincident peak payment is zero. (Recall that the coincident peak happens within a warning period with near certainty.) The total local generation used is thus $g(t) = g_1(t) + g_\epsilon(t) + g_2(t), \forall t$. More formally, to write the objective function used for the first step of planning we first need to estimate $g_2(t)$, which can be done as follows:

$$g_2(t) = \begin{cases} e(t) - g_\epsilon(t) & \text{if } t \text{ is a warning hour} \\ 0 & \text{otherwise} \end{cases}$$

This is feasible since in practice the generator has the capacity to power the whole data center [22], i.e., $C_g = C$. 

We can now formally define the planning algorithm for expected cost minimization. Define \( \hat{e}(t) \equiv (\hat{d}(t) - \hat{r}(t) - g_1(t))^+ \) as the predicted power demand from utility at time \( t \), and \( \sigma \equiv \max\{\sigma_d, \sigma_r\} \) as an upper bound of normalized variance of the power demand from utility.

**Algorithm 4.** Estimate \( \hat{w}(t) \) for all \( t \) in the planning period. Then, solve the following convex optimization:

\[
\begin{align*}
\min_{b, g} & \quad \sum_{t=1}^{T} \left((1 - \hat{w}(t))p(t) + \hat{w}(t)p_g\right) \hat{e}(t) + p_g \max_t \hat{e}(t) + p_g \sum_{t=1}^{T} g_1(t) \\
\text{s.t.} & \quad \sum_{t \in [S, E_j]} b_j(t) = B_j, \quad \forall j \\
& \quad 0 \leq b_j(t) \leq MP_j, \quad \forall j, \forall t \\
& \quad 0 \leq \hat{d}(t) \leq D, \quad \forall t \\
& \quad 0 \leq g_1(t) \leq C_g, \quad \forall t 
\end{align*}
\]

During operation, if the prediction error has negative effect satisfying (4.4), use backup generation to remove the error. If a warning is received, use the local generator to reduce the power usage from the grid to zero until the warning period ends.

Of course there are many approaches for estimating \( \hat{w}(t) \) in practice. In this chapter, we do this using the historical data summarized in Section 4.1. Since our data is rich, and the occurrence of the warnings is fairly stationary, this estimator is accurate enough to achieve good performance, as we show in Section 4.4. Of course, in practice, predictions could likely be improved by incorporating information such as weather predictions.

It is clear that the performance of Algorithm 4 is highly dependent on the accuracy of predictions, thus it is important to characterize this dependence. To accomplish this, denote the objective function in (4.3a) by \( f(b, g) \). Then the expected cost of Algorithm 4 is \( \mathbb{E}[f(b^*, g^*)] \). We compare this cost to the expected cost of oracle-like offline algorithm that knows workload demand and renewable generation perfectly, which we denote by \( \mathbb{E}[f(b^*, g^*)] \). To characterize the performance of the algorithm we use the competitive ratio, which is defined as the ratio of the cost of a given algorithm to the cost of the offline optimal algorithm. The following theorem (proven in Appendix C.1) shows that the cost of the online algorithm is not too much larger than optimal as long as predictions are accurate.

---

Note that, in practice, one would not want to use generation to correct for all prediction errors, such a correction would only be done if the prediction error was extreme. However, for analytic simplification, we assume that all prediction errors are erased in this manner and evaluate the resulting cost. Our simulations results in Section 4.4 use the generator only to correct for extreme prediction errors.
Theorem 12. Given that the standard deviation of prediction errors for the workload and renewable generation are bounded by $\sigma$ and the distribution of coincident peak warnings is known precisely, Algorithm 4 has a competitive ratio of $1 + B\sigma$, where $B = \frac{\sum_t (\hat{d}(t) + \hat{r}(t))}{2E_{\xi\tilde{d},\tilde{r}}[f^*(e^*, g^*)]} + \frac{\sum_t (\hat{d}_*(t) + \hat{r}(t))}{2E_{\xi\tilde{d},\tilde{r}}[f^*(e^*, g^*)]}$. That is, $E_{\xi\tilde{d},\tilde{r}} [f(b^*, g^*)]/E_{\xi\tilde{d},\tilde{r}} [f(b^*, g^*)] \leq 1 + B\sigma$.

It is worth noting that it is rare for the impact of prediction error on a data center planning algorithm to be quantified analytically, nearly all prior work either does not study the impact of prediction errors, or studies their impact via simulation only. Additionally, it is important to point out that Theorem 12 does not make any distributional assumption on the prediction errors other than bounded variance. The key observation provided by Theorem 12 is that the competitive ratio is a linear function of prediction standard deviation, which implies when prediction errors decrease to 0, this competitive ratio also decreases to 1. Thus, the algorithm is fairly robust to prediction errors. Our trace-based simulations in Section 4.4 corroborate this conclusion.

4.3.2 Robust optimization

While performing well for expected cost is a natural goal, the algorithm we have discussed above depends on the accuracy of estimators of the occurrence of the coincident peak or warning periods. In this section, we focus on providing algorithms that maintain worst-case guarantees regardless of prediction accuracy, i.e., that minimize the worst case cost. To characterize the performance of the algorithm we again use the competitive ratio. In our setting, we consider the cost only during one planning period. Thus, the difference in information between the offline algorithm and our algorithm is knowledge of when the warnings will occur, exact workload demand and renewable generation.

We do assume that the online algorithm has an upper bound on the number of warnings that may occur.

In order to minimize the worst case cost, the natural approach is to increase the penalty on the peak period. This follows because, if an adversary seeks to maximize the cost of an algorithm, it should place warnings on the periods where the algorithm uses the most energy. This observation leads us to the following algorithm:

Algorithm 5. Consider an upper bound on the number of warning periods $\bar{W}$. Solve the following
convex optimization

\[
\begin{align*}
\min_{b, g_1} & \quad \sum_{t=1}^{T} p(t) \hat{e}(t) + (p_g + \bar{W} (p_g - \min_t p(t))) \max_t \hat{e}(t) + \sum_{t=1}^{T} g_1(t) \\
\text{s.t.} & \quad \hat{e}(t) \equiv (\hat{d}(t) - \hat{r}(t) - g_1(t))^+ \leq C, \quad \forall t \\
& \quad \sum_{t \in [S_j, E_j]} b_j(t) = B_j, \quad \forall j \\
& \quad 0 \leq b_j(t) \leq MP_j, \quad \forall j, \forall t \\
& \quad 0 \leq \hat{d}(t) \leq D, \quad \forall t \\
& \quad 0 \leq g_1(t) \leq C_g, \quad \forall t
\end{align*}
\] (4.6a)

During operation, if the prediction error has negative effect satisfying (4.4), use backup generation to remove the error. If a warning is received, use the local generator to reduce the power usage from the grid to zero until the warning period ends.

This algorithm represents a seemingly easy change to the original data center optimization in (4.3a); however the subtle differences are enough to ensure that it provide a very strong worst case cost guarantee. In particular, it provides the minimal competitive ratio achievable as stated in the following theorem, which is proven in Appendix C.1.

**Theorem 13.** Given that the standard deviation of prediction errors for the workload and renewable generation are bounded by \( \sigma \), Algorithm 7 has a competitive ratio of

\[
1 + \frac{\bar{W} (p_g - \min_t p(t))}{T \min_t p(t) / PMR^* + p_g} \leq 1 + B \sigma + \frac{\bar{W} (p_g - \min_t p(t)) - \frac{\bar{W} (p_g - \min_t p(t))}{p_g}}{1 + \frac{\bar{W} (p_g - \min_t p(t))}{T \min_t p(t) / PMR^* + p_g}}
\]

where \( B = \frac{p_g \sum_{t} (\hat{d}(t) - \hat{r}(t))^+}{2 \bar{W} (p_g - \min_t p(t))} + \frac{\bar{W} (p_g - \min_t p(t))}{2 \bar{W} (p_g - \min_t p(t))} \). Further, if \( \bar{W} = |W| \) then there is a lower bound

\[
1 + \frac{\bar{W} (p_g - \min_t p(t))}{T \min_t p(t) / PMR^* + p_g}
\]

on the competitive ratio achievable under any online algorithm, even one with exact predictions of workloads and renewable generation.

The key contrast between Theorem 13 and Theorem 12 is that Theorem 12 assumes that the distribution of coincident peak warnings is known precisely, while Theorem 13 provides a bound even when the coincident peak warnings are adversarial. As such, it is not surprising that the competitive ratio is larger in Theorem 13. However, note that the competitive ratio of Algorithm 4 in the context of Theorem 13 can be easily shown to be unbounded, and so one should not think of Theorem 12 as a stronger bound than Theorem 13.

Interestingly, the form of Theorem 13 parallels Theorem 12 except with an additional term in competitive ratio. Thus, again the competitive ratio grows linearly with the variance of the prediction error. Additionally, note that when \( \sigma = 0 \), the competitive ratio matches the lower bound, which
highlights that the additional term in Theorem 13 is tight. Further, since the additional term is defined in terms of the relative prices of local generation and the peak, it is easy to understand its impact in practice. In practice, $p_g$ is less than $0.3$/kWh [157] and the number of warning hours is roughly between 3 and 22, with an average of 12 warning hours per month. So, this term is typically less than 1, which highlights that the worst-case bound on Algorithm 5 nearly matches the bound on Algorithm 4 in the case where the coincident peak warning distribution is known.

Note that, if there is no local generator, then we can derive a similar result to Theorem 13 where $\bar{W}(p_g - \min_t p(t))$ is replaced by $p_{cp}$. The comparison of these results highlights the cost savings provided by using a local backup generator. Since the data center does not know the exact number of warnings for a particular month, whether or not using local generation is beneficial depends on the predicted bound on the number of warnings per month. If it is smaller than $\left\lfloor \frac{p_{cp}}{p_g - \min_t p(t)} \right\rfloor$ (25 in winter and 36 in summer for 2012 in the utility scheme shown in Table 4.1 with high local generation cost), it should use local generation. This highlights that if a utility wishes to incentivize the data center to use local generation to relieve its pressure, then it should not send too many warnings.

### 4.3.3 Implementation considerations

Over the past decade there has been significant effort to address data center energy challenges via workload management. Most of these efforts focus on improving the energy efficiency and achieving energy proportionality of data centers via workload consolidation and dynamic capacity provisioning, e.g., [71, 44, 120, 82, 46, 86, 177, 132, 197, 188, 193]. Recently, such work has begun to explore topics such as shifting (temporal) or migrating (spatial) workloads to better use renewable energy sources [150, 123, 122, 166, 112, 119, 81, 53].

The algorithms presented in this section are both optimization-based approaches for temporal workload management and, as such, build on this literature. In particular, optimization based approaches have received significant attention in recent years, and have been shown to transition easily to large scale implementations, e.g., [121, 70, 78]. In this chapter, we evaluate the algorithms presented above via both worst-case analysis and trace-based simulations. However, for completeness we comment briefly here on the important considerations for implementation of these designs. For more details, the reader should consult [121, 70, 78]. Implementation considerations typically fall into two categories: (i) obtaining accurate predictions of workload, renewable generation, costs, etc.; (ii) implementing the plan generated by the algorithm. Each of these challenges has been well studied by prior literature, and we only provide a brief description of each in the following.

**Predictions.** Our algorithms exploit the statistical properties of the coincident peak as well as predictions of IT demand, cooling costs, renewable generation, etc. Historical data about the coincident peak is generally available, for large industrial consumers, from the utilities operating demand response programs. In practice, coincident peak predictions can also be improved using
factors such as the weather. Other parameters needed by our algorithm are also fairly predictable. For example, in a data center with a renewable supply such as a solar PV system, our planning algorithms need the predicted renewable generation as input. This can be done in many ways, e.g., \[162,121,81\] and a ballpark approximation is often sufficient for planning purposes. Similarly, IT demands typically exhibit clear short-term and long-term patterns. To predict the resource demand for interactive applications, we can first perform a periodicity analysis of the historical workload traces to reveal the length of a pattern or a sequence of patterns that appear periodically via Fast Fourier Transform (FFT). An auto-regressive model can then be created and used to predict the future demand of interactive workloads. For example, this approach was followed by \[121\]. The total resource demand (e.g., CPU hours) of batch jobs can be obtained from users or from historical data or through offline benchmarking \[194\]. Like supply prediction, a ballpark approximation is typically good enough. Finally, there are many approaches for deriving cooling power from IT demand, for example the models in \[32,121\].

Execution. Given the predictions for the coincident peak, IT demand, cooling costs, renewable generation, etc., our proposed algorithms proceed by solving an optimization problem to determine a plan. Since the optimization problems used are convex and in simple form, they can be solved efficiently. Given the resulting plan, the remaining work is to implement the actual workload placement and consolidation on physical servers. This can be done using packing algorithms, e.g., simple techniques such as Best Fit Decreasing (BFD) or more advanced algorithms such as \[104\]. Finally, the execution of the plan can be done by a runtime workload generator, which schedules flexible workload and allocates CPU resources according to the plan. This can be easily implemented in virtualized environments. For example, a KVM or Xen hypervisor enables the creation of virtual machines hosting batch jobs; the adjustment of the resource allocation (e.g., CPU shares or number of virtual CPUs) at each virtual machine; and the migration and consolidation of virtual machines. An example using this approach is \[121\]. Further, \[78\] provides more concrete details of implementing the plan in the field. These suggest that the benefits from our algorithms are attainable in real system, and we will focus on numerical simulations in the following section.

4.4 Case study

To this point we have introduced two algorithms for managing workload shifting and local generation in a data center participating in a CPP program. We have also provided analytic guarantees on these algorithms. However, to get a better picture of the cost savings such algorithms can provide in practical settings, it is important to evaluate the algorithms using real data, which is the goal of this section. We use numerical simulations fed by real traces for workloads, cooling efficiency, electricity pricing, coincident peak, etc., in order to contrast the energy costs and emissions under
our algorithms with those under current practice.

4.4.1 Experimental setup

Workload and cost settings. To define the workload for the data center we use traces from real data centers for interactive IT workload, batch jobs, and cooling data. The interactive workload trace is from a popular web service application with more than 85 million registered users in 22 countries (see Figure 4.3(b)). The trace contains average CPU utilization and memory usage as recorded every 5 minutes. The peak-to-mean ratio of the interactive workload is about 4. The batch job information comes from a Facebook Hadoop trace (see Figure 4.3(c)). The total demand ratio between the interactive workload and batch jobs is 1:1.6. This ratio can vary widely across data centers, and our previous work studied its impacts [121]. The deadlines for the batch jobs are set so that the lifespan is 4 times the time necessary to complete the jobs when they are run at their maximum parallelization. The maximum parallelization is set to the total IT capacity divided by the mean job submission rate. The time varying cooling efficiency trace is derived from Google data center data and the PUE (see Figure 4.3(d)) is between 1.1 and 1.5. The prediction error of workload and cooling power demand has a standard deviation of 10% from our simple prediction algorithm.

The total IT capacity is set to 3500 servers (700kW). Server idle power is 100W and peak power is 200W. The energy related costs are determined from the Fort Collins Utilities data described in Section 4.1. The prices are chosen to be the 2011 rates in Table 4.1. The local power generation of the data center is set as follows. In different settings the data center may have both a local diesel generator and a local PV installation. When a diesel generator is present, we assume it has the capacity to power the full data center, which is set to be 1000kW. The cost of generation is set at $0.3/kWh [157] for conservative estimates. The emissions are set to be 3.288kg CO$_2$ equivalent per kWh [61]. The emission of grid power is set to be 0.586kg CO$_2$ equivalent per kWh [157]. The PV capacity is set to be 700kW and the prediction error of PV generation has a standard deviation of 15% from our prediction algorithm.

Comparison baselines. In our experiments, our goal is to evaluate the performance of the algorithms presented in Section 4.3. We consider a planning period that is 24-hours starting at midnight. The planner determines workload shifting and local generation usage at an hourly level, i.e., the amount of capacity allocated to each batch job and the amount of power generated by the local diesel generator at each time slot. The length of each time slot is one hour.

In this context, we compare the energy costs and emissions of the algorithms presented in Section 4.3 with two baselines, which are meant to model industry standard practice today. In our study, Algorithm 4 is termed “Prediction (Pred)”, which utilizes predictions about the coincident peak warnings to minimize the expected cost. Similarly, Algorithm 5 optimizes the worst-case cost, and

---

Footnote: We have more results about other combinations, but omit due to space consideration.
are termed “Robust”. The baseline algorithms are “Night”, “Best Effort (BE)”, and “Optimal”. Night and Best Effort are meant to mimic typical industry heuristics, while Optimal is the offline optimal plan given knowledge of when the coincident peak will occur, exact workload demand and renewable generation. Best Effort finishes jobs in a first-come-first-serve manner as fast as possible. Night tries to run jobs during night if possible and otherwise run these jobs with a constant rate to finish them before their deadlines.

Figure 4.4: Comparison of energy costs and emissions for a data center with a local PV installation and a local diesel generator. (a)-(j) show the plans computed by our algorithms and the baselines.

(a) Prediction: one week plan (b) Prediction: one day plan (c) Robust: one week plan
(d) Robust: one day plan (e) Night: one week plan (f) Night: one day plan
(g) Best Effort (BE): one week plan (h) Best Effort (BE): one day plan (i) Optimal: one week plan
(j) Optimal: one day plan (k) Energy costs (l) Emissions

Figure 4.4: Comparison of energy costs and emissions for a data center with a local PV installation and a local diesel generator. (a)-(j) show the plans computed by our algorithms and the baselines.
4.4.2 Experimental results

In our experimental results, we seek to explore the following issues: (i) How much cost and emission savings can our algorithms achieve? How close to optimal are our algorithms on real workloads? (ii) What are the relative benefits of local generation and workload shifting and a mixture of both with respect to cost and emission reductions? (iii) What is the impact of errors in predictions of the coincident peak and the corresponding warnings?

Cost savings and emissions reductions

We start with the key question for the chapter: how much cost and emission savings do our algorithms provide? Figure 4.4 shows our main experimental results comparing our algorithms with baselines. The weekly power profile for the first week of June 2011 is shown in the first plot for each algorithm, including power consumption, PV generation and diesel generation, and coincident peak warnings. The detailed daily power breakdown for the first Monday in June 2011 is shown in the second plot for each algorithm, including idle power, power consumed by serving flexible workload and non-flexible workload, cooling power, local generation and warnings. Further, the last two plots includes a cost comparison and an emissions comparison for over one year of operation, including usage costs, peak costs, CP costs, local generation costs, and emissions from both the grid power and local generation used.

As shown in the figure, our algorithms provide 40% savings compared to Night and Best Effort. Specifically, Prediction reshapes the flexible workload to prevent using the time slots that are likely to be warning periods or the coincident peak as shown in Figures 4.4 (a) and (b), while Robust tries to make the grid power usage as flat as possible as shown in Figures 4.4 (c) and (d). Both algorithms try to fully utilize PV generation. In contrast, Night and Best Effort do not consider the warnings, the coincident peak, or renewable generation. Therefore, they have significantly higher coincident peak charges and local generation costs (Night has higher cost here because it wastes even more renewable generation). Since the warning and coincident peak predictions are quite accurate, Prediction works better than Robust and similar to Optimal.

Local generation versus workload shifting

A second important goal of this chapter is to understand the relative benefits of local generation planning and workload shifting for data centers participating in CPP programs. Though our algorithms have focused on the case of local generation, they can be easily adjusted to the case where there is no local generator. In fact, similar analytic results hold for that case, but were omitted due to space consideration. Instead, we use simulation results to explore this case. In particular, to evaluate the relative benefits of local generation and workload shifting in practice, we can con-
Figure 4.5: Comparison of energy costs and emissions for a data center without local generation or PV generation. (a)-(d) show the plans computed by our algorithms.

These simulation results highlight that local generation is crucial, in order to provide responses to warning signals from the utility; but at the same time, even when local generation is present, workload shifting can provide significant cost savings, and can lead to a significant reduction in the amount of local generation needed (and thus emissions).

More specifically, compared with the case of no local generation, the use of local generation can help reduce the coincident peak costs; however one must be careful when using local generation to correct for prediction error since this added cost is not worth it unless the prediction error is extreme. The aggregate effect is perhaps smaller than expected, and can be seen by comparing Figure 4.5(e) with 4.7(e) and Figure 4.6(e) with 4.4(k). As discussed in Section 4.3, the benefit of local generation depends on the number of warnings, the local generation cost, and the prediction error. With fewer warnings and cheaper local generation, local generators can help reduce costs more. However, this benefit comes with higher emissions (5-10% in the experiments) since local generators are usually not environmentally friendly. This can be seen from the emission comparison between Figures 4.5(f) and 4.7(f), and Figures 4.6(f) and 4.4(l). Importantly, renewable generation can help reduce both energy costs and emissions significantly, especially when combined with workload management. This can be seen from cost and emission comparisons across Figures 4.5 and 4.6 and Figures 4.7 and 4.4.

Sensitivity to prediction errors

The final issue that we seek to understand using our experiments is the impact of prediction errors. We have already provided an analytic characterization of the impact of prediction errors on work-
Figure 4.6: Comparison of energy costs and emissions for a data center with a local PV installation, but without local generation. (a)-(d) show the plans computed by our algorithms.

load and renewable generation in Section 4.3 and so (due to space consideration) we only briefly comment on numerical results corroborating our analysis here – Figure 4.8(a) shows the growth of the competitive ratio as a function of the standard deviation of the prediction error. Recall that all results in Figures 4.4–4.7 incorporate prediction errors as well.

More importantly, we focus this section on coincident peak and warning prediction errors. Figure 4.8 studies this issue. In this figure, the predictions used by *Prediction* are manipulated to create inaccuracies. In particular, the predictions calculated via the historical data are shifted earlier/later by up to 6 hours, and the corresponding energy costs and emissions are shown. Of course, the costs and emissions of *Robust* are unaffected by the change in the predictions; however the costs and emissions of *Prediction* change dramatically. In particular, *Prediction* becomes worse than *Robust* if the shift (and the error) in the prediction distribution is larger than 3.5 hours.

### 4.5 Summary

Our goal in this chapter is to provide algorithms to plan for workload shifting and local generation usage at a data center participating in a CPP demand response program with uncertainties in coincident peak and warnings, workload demand and renewable generation. To this end, we have obtained and characterized a 26-year data set from the CPP program run by Fort Collins Utilities, Colorado. This characterization provides important new insights about CPP programs that can be useful for data center demand response algorithms. Using these insights, we have presented two ap-
Figure 4.7: Comparison of energy costs and emissions for a data center with a local diesel generator, but without local PV generation. (a)-(d) show the plans computed by our algorithms.

Figure 4.8: Sensitivity analysis of “Prediction” and “Robust” algorithms with respect to (a) workload and renewable generation prediction error and (b) & (c) coincident peak and warning prediction errors. In all cases, the data center considered has a local diesel generator, but no local PV installation.

Approaches for designing algorithms for workload management and local generation planning at a data center participating in a CPP program. In particular, we have presented a stochastic optimization based algorithm that seeks to minimize the expected energy expenditure using predictions about when the coincident peak and corresponding warnings will occur, workload demand and renewable generation, and another robust optimization based algorithm designed to provide minimal worst case guarantees on energy expenditure given all uncertainties. Finally, we have evaluated these algorithms using detailed, real world trace-based numerical simulation experiments. These experiments highlight that the use of both workload shifting and local generation are crucial in order for a data center to minimize its energy costs and emissions.
Chapter 5

IT for Sustainability: Pricing Data Center Demand Response

Demand response is widely recognized as a crucial tool for incorporating renewables into the grid, e.g., see recent reports from the National Institute of Standards and Technology (NIST) and the Department of Energy (DoE) [140, 57]. Demand response programs provide incentives for customers to adapt their electricity demand to supply availability, for example, reducing their consumption in response to a peak load warning signal or request from the utility. Thus, demand response programs can help the grid transition from the paradigm of “generation follows demand” to one where, at least partially, “demand follows generation.” Such a transition is fundamental to the integration of renewable energy because generation is becoming more intermittent and less controllable as renewable penetration increases.

In this chapter, we consider a promising demand response resource: data centers. Data centers are particularly well-suited for demand response. First, data centers represent large loads for the grid. In 2011, they consumed approximately 1.5% of all electricity worldwide and individual data centers can be 50 MW, or more [79, 78, 160]. Further, the energy consumption of data centers is growing quickly, by approximately 10-12% per year [78, 160, 110]. This growth is crucial for keeping pace with the growth of renewable adoption predicted for the coming years. Third, and most importantly, data centers are extremely flexible loads. Data centers are highly automated and monitored, e.g., the power load and state of IT equipment and cooling facilities can be continuously monitored and panoramically adjusted. For example, a recent empirical study by LBNL has quantified the flexibility in power usage of four data centers under different management approaches [78]. They find that 5% of the load can typically be shed in 5 minutes and 10% of the load can be shed in 15 minutes; and that these can be achieved without changes to how the IT workload is handled, i.e., via temperature adjustment and other building management approaches. Further, if workload management approaches are considered, the degree of flexibility can be larger, without additional time needed to shed the load. Significant research has recently gone into the design of such workload...
Data center demand response today

Despite wide recognition of the demand response potential of data centers, the current reality is that data centers perform little, if any, demand response \[79, 78\].

In particular, the most common demand response program available for data centers is Coincident Peak Pricing (CPP), which is required for medium and large industrial consumers in many regions. These programs work by charging a very high price for usage during the coincident peak hour, often over 200 times higher than the base rate.\(^1\) It is common for the coincident peak charges to account for 23% or more of a customer’s electric bill according to Fort Collins Utilities \[67\]. Hence, a customer has a strong incentive to reduce usage during the peak hour. Although it is impossible to accurately predict exactly when the peak hour will occur, many utilities identify potential peak hours and send warning signals to customers (5-10 per month), which helps customers manage their loads and make decisions about their energy usage. For more details about CPP see \[67\].

Unfortunately, CPP programs are poorly designed from the perspective of data center demand response. Not providing response may incur a very large charge and providing a response may not actually result in any savings if the coincident peak does not occur during the warning period. As a result, even when they are forced to participate in such programs, data centers tend not to actively respond to signals. Further, even if they do respond, such programs extract very little flexibility from data centers. At best they obtain curtailment of usage a few times per month. This wastes the potential responsiveness of data centers.

Demand response market design

Although researchers have begun to focus on new market designs for data center demand response, e.g., \[174, 103, 78, 67, 171\], a clear vision remains elusive.

This is also true outside of the domain of data centers. Recently, the design of demand response programs has received considerable attention in a variety of settings, e.g., electric vehicles, pool pumps, and air conditioner cycling. Broadly speaking, the demand response programs that have emerged can be classified into two categories based on the interaction with users: either (i) users bid some degree of flexibility (supply) into the market, usually via a parameterized supply function, or (ii) users respond to a posted price, which was chosen using predictions about the available flexibility (e.g., supply functions). We term these approaches “supply function bidding” and “prediction-based pricing”, respectively. Examples of proposed designs that use supply function bidding include \[105, 191\], and examples of prediction-based pricing designs include \[45, 136, 118\].

\(^1\)The coincident peak hour is defined as the hour when the most electricity is demanded from the load serving entity (LSE).
While each of these design approaches has pluses and minuses (as we discuss in Section 5.2), our focus on data centers motivates us to focus on prediction-based pricing programs.

In particular, a key assumption in the design and analysis of supply function bidding demand response programs is that users are price takers, i.e., they do not anticipate their impact on the price. Under this assumption, such designs can minimize the aggregate user cost while achieving the desired curtailment of demand. However, if this assumption is violated, and users act strategically, then inefficiency emerges in the market. Data centers are a canonical example of a user with market power – data centers can make up 50% of the load of the distribution circuits they are on, e.g., Facebook’s data center in Crook County, Oregon. Thus, it is dangerous to treat them as price takers.

In contrast, prediction-based pricing is not nearly as impacted by market power issues. It is, however, highly dependent on the accuracy of the predictions of the user response to prices. Thus, there are still significant challenges in the design of such programs, and these issues are the focus of this chapter.

**Contributions of this chapter**

This chapter makes two main contributions: (i) it quantifies the potential of data center demand response through a comparison with large-scale storage, and (ii) it presents and analyzes a novel design for prediction-based pricing of data center demand response. We discuss each of these in more detail in the following.

**The potential of data center demand response:** To quantify the potential of data center demand response we perform numerical case studies that compare the value of the flexibility provided by data centers with that provided by large-scale storage. In particular, in Section 5.1 we ask: *How much (optimally placed) storage can a data center replace?*

Interestingly, our results highlight that the flexibility provided by data centers is as valuable as, and often more valuable than, the flexibility provided by large-scale storage when it comes to ensuring that a distribution network meets its voltage constraints in the presence of a large-scale solar (PV) installation (see Figures 5.6). For example, the voltage violation frequency that comes from using a 30MW data center, which can provide 20% flexibility, is roughly equivalent to that of 1MWh of optimally-placed storage in the 46 bus distribution network from Southern California Edison that we consider. This is a quite conservative comparison because we assume storage with infinite charging speed (see Figure 5.5 for the impact of the charging rate). Further, the benefit of data center flexibility is robust to the placement within the distribution network – there are very few locations where the effectiveness of the data center drops considerably (see Figure 5.7).

Additionally, we look at the impact of a growing dichotomy in how IT companies address the sustainability of their data centers. Some companies, e.g., Apple [93], have invested heavily in on-site
renewable generation; while others, e.g., Google [97], have tended to invest in renewable generation that is not co-located with their data centers. Both approaches have merits. Providing renewable generation on-site ensures that it is available where a very large and flexible load is located, but if renewable generation is not placed on site it can be placed in locations with better generation quality and/or cheaper installation costs.

Interestingly, our case studies highlight that co-location of data centers and large-scale PV installations is very efficient. In particular, the voltage violation frequency when the data center is placed at the same bus as the PV in a distribution network is within 4% of optimal. However, it is worth noting that a data center with local PV is not nearly as efficient at helping manage a large-scale PV installation as a data center without local PV. In particular, a 20MW data center with 20% flexibility and a co-located 5MW solar installation provides the same voltage violation frequency as 0.3MWh of optimally-placed storage, i.e., 25% less than a 20MW data center with no local PV. Thus, having PV at the location of the data center is better than having it elsewhere, due to the complementary diurnal patterns of each, but a data center without local renewables is a more valuable resource for grid management than a data center with local renewables.

**Prediction-based pricing:** Given the potential of data center demand response identified in the first half of the chapter, the second half of the chapter focuses on designing a demand response program that can extract this flexibility. As we have already discussed, prediction-based pricing is an appealing candidate given the market power data centers maintain. Thus, in Sections 5.3 and 5.4 we present and analyze a design for prediction-based pricing. Section 5.3 introduces the design in a context without the constraints imposed by the distribution network, and then Section 5.4 incorporates the network constraints into the design and analysis.

The analysis in these sections is focused on three issues. First, we focus on the impact of the accuracy of predictions on the efficiency of the market design. This is, perhaps, the most crucial issue for prediction-based pricing programs. Our results provide an analytic characterization of worst-case efficiency bounds under the assumption of quadratic objective functions (Theorem 15), which is a common assumption in the power system literature. In particular, we derive tight bounds on the competitive ratio of prediction-based pricing that highlight the impact of the variability of the prediction error.

The second issue is the contrast between prediction-based pricing and supply function bidding. As we have mentioned, prediction error hurts the former while market power hurts the latter. Thus, the natural question becomes: Under which settings is prediction-based pricing appropriate? By contrasting our results with those of [191] on the efficiency of supply function bidding, we give an explicit characterization in terms of market power and prediction error of when prediction-based pricing outperforms supply function bidding (Figure 5.10). Broadly speaking, the comparison highlights that prediction-based pricing is appropriate for data center demand response when prediction
errors are moderate and the data center has significant, local market power.

Finally, the third issue our analysis focuses on is the impact of network constraints on the design and efficiency of prediction-based pricing. In our analysis, the network constraints manifest themselves as a chance constraint on the price that ensures that voltage violations in the network are rare. But, despite constraints on the prices, we prove that the efficiency of prediction-based pricing is not impacted by the network constraints, i.e., the competitive ratio remains unchanged (Theorem 17). This represents the first analytic bound on the efficiency of prediction-based pricing in the presence of network constraints.

5.1 Quantifying the potential of data center demand response

Before looking at the design of market programs to extract flexibility from data centers, it is crucial to quantify the potential of such programs. In this section, we accomplish this by contrasting the flexibility provided by data centers with that provided by large-scale storage.

Often, when people think of the challenges for grid management that result from renewable energy, the thought is: “if only we had large-scale storage...” The problem is that large-scale storage is expensive, which leads to the consideration of demand response. But, besides cost, demand response also has other benefits over storage. In particular, storage needs to be pre-charged to be ready for use, while demand response has no such requirement. However, storage has benefits as well. First, the placement of storage is more flexible than that of data centers. Second, apart from pre-charging, storage does not bring with it any electricity demand, whereas data center demand response inherently requires the presence of a large load in the distribution network.

In the experiments that follow, we study the impact of these competing factors in order to understand how the potential of data center demand response compares to large-scale storage. In particular, we ask: How much (optimally placed) storage can a data center replace? Since we focus on bounding the potential of data center demand response in this section, we do not model market factors. Rather, we assume that the load serving entity (LSE) can call on the data center and storage as needed. Market design is considered in the second half of the chapter.

5.1.1 Setup

To quantify the potential of data center demand response, we study a situation where a distribution network has a large-scale solar installation and either large-scale storage or a data center to help manage the intermittency of the solar installation.

The performance objective we consider is that of minimizing the frequency of violations of voltage constraints in the distribution network. To measure this frequency we sum the number of buses with voltage violations at each time slot and over time, i.e., the number of buses that result in voltages
outside the tolerance bounds given by the network. For instance, a violation frequency 0.1 means on average, each bus experiences voltage violation in 10% of the time. We contrast the frequency of voltage violations when a data center is present and when large-scale storage is present.

**Distribution network** We consider two distribution networks in our experiments. Both are distribution networks from the Southern California Edison (SCE) utility company. The first is a 47 bus network (Figure 5.1) and the second is a 56 bus network (Figure 5.2). Both are described in detail in [65].

There is no conventional generation on these distribution networks. All power comes from the substation bus, a.k.a., the zero bus, and the solar installation (which we describe later). The demands are taken from SCE load profiles [91], except for the data center, for which the demand is described later.
Given these settings, a significant amount of the solar generation can be transmitted out of the distribution network through the substation bus. However, because we consider a large-scale solar installation, when the installation has near peak generation, the network constraints become binding and voltage violations are common. Note that the voltage constraint we consider is taken directly from the network tolerance specifications, and is 3%. The number of violations in our simulations are consistent with previous work on these networks, e.g., [64, 65]. The presence of storage or the data center is used to help avoid such violations.

For our simulations, given the network, the power flow is computed for a sequence of discrete time steps $t = 1, \ldots, T$ using MatPower [199]. Then, we analyze the voltages for each time step and determine the number of buses that have voltage violations. Finally, we sum the voltage violation events from all buses over all time steps, and use it to calculate the violation frequency. The length of the time steps that we consider is one minute.

**Renewable energy** To model a solar installation placed within a distribution network, we use solar irradiance data from Los Angeles, CA in February 2012 [99] to alter the power load at the bus where the solar (PV) generation is located. Thus, irradiance data acts like an installed solar capacity. The trace is illustrated in Figure 5.3(a).

For the experiments reported, the PV is placed at bus 45 and sized at 30MW for the 47 bus network, and also placed at bus 45 but sized at 6MW for the 56 bus network. The results do not qualitatively change when other locations and sizes are considered.

---

2We use different size of PV because the capacities of these two networks are different.
Data center model  To incorporate a data center into the experiments, we need to model two aspects: the power usage of the data center over time and the flexibility in the power usage of the data center.

To model the power usage of a data center, we adopt the model used in [120, 119, 130, 14], which provides a simple but representative characterization. In particular, we model the power demand of the data center as a function of the workload, including interactive (inflexible) and delay-tolerant (flexible) workloads, and the cooling efficiency, as measured by the Power Usage Effectiveness (PUE).

To model the workload we use two traces. The interactive workload trace is from a popular web service application with more than 85 million registered users in 22 countries (see Figure 5.3(b)). The trace contains average CPU utilization and memory usage as recorded every 5 minutes. The peak-to-mean ratio of the interactive workload is about 4. The delay-tolerant workload information comes from a Facebook Hadoop trace (see Figure 5.3(c)). The total demand ratio between the interactive workload and batch jobs is 1:1. This ratio can vary widely across data centers, but we choose this ratio as representative based on discussions in [121].

To model the data center power efficiency including cooling efficiency, we use a trace of the PUE from Google data centers. As shown in the figure, the PUE varies between 1.05 to 1.45, and has strong diurnal pattern, i.e., higher around noon because outside air temperature is higher.

To combine the workload traces and the PUE to obtain a model of the total power demand of the data center, we use the following relationship.

\[ v(t) = PUE(t)(a(t) + b(t)), \]

where \( a(t) \) is the power demand from the inflexible workload and \( b(t) \) is power demand from the flexible workload demand. Note that the data center power demand has the same average value as the PV generation with the same capacity in the distribution network.

The second aspect of the data center model that we must include is the flexibility of the power demand. For this, our model is informed by the recent empirical study [78], which we have discussed in the introduction.

To model the range of flexibility in our experiments, we denote the demand flexibility of the data center by \( e \) and allow the data center to have demand within

\[ [(1 - e)v(t), \min\{(1 + e)v(t), C_d\}], \]

where \( C_d \) is the capacity of the data center and \( v(t) \) is the data center power demand at time \( t \) if no demand response is called upon. Thus, \( e = 0.10 \) could be achieved without workload management, and \( e = 0.20 \) can be achieved with some workload management, e.g., quality degradation or load deferral. When demand response is required from the data center, the load that minimizes the
voltage violation rate is provided by the data center.

Since a downside of data center demand response is that the LSE cannot control the placement of the data center, the placement of the data center is varied during our experiments in order to understand robustness to "bad" data center locations. Note that we assume there is no cost associated with the demand shaping of data center; however the cost of this could be incorporated easily if desired.

**Storage model** To incorporate large-scale storage into our model, we adopt a standard model, e.g., from [175, 100, 115, 73]. In order to provide a conservative estimate of the potential of data center demand response we assume perfect storage, i.e., no loss or leakage. This means that, at all times \( t \), the storage level for the next time step is \( L(t + 1) = L(t) + u(t) \), where \( u(t) \) is the energy change in the level at time \( t \). Note that \( u(t) \) is positive if we are charging the storage and negative if we are discharging. Of course, \( L(t) \in [0, C_s] \) for all \( t \), where \( C_s \) is the storage capacity. So, \( u(t) \in [-L(t), C_s - L(t)] \), where \( C_s \) is the storage capacity. This range quantifies the amount of flexibility that can be called upon by the LSE. As in the case of the data center, the LSE will call upon a feasible \( u(t) \) that minimizes the voltage violations. Although more advanced energy storage management policy could be used to further improve the benefit, here we use this simple greedy strategy for both data center and energy storage for comparisons.

For most of the experiments we assume that the storage can completely charge and discharge in one time step. This is, of course, unrealistic, but it allows us to give a conservative estimate of the benefits of data center demand response. We do evaluate the impact of limitations on the charging rate in Figure 5.5 in order to highlight the degree to which this assumption leads to an underestimate of the value of data center demand response.

As we have already mentioned, a benefit of storage is that it can be placed optimally within a network. The optimal placement of the storage is at bus 44 for the 47 bus network and bus 53 for the 56 bus network. Note that the optimal placement is robust as we adjust the capacity of the storage in our experiments.

### 5.1.2 Case studies

Using the setting described above, our focus is on two comparisons that each sheds light on the potential of data center demand response: (i) a comparison between data center demand response and large-scale storage, and (ii) a study of the impact of on-site renewable generation on data center demand response.

**Data center demand response versus large-scale storage** To contrast large-scale storage with data center demand response, we first need to quantify the benefits from large-scale storage.
This is done in Figures 5.4 and 5.5 which show the impacts of the storage capacity and the storage charging rate on the voltage violation rate in the two distribution networks. Figure 5.4 highlights that, as expected, the voltage violation rate decreases as storage capacity grows. However, it also shows that this relationship is nonlinear and depends strongly on the network structure. Similarly, Figure 5.5 highlights that, as expected, a smaller charging rate increases the frequency of voltage violations. However, the impact of a smaller charging rate is, perhaps, more significant than expected. Note that for our experiments we conservatively estimate the value of data center demand response by comparing it with storage having a charging rate of 1, i.e., we assume that the storage can completely charge and discharge in one minute. This is unrealistic, but provides a lower bound on the value of data center demand response.

Given the characterization of storage, we can now highlight the value of data center demand response in terms of the “equivalent” storage capacity, i.e., in terms of the capacity of optimally-placed large-scale storage necessary to provide the same voltage violation frequency. The results of this comparison are shown in Figure 5.6.
Naturally, the amount of storage equivalent to data center demand response grows with the size of the data center. However, the capacity plateaus after the data center size grows beyond 35MW for the SCE 47 bus network and beyond 6MW for the SCE 56 bus network. Note that this is a consequence of two differences between the networks – the structure and the size of the PV installation (30MW vs. 6MW).

But, in both networks, Figure 5.6 highlights that data center demand response has a significant potential. In particular, recall that the comparison in this plot assumes storage with infinite charging speed, i.e., a charging rate of 1, and is thus quite conservative (as illustrated in Figure 5.5). Additionally, the cost of storage is upwards of $500/kWh for lithium-ion batteries (which have small charging rates) and upwards of $5000/kWh for technologies with fast charging rates, such as flywheels. Thus, the flexibility provided by one 30MW data center is worth upwards of $500,000 - $5,000,000. These numbers are conservative estimates, and grow considerably if a slower charging rate is used in the simulations or if the flexibility of the data center, $e$, is increased.

Figures 5.7 and 5.8 delve into the comparison of data center demand response and large-scale storage in more detail for each of the networks. In Figure 5.7, we fix the capacity of the data center to 20MW, which is a representative size for today’s IT companies, and then investigate the impact of the degree of data center flexibility, $e$, and the placement of the data center. For example, Figures 5.7(a) - 5.7(c) highlight that the voltage violation rates decrease as data center power demand becomes more flexible. In particular, a 20MW data center with 20% power demand flexibility placed at the PV location is equivalent to 0.67MWh of optimally-placed storage in the 47 bus distribution network. Further, Figure 5.7(d) shows that the benefit of data center flexibility is robust to the placement of the network in the distribution network, i.e., there are very few locations where the effectiveness of the data center drops considerably and many locations that are near-optimal, e.g., placing the data center at the location of the PV (Figure 5.7(b)). Figure 5.7(d) also illustrates that a 20MW data center is better than 0.33MWh of storage pretty much uniformly. The results in a SCE 56 bus network are similar, as shown in Figure 5.8.

**Should data centers invest in co-located renewables?** There is a dichotomy right now in how IT companies address the sustainability of their data centers. Some companies, e.g., Apple [93], have invested heavily in on-site renewable generation; while others, e.g., Google [97], have tended to invest in renewable generation that is not co-located with their data centers.

Both approaches have merits, as we have discussed in the introduction. For the purpose of this chapter, the key distinction is how on-site renewable generation impacts data center demand response. This context highlights another benefit of on site renewable generation – it ensures that the data center is placed close to the renewables, which is very often a near-optimal placement for demand response purposes.
Figure 5.6: Diagram of the capacity of storage necessary to achieve the same voltage violation frequency as data centers of varying sizes. The data center has flexibility $e = 0.2$.

First, Figure 5.7(d) highlights that co-location of data centers and large-scale PV installations is very efficient. In particular, the voltage violation frequency when the data center is placed as the same bus as the PV in a distribution network is within 4% of optimal.

However, it is worth noting that a data center with local PV is not nearly as efficient at helping to manage a large-scale PV installation as a data center without local PV, by comparing Figure 5.7(c) with 5.9(a). In particular, a 20MW data center with 20% flexibility and a 5MW solar installation provides the same voltage violation frequency as 0.3MWh of optimally-placed storage when helping to manage 30MW of PV elsewhere on the distribution network, i.e., 25% less than a data center with the same flexibility but no local PV.

Thus, having PV at the location of the data center is better than having it elsewhere, due to the complementary diurnal patterns of each, but a data center without local renewables is a more valuable resource for grid management than a data center with local renewables.

### 5.2 Market challenges for data center demand response

The previous section highlights that data centers have the potential to be as useful as, if not more useful than, storage for demand response. However, realizing this potential is challenging. Data centers today tend not to participate in demand response programs and, if they do, they tend to participate passively.

For example, the most common program for data center demand response today is coincident peak pricing and, though many data centers are forced to participate, they typically do not actively respond to the warnings issued by the utility. Further, even if they did, this would mean that the data center provided flexibility only 5-10 times a month, which is far from the amount of available flexibility. Such limited signaling from the LSE to the data center cannot possibly extract the
Figure 5.7: Comparison of a 20MW data center to large-scale storage in a 47 bus SCE distribution network. (a)-(c) show the violation frequency as a function of the amount of data center flexibility, \( e \), and compare to optimally placed storage, for different locations of the data center. (d) shows the violation frequency resulting from a data center with \( e = 0.2 \) versus 0.33MWh of storage, for each location.

potential flexibility illustrated in Section 5.1. On the other hand, if the utility company sends too many warning signals, data centers simply will not respond to them.

Thus, realizing the potential of data center demand response requires new market programs. While the design of market programs for data centers is only beginning to receive attention, there has been considerable work on the design of demand response programs in other contexts in recent years, e.g., [11, 88, 41, 129, 105, 68, 69, 191]. Much of this work focuses on the design of residential programs for, e.g., electric vehicles, pool pumps, and air conditioner cycling.

Broadly speaking, the demand response programs that have emerged can be classified into two categories based on the interaction with users: either (i) users bid some degree of flexibility (supply) into the market, usually via a parameterized supply function, or (ii) users respond to a posted price, which was chosen using predictions about the available flexibility (e.g., supply functions). We discuss each of these approaches below and highlight the challenges of each when it comes to data center
(a) Data center placed at bus 53

(b) Data center vs. storage

Figure 5.8: Comparison of a 4MW data center to large-scale storage in a 56 bus SCE distribution network. (a) shows the violation frequency as a function of the amount of data center flexibility, $e$, and compare to optimally placed storage. (b) shows the violation frequency resulting from a data center with $e = 0.2$ compared to 0.07MWh of storage at each location.

demand response.

Supply function bidding In this approach to market design each user announces a bid to the load serving entity (LSE) that specifies the amount load will be curtailed as a function of the price, a.k.a., a supply function. The form of the supply function is typically fixed to have some parametric form and the bid specifies the parameter. The LSE then chooses a market clearing price that achieves the demand response target. Examples of market designs of this form include [105, 191] and the references therein.

Typically, a key assumption in the design and analysis of such markets is that users are price takers, i.e., they do not anticipate their impact on the price. Under this assumption, such designs can minimize the aggregate user cost while achieving the desired curtailment of demand. However, if this assumption is violated, and users act strategically, then inefficiency emerges. Recent work has begun to characterize this inefficiency, and the basic conclusion is that it can be extreme [191].

While the assumption that users are price takers is natural in many demand response settings, e.g., residential pool pump and air conditioner programs; it is quite problematic in the case of data centers. A residential user does not have the power to manipulate prices, i.e., does not have market power, but a large data center can make up 50% of the load of the distribution circuits they are on, e.g., Facebook’s data center in Crook County, Oregon. Thus, data centers are a canonical example of an agent with market power. This observation motivates the consideration of prediction-based pricing in the current chapter.

Prediction-based pricing In this approach to market design, the LSE presents the user a price that they will pay the user for curtailment, and then the user responds. Examples of designs of this
Figure 5.9: Comparison of a 20MW data center with a co-located 5MW PV installation to large-scale storage in a 47 bus SCE distribution network. (a) depicts the data center located at bus 2. (b) shows the violation frequency resulting from a data center with $e = 0.2$ compared to 0.33MWh of storage, for each location.
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Type can be found in [48, 136, 118] and the references therein. The challenge in such a program is how the LSE should determine the price.

If the LSE knew the supply function of the users, then it could easily set a price to extract the desired curtailment. However, the LSE does not have this information, and since it is not provided by the user (as in the supply function bidding approach), the LSE must predict the user supply functions. Then, using the predicted supply functions, the LSE can determine an appropriate price to induce the desired curtailment.

Clearly, one should expect prediction-based pricing to only be appropriate if supply functions can be predicted accurately. This is a challenge in the data center environment since the supply functions of the data center may depend on the workloads and weather (among other things), each of which is highly non-stationary.

The key task in the remainder of the chapter is to characterize how accurate predictions must be for the prediction-based pricing approaches to be useful. Interestingly, the contrast between the performance of prediction-based pricing and supply function bidding depends on the balance between the market power of data centers and the accuracy of supply function prediction. We discuss this in Section 5.3.3 by contrasting our results with those in [191].

5.3 Prediction-based pricing for data center demand response

In this section, we develop a market program for extracting flexibility from data centers. Given the discussion in Section 5.2, our focus is on prediction-based pricing. In particular, the goal of this section is (i) to optimally design prediction-based pricing programs for data center demand response,
(ii) to quantify the efficiency loss created by prediction error in such programs, and (iii) to contrast prediction-based pricing with supply function bidding. We do this in the context of a classic supply function model in this section, and then show how to incorporate distribution network constraints in Section 5.4.

### 5.3.1 Model formulation

The setting we consider here is where an LSE wishes to procure a total amount $D$ of load reduction from a set of users indexed by $1, 2, \ldots, n$. We focus on one time step and ignore the network constraints in this section.

To procure this load reduction, the LSE announces a price $p$ and pays user $i$ the amount $ps_i$ when user $i$ reduces consumption by $s_i \geq 0$. The market design task is to design $p$ so that the LSE achieves the desired amount of curtailment.

To model the user reaction to the price, we assume that each user $i$ incurs a cost $C_i(d_i)$ when she reduces her consumption by an amount $d_i \geq 0$. We assume some parameter(s) of the cost function $C_i(\cdot)$ are random so that for each $d_i \geq 0$, $C_i(d_i)$ is a random variable. This randomness captures the fact that, in practice, the LSE does not know the parameter(s) of $C_i(\cdot)$ exactly. However, the LSE may be able to estimate the parameters from historical consumption data and the effect of estimation error can be modeled through the distribution of the random parameter(s) in $C_i(\cdot)$.

We assume that user $i$ strategically reduces her consumption when faced with a price $p$ in a profit maximizing manner. Let $s_i(p)$ denote the unique cost minimizing curtailment. Specifically, for each realization of $C_i(\cdot)$, denoted by $c_i(\cdot)$, user $i$ solves

$$\min_{d_i \geq 0} c_i(d_i) - pd_i,$$

which gives

$$s_i(p) = c_i^{-1}(p).$$

To ensure that a unique solution $s_i(p) \geq 0$ always exists, we impose that each realization $c_i(\cdot)$ of the random cost function $C_i(\cdot)$ is non-negative, increasing, strictly convex, twice continuously differentiable, and has $c(0) = 0$. Additionally, note that we have implicitly assumed that the randomness in $C_i(d_i)$ is independent of the price $p$. These are standard assumptions in the electricity market literature, e.g., [17, 138, 192, 33].

Given the model above, the total demand response the LSE achieves with price $p$ is the random quantity $\sum_i s_i(p)$. Given the uncertainty about the user costs, this curtailment likely does not exactly match the demand response target $D$. We assume that the penalty for deviation from the
target is captured through a penalty function $h(\cdot)$. In particular, the penalty is $h(D - \sum_i s_i(p))$. We assume this penalty function $h(\cdot)$ is convex, non-negative, has a global minimum $h(0) = 0$, and is continuously differentiable with $h'(0) = 0$. These assumptions ensure that the optimal price is well-defined, see Theorem 14.

5.3.2 The efficiency of prediction-based pricing

Given the setting described above, our task is to first understand how to price, and then to understand the efficiency loss due to prediction error. We start with the case where the LSE has perfect predictions of the data center supply functions, i.e., with perfect foresight. Then, we move to the case where the LSE has only predictions of the data center supply functions. Finally, we quantify the efficiency loss that results from this uncertainty.

Throughout, to evaluate the efficiency of the LSE’s choice of $p$ we use a notion of social cost defined as the sum of the penalty of deviation from the demand response target $D$ and the total user costs, i.e.,

$$G(p) := h(D - \sum_i s_i(p)) + \sum_i C_i(s_i(p)).$$

(5.3)

Note that the social cost $G(p)$ is random from the LSE’s perspective for two reasons: both $C_i(d_i)$ and the user responses $s_i(p)$ are random. But, the randomness in both of these originates from the randomness of the user cost functions $C_i(\cdot)$.

Pricing with perfect foresight Before looking at the design of prediction-based pricing, it is informative to consider how an LSE with perfect foresight would price. In particular, consider an LSE that is clairvoyant, i.e., has perfect knowledge about the cost function, and can choose $p(\omega)$ to minimize $G(p)$ for the realization on instance $\omega$. We use $\omega$ here to highlight this price is for each realization $\omega$. In this situation, the price chosen by the LSE is summarized in the following theorem, which is proven in Appendix D.1.

Theorem 14. For each realization $\omega$, there exists a unique minimizer $p^*$ such that

$$p^*(\omega) = h'(D - \sum_i s_i(p^*(\omega))),$$

(5.4)

and $0 \leq p^* < \bar{p}$, where $\bar{p}$ satisfies $\sum_i s_i(\bar{p}) = D$.

An interesting aspect of this theorem is that the optimal price is strictly lower than any price $\bar{p}$ that would exactly satisfy the demand response target.

Of course, using $p^*$ in practice is infeasible. However, it provides an important benchmark for the performance of prediction-based pricing without perfect foresight. Note $p^*$ is random from LSE’s
perspective, since the cost function realizations are random. Thus, the strategy yields an expected cost which we denote as follows

$$E[G(p^*)] = E\left[\min_{p \geq 0} G(p)\right].$$

(5.5)

**Prediction-based pricing** In practice, the LSE does not know the exact realization of the user cost function, thus it can only use predictions of the cost functions in order to choose a price $\hat{p}$. Here, we focus on the case where the LSE chooses $\hat{p}$ in order to minimize the expected cost that results, i.e.,

$$\hat{p} \in \arg\min_{p \geq 0} E[G(p)].$$

(5.6)

This yields the following

$$E[G(\hat{p})] = \min_{p \geq 0} E[G(p)].$$

(5.7)

Of course, other objectives that include some form of risk management may also be interesting to consider in future work. Note that we assume that users know their own cost function, and can therefore choose their curtailment amount $s_i(p)$ based on the true cost function $c_i(\cdot)$ (cf. (5.2)). This means the random events that determine the $C_i(\cdot)$ are revealed only to individual users, but not to the LSE (or other users).

**The efficiency of prediction-based pricing** Clearly the cost when pricing with perfect foresight is no larger than the cost when using prediction-based pricing. Here, our goal is to understand how much is lost because of uncertainty about the cost function.

To quantify this efficiency loss, we study the worst-case ratio between the cost of prediction-based pricing and the cost of pricing with perfect foresight. This is a competitive ratio. In particular, let $F$ be the joint distribution of all random variables in the model, and $\mathcal{F}$ be a set of permissible distributions. Then the competitive ratio we consider is formally defined as $CR = \max_{F \in \mathcal{F}} \frac{E[G(\hat{p})]}{E[G(p^*)]}$.

To evaluate the competitive ratio, we need to restrict ourselves to the quadratic penalty function and cost functions, i.e.,

$$h\left(D - \sum_i s_i(p)\right) := \frac{q}{2} \left(D - \sum_i s_i(p)\right)^2$$

and

$$C_i(d_i) := \frac{1}{2X_i} d_i^2,$$

(5.8)

(5.9)

where $q > 0$ is known, but $X_i > 0$ are random variables to the LSE. Note that this may seem restrictive, but this form is standard within the electricity markets literature, e.g., [17, 138, 192, 33].
Then, for each realization, we can explicitly compute the curtailments of the users. Specifically, from (5.2):

\[ s_i(p) = X_i p \quad \text{and} \quad C_i(s_i(p)) = \frac{1}{2} X_i p^2 \quad (5.10) \]

Now, we can state the main theorems of this section, which bound the competitive ratio of prediction-based pricing in terms of the variability of prediction errors (Theorem 15 proven in Appendix D.2) and show that the bound is tight (Theorem 16 proven in Appendix D.3). Let \( X := \sum_i X_i \), denote the variance of \( X \) by \( \mathbb{V}[X] \), and denote the squared coefficient of variation of \( X \) by \( C^2_X = \mathbb{V}[X]/(\mathbb{E}[X])^2 \).

**Theorem 15.** Suppose the penalty function and cost functions are given by (5.8) and (5.9), respectively. Then the competitive ratio is upper bounded by

\[ \frac{\mathbb{E}[G(\hat{p})]}{\mathbb{E}[G(p^*(\omega))] \leq 1 + \frac{(q\mathbb{E}[X])^2C^2_X}{1 + (q\mathbb{E}[X])(C^2_X + 1)}. \quad (5.11) \]

Moreover \( \hat{p} \leq \mathbb{E}[p^*] \), with equality if and only if \( \mathbb{V}[X] = 0 \).

**Theorem 16.** Under the conditions of Theorem 15 the bound in (5.11) is asymptotically tight, i.e., for all \( \epsilon > 0 \), there exists a probability density function \( f(X) \) such that

\[ \frac{\mathbb{E}[G(\hat{p})]}{\mathbb{E}[G(p^*(\omega))] \geq 1 + \frac{(q\mathbb{E}[X])^2C^2_X}{1 + (q\mathbb{E}[X])(C^2_X + 1)} - \epsilon. \quad (5.12) \]

Before moving on, it is worth making a few remarks about these theorems.

First, the results apply both when the prediction errors from users are independent and when they are correlated.

Second, the competitive ratio decreases as the variability of \( X \) decreases. This means that a better prediction can provide better performance. In the extreme case, when there is no randomness in \( X \), i.e., perfect foresight, then Theorem 15 guarantees that the competitive ratio is 1. Moreover \( \hat{p} = p^*(\omega) \) and \( G(\hat{p}) = G(p^*) \). In contrast, when there is prediction error, the LSE tends to have a lower price to prevent over provisioning. This is because the attained curtailment \( \sum_i s_i(p) \) is an increasing function of the price \( p \). Specifically, we have

\[ \hat{p} = \frac{q\mathbb{E}[X]}{q\mathbb{E}[X^2] + \mathbb{E}[X]} \quad \text{and} \quad p^* = \frac{qD}{qX + 1}, \quad (5.13) \]

which both increase with \( q \).

Third, it is interesting to note that the competitive ratio does not depend on the particular distributional form beyond the first and second moments of an aggregated value. This is due to the quadratic nature of both the user cost functions \( C_i(\cdot) \) and the penalty function \( h(\cdot) \). One should
expect that if these functions were polynomials with higher order then higher order moments would show up in the competitive ratio.

Finally, it is important to consider the impact of the number of users, \( n \), on the competitive ratio, i.e., on the efficiency of prediction-based pricing. This does not show up explicitly in Theorem 15 but it is possible to extract the information via a slightly more detailed analysis.

Consider a simple case where all \( X_i \) are i.i.d. with mean \( \mathbb{E}[X_i] = \alpha \) and variance \( \mathbb{V}[X_i] = \sigma^2 \). Then, the mean and variance of the random variable \( X(n) := \sum_{i=1}^{n} X_i \) are given by:

\[
\mathbb{E}[X(n)] = n\alpha \quad \text{and} \quad \mathbb{V}[X(n)] = n\sigma^2. \tag{5.14}
\]

As \( n \) increases, the central limit theorem guarantees that \( \frac{X(n) - n\alpha}{\sqrt{n}\sigma} \) tends to a Gaussian random variable with zero mean and unit variance. Hence, informally, \( X(n) \) tends to a Gaussian random variable with its mean and variance growing linearly in \( n \) as in (5.14).

Note, however, that (5.14) only imposes conditions on the first two moments of \( X(n) \) and does not require \( X(n) \) to be Gaussian nor their distributions to depend on just the first two moments. To highlight the dependence on \( n \), let \( G_n, g_n, p^*(n), \hat{p}(n), X(n), \hat{X}(n) \), etc. denote the corresponding quantities when there are \( n \) users. Then, we have the following corollary of Theorem 15, which shows that the competitive ratio exceeds 1 by an amount upper bounded by the normalized variance \( q\sigma^2/\alpha \) and proven in Appendix D.4.

**Corollary 1.** Suppose the first two moments of \( X(n) \) are given by (5.14). Under the conditions of Theorem 15, the bound on the competitive ratio is increasing in \( n \). Moreover

\[
\frac{\mathbb{E}[G_n(\hat{p}(n))] - \mathbb{E}[G_n(p^*(n))]}{\mathbb{E}[G_n(p^*(n))]} \leq 1 + \frac{q^2\alpha^2}{\sigma^2} + \frac{(\alpha^2 + q\alpha)n}{\sigma^2} \rightarrow 1 + \frac{q\sigma^2}{\alpha} \text{ as } n \rightarrow \infty.
\]

Note that the competitive ratio increases as the number of users increases. That is because the cost \( b(\cdot) \) is based on the sum, not mean, of the users’ elasticities. A system with a small number of users is identical to a system with a larger number of users in which some are entirely inelastic, which has lower uncertainty than the large system in which all users have random elasticity.

However, the analysis above should be taken with a grain of salt because, in practice, users are correlated. For example, on a hot day, many users will be more reluctant to turn their cooling systems off. We can illustrate the impact of such correlations with the following simple model.

\[ X_i = \epsilon X_0 + X_i', \]

where \( X_i' \) are i.i.d. and independent of the common random variable \( X_0 \). In this case, given \( \epsilon > 0 \),
This highlights that correlation among users can magnify the impact of prediction errors compared to the uncorrelated case, which has a negative impact on the performance of prediction-based pricing.

Such effects are not too worrying in the case of data center demand response, since it is unlikely for there to be a large number of data centers on any given distribution network. However, we have included the discussion in order to highlight a danger of using prediction-based pricing in other demand response contexts.

5.3.3 Prediction-based pricing versus supply function bidding

The previous results highlight that if predictions are accurate, then prediction-based pricing can be an effective market design; however, if predictions are poor the market is highly inefficient. We now contrast the efficiency of prediction-based pricing with the supply function bidding approach discussed in Section 5.2.

Recall that previous work has concluded that supply function bidding is an efficient market design when agents have limited market power [105, 191]. Thus, which design is appropriate depends on the degree to which participants have market power and the accuracy of the predictions of supply functions made by the LSE.

To concretely illustrate the comparison between these two approaches, we contrast the competitive ratio derived above with the parallel results in [191]. Formally, Theorem 5.1 in [191] bounds the efficiency loss from strategic behavior of customers, i.e., price of anarchy (PoA), by $1 + \frac{\min\{D_m, D\}}{D + \sum_{i \neq m} D_i}$, where $D_i$ is the exogenous limit on consumer is load reduction and $D_m$ is the largest one, i.e., $m \in \text{argmax}\{D_i\}$. This result is tight when the number of customers is no smaller than 2. Therefore, if there is only two large customers such as data centers or one large customer and some small customers considered together, then the efficiency loss can be very high. Generally, the loss decreases when more customers enter the market.

The results of the comparison are shown in Figure 5.10. Specifically, Figure 5.10(a) shows the efficiency loss of both prediction-based pricing and supply function bidding. The impact of prediction error (in terms of the standard deviation $\sigma$ of $X_i$ when fixing $E[X_i] = 1$) can be seen in the figure, where we assume the prediction errors of customers are independent. In particular, the figure highlights that the efficiency loss increases as the prediction error increase. When the number of users is small (5 in the figure), and thus market power is an issue, even with large prediction error.
error (up to 60%), the prediction-based approach can still provide better performance than supply function bidding.

Figure 5.10(b) shows how this changes as the number of users grows, and thus market power becomes less of an issue. In particular, the figure shows the standard deviation threshold where prediction-based pricing becomes worse than supply function bidding. Naturally, this threshold decreases as the number of users increases. However, even with 10 users, prediction-based pricing tolerates more than 30% prediction error before providing worse efficiency than supply function bidding. This emphasizes that prediction-based pricing is an appealing approach for demand response since it is unlikely to have more than a few data centers on a given distribution circuit.

Figure 5.10: Comparison of prediction-based pricing and supply function bidding demand response programs. (a) shows the efficiency loss as a function of the prediction error with \( n = 5 \). (b) shows the prediction error at which prediction-based pricing begins to have worse efficiency than supply function bidding for each \( n \).

### 5.4 Incorporating network constraints

The previous section introduces prediction-based pricing in a context without a power network. In that context, the results highlight that prediction-based pricing is an appealing approach for data center demand response, since the efficiency of the mechanism is robust to errors in prediction as long as there are not a large number of correlated agents. In this section, our goal is to add an additional degree of realism to the model, power network constraints, and to investigate how these constraints impact the performance of prediction-based pricing.

#### 5.4.1 Modeling the network

The setting we consider in this section is the same as in Section 5.3 except for the addition of network constraints. Typically, when electricity market issues like demand response are considered, the network constraints are either ignored entirely or a linear approximation, termed the “DC
model,” is used. See [155] for an introduction. However, due to our focus on reducing voltage violations with data center demand response, the DC model is not appropriate; it assumes the voltages at all buses are fixed at the reference value, which is seldom true in distribution networks.

As a result, we adopt a different model, called the “branch flow” model, which is commonly used for modeling distribution systems, e.g., [21, 45]. This model still uses a linear approximation of the power constraints, but now voltage variations are allowed at all buses except the root bus.

The branch flow model is defined as follows. The power network is represented by a directed, connected tree $G = (N, E)$, where each node in $N := \{0, 1, ..., n\}$ represent a bus with the root at bus 0, each edge in $E$ represents a line. Denote an edge by $(i, j)$ or $i \rightarrow j$ if it points from bus $i$ to bus $j$. The orientation of edges is fixed to be from the root to the leaves for $G$.

For each edge $(i, j) \in E$, let $z_{ij} := r_{ij} + ix_{ij}$ be the complex impedance on the line, and let $S_{ij} := P_{ij} + iQ_{ij}$ be the sending-end complex power from bus $i$ to bus $j$. This is the same as the receiving end power since lines are assumed to be lossless.

Let $s_j = P_j + iQ_j$ be the complex net load (load minus generation) on bus $j$. Here $P_j$ is the real power consumption, which can be further written as $P_j^0 - s_j(p)$, where $P_j^0$ is the real power consumption without demand response and $s_j(p)$ is the demand reduction given price $p$. Under our model, $s_i(p) = X_i p, \forall i$. $Q_j$ is the reactive power consumption on bus $j$ and we assume $Q_j = \beta_j P_j, \forall j$. The branch flow model is defined by the following set of power flow equations.

$$S_{ij} - s_j = \sum_{k:j\rightarrow k} S_{jk}, \forall j,$$  \hfill (5.15)

$$v_i - v_j = 2 \text{Re}(z_{ij}^* S_{ij}), \forall i, j,$$  \hfill (5.16)

where $\text{Re}(\cdot)$ is the real part of a given complex number. Here (5.15) balances the power on each bus, and (5.16) characterizes the voltages across line $(i, j)$ according to Ohm’s law.

The constraint for the voltage on each bus is

$$v_i \leq v_i \leq \bar{v}_i, \forall i.$$  \hfill (5.17)

5.4.2 Prediction-based pricing in networks

The incorporation of the network has a significant consequence for the design of prediction-based pricing. Due to the randomness of the cost functions, it is impossible for the voltage constraints to be always satisfied. This motivates a chance constraint where the goal of the LSE when setting
price $\hat{p}$ is now

$$\mathbb{E} [G(\hat{p})] = \min_p \mathbb{E} [G(p)]$$

s.t. $p \geq 0$

$$\mathbb{P} \{ \text{voltage violation} | p \} \leq \epsilon.$$  

To determine more concretely what the set of feasible prices is for the chance constraint above, we first need to transform the power network constraints into constraints on feasible prices. To accomplish this, note that (5.15) gives that $S_{ij} = \sum_{k \in T_j} s_k$, where $T_j$ is the tree rooted at bus $j$ (including bus $j$). Then, we can rewrite (5.16) as

$$v_i - v_j = 2 \text{Re}(z_{ij}^* S_{ij})$$

$$= 2 \text{Re} \left( \left( r_{ij} - i x_{ij} \right) \sum_{k \in T_j} s_k \right)$$

$$= 2 \left( r_{ij} \sum_{k \in T_j} P_k + x_{ij} \sum_{k \in T_j} Q_k \right)$$

$$= 2 \left( r_{ij} \sum_{k \in T_j} \left( P_k^0 - X_k p \right) + x_{ij} \sum_{k \in T_j} \beta_k \left( P_k^0 - X_k p \right) \right)$$

$$= 2 \sum_{k \in T_j} \left( r_{ij} + x_{ij} \beta_k \right) P_k^0 - 2 \sum_{k \in T_j} \left( r_{ij} + x_{ij} \beta_k \right) X_k p$$

$$:= M_{ij} - N_{ij} p.$$  

Note that $M_{ij}$ is a constant here, while $N_{ij}$ is a random variable due to the uncertainties in $X_k$.

Next, assuming that $E_k$ is the set of edges from root to bus $k$, we have (using $v_0 = 1$)

$$v_k = 1 - \sum_{(i,j) \in E_k} (M_{ij} - N_{ij} p)$$

$$= 1 - \sum_{(i,j) \in E_k} M_{ij} + \sum_{(i,j) \in E_k} N_{ij} p.$$  

Therefore $v_k \leq v_k \leq \bar{v}_k$ becomes

$$\frac{v_k - 1 + \sum_{(i,j) \in E_k} M_{ij}}{\sum_{(i,j) \in E_k} N_{ij}} \leq p \leq \frac{\bar{v}_k - 1 + \sum_{(i,j) \in E_k} M_{ij}}{\sum_{(i,j) \in E_k} N_{ij}}.$$
This condition should hold for all buses, and therefore the feasible set is
\[
\max_k \frac{\nu_k - 1 + \sum_{(i,j)\in E_k} M_{ij}}{\sum_{(i,j)\in E_k} N_{ij}} \leq p \leq \min_k \frac{\nu_k - 1 + \sum_{(i,j)\in E_k} M_{ij}}{\sum_{(i,j)\in E_k} N_{ij}}.
\] (5.19)

We can simplify the feasible set further by assuming that the voltage constraints (5.17) are satisfied when there is no demand response, i.e.,
\[
\nu_k \leq 1 - \sum_{(i,j)\in E_k} M_{ij} \leq \nu_k, \forall k.
\] (5.20)

This implies that the feasible range in (5.19) is nonempty.

Additionally, since we only consider demand reduction with \(p \geq 0\) and \(\nu_k - 1 + \sum_{(i,j)\in E_k} M_{ij} \leq 0, \forall k\), and we assume \(X_k \geq 0\), we can further simplify the feasible set to
\[
p \leq \min_k \frac{\nu_k - 1 + \sum_{(i,j)\in E_k} M_{ij}}{\sum_{(i,j)\in E_k} N_{ij}}.
\] (5.21)

Again, recall that \(N_{ij}\) is random. Therefore, the constraint above is on realizations. Importantly, for each realization, the constraints are linear, and therefore we can translate the constraints into a bound on the fraction of violation for each bus as follows.
\[
P \left\{ \sum_{(i,j)\in E_k} N_{ij} p \geq \nu_k - 1 + \sum_{(i,j)\in E_k} M_{ij} \right\} \leq \epsilon, \forall k.
\] (5.22)

The above equation can be viewed as a concrete specialization of the voltage violation constraint in (5.18). Note that it has a number of interesting properties. In particular, the violation probability is a strictly increasing function of \(p\) that equals 0 when \(p = 0\) and approaches \(P\left\{\sum_{(i,j)\in E_k} N_{ij} > 0\right\}\) as \(p \to \infty\). Therefore, if \(P\left\{\sum_{(i,j)\in E_k} N_{ij} > 0\right\}\) is smaller than \(\epsilon\), the chance constraint is satisfied for all \(p \geq \epsilon\). Otherwise there is a threshold \(p_c\) at which point the violation probability exceeds \(\epsilon\).

In this case, the feasible pricing space is \([0, p_c]\), and the optimizing price becomes the projection of the unconstrained price derived in Section 5.3 onto this interval.

5.4.3 The efficiency of prediction-based pricing in networks

The previous analysis highlights that the necessary adjustment in the price used by the LSE due to network constraints can be achieved via a projection onto a feasible space of prices, which we have characterized in (5.22). The goal of this section is to understand the impact of network constraints, i.e., the projection into the feasible space of prices, have on the efficiency of the resulting price.

\footnote{Note that all the results here can be easily extended to the case where we allow \(p\) to be negative.}

\footnote{This does not happen in our case because we assume \(X_i\)'s are positive, therefore \(P\left\{\sum_{(i,j)\in E_k} N_{ij} > 0\right\} = 1\).}
The main message of what follows is that network effects do not reduce the efficiency of prediction-based pricing, when efficiency is measured by the competitive ratio.

In particular, let us compare our algorithm with the clairvoyant algorithm that uses the same feasible set $[0, p_c]$ for each realization. This makes the offline algorithm weaker than the one considered in Section 5.3 i.e., the performance is strictly worse.

Recall that we denote by $G(\hat{p})$ and $G(p^*(\omega))$ the cost of our algorithm and the clairvoyant algorithm in Section 5.3 where network constraints are not considered. Let us now denote by $G(\hat{p}_c)$ and $G(p_c^*(\omega))$ the cost of our algorithm and the clairvoyant algorithm with the same feasible set $[0, p_c]$, defined as a function of the network constraints.

Our goal is to compare the competitive ratio without network constraints, i.e., \( \frac{E[G(\hat{p})]}{E[G(p^*(\omega))]}. \) to the competitive ratio under network constraints, i.e., \( \frac{E[G(\hat{p}_c)]}{E[G(p_c^*(\omega))]}. \)

The following theorem highlights that constraints on the pricing space actually reduce the efficiency loss from uncertainty, and so the competitive ratio of prediction-based pricing remains unchanged when network constraints are considered. In the statement, we consider the feasible price set $R := [\underline{p}, \overline{p}]$ and denote by $g(\hat{p}_R)$ and $g(p_R^*)$ the cost of our algorithm and the clairvoyant algorithm with the same feasible set for a convex function $g(\cdot)$, e.g., a realization of the random function $G(\cdot)$. Proof is given in Appendix D.5.

**Theorem 17.** Consider any positive, convex function $g(\cdot)$ that is a realization of the random function $G(\cdot)$ and any non-empty feasible set $R := [\underline{p}, \overline{p}]$. Then, \[
\frac{g(\hat{p})}{g(p^*)} \geq \frac{g(\hat{p}_R)}{g(p_R^*)},
\] and thus \[
\frac{E[G(\hat{p})]}{E[G(p^*(\omega))]} \geq \frac{E[G(\hat{p}_c)]}{E[G(p_c^*(\omega))]}.
\]

A key distinction between this theorem and Theorem 15 is that the feasible price set of both the optimal and the algorithm are fixed to $R := [\underline{p}, \overline{p}]$. This implies that we are not comparing with the “true” offline optimal, which may have different feasible sets for the price for different realizations.

Instead, we are comparing with the weaker offline optimal that, because of uncertainty, optimizes over the same feasible price set as our online algorithm, but then has the foresight necessary to choose optimally given these price constraints. This is a common choice for comparison when studying the competitive ratio of online algorithms in situations where clairvoyance yields different feasible action spaces.
5.5 Summary

In this chapter we have highlighted two main points. First, that data center demand response has significant potential and, second, that prediction-based pricing is an appealing mechanism with which to extract this potential.

More concretely, we have illustrated that, not only are data centers large loads to target with demand response programs, they can provide nearly the same degree of flexibility for LSEs as large-scale storage if properly incentivized. However, this last caveat is crucial – it is much harder to extract flexibility from data centers than from storage.

To that end, this chapter has argued that prediction-based pricing is a promising market design for this context. While, in general, prediction-based pricing may be less efficient than supply function bidding (due to prediction errors), because data centers typically have significant market power on their distribution networks, supply function bidding can be very inefficient whereas prediction-based pricing is less influenced.

In particular, the analytic results in Sections 5.3 and 5.4 highlight that the efficiency of prediction-based pricing is favorable to that of supply function bidding when market power is an issue – even when predictions are error prone. These analytic results are the first, to our knowledge, that provide bounds on the competitive ratio of prediction-based pricing programs, and also the first to provide an analysis of prediction-based pricing programs in a context where network constraints are considered.
Chapter 6
Concluding remarks

The coming decades promise explosive growth in the use of renewable energy. For example, while the current installed capacity of wind power in the U.S. is less than 5% of total generation [58], the Department of Energy has set a goal to procure 20% of the total generation from wind power by 2030 [56]. This degree of renewable penetration brings with it major challenges for management and control of the electricity grid as a result of the unpredictable, highly variable nature of renewable energy sources.

Often, when people think of the challenges for grid management that result from increasing adoption of renewable energy, the thought is: “if only we had large-scale energy storage...” Large-scale energy storage, indeed, would solve many of the challenges associated with the unpredictability and intermittency of wind and solar energy. However, the problem is that large-scale storage is too expensive, at least for now.

It is this expense that leads to the consideration of demand response as the next-best option. Demand response (DR) programs seek to provide incentives to induce dynamic management of customers’ electricity load in response to power supply conditions, for example, reducing their power consumption in response to a peak load warning signal or request from the utility. The National Institute of Standards and Technology (NIST) and the Department of Energy (DoE) have both identified demand response as one of the priority areas for the future smart grid [140, 57]. Further, the National Assessment of Demand Response Potential report has identified that demand response has the potential to reduce up to 20% of the total peak electricity demand in the U.S. [66].

In this thesis, we study the dual view of IT and sustainability based on the flexibility of cloud workloads. The flexibility can come from capacity right-sizing (speed-scaling [185, 163, 19, 40, 163, 59], power-capping [70, 39], moving servers into and out of power saving modes [120, 86, 132, 197, 128]), load shifting (over time [80, 44, 121, 193], geographic load balancing [150, 153, 184, 123, 122, 119, 94, 75, 135]), and even quality degradation [20, 85, 180, 189, 76, 77]. In addition to flexibility in the workloads, data centers typically have large scale energy storage on-site in order to provide backup power for their servers [174, 83]. Moreover, they typically also have a backup generator on
site in case of extreme failures. Both of these can provide additional opportunities for data centers to have flexibility in the amount of energy that is drawn from the grid.

Based upon this, we first study how to efficiently incorporate renewable energy into these IT systems in Chapter 2 and Chapter 3. In order to make broader impacts, our focus switches to data center demand response in Chapter 4 and Chapter 5 because data centers are particularly well-suited for participation in demand response programs. To see this, note that, first and foremost, data centers represent very large loads for the grid. In 2011, they consumed approximately 1.5% of all electricity worldwide. Some individual data centers can consume up to 50 MW, or more. Further, the energy consumption of data centers is growing quickly, by approximately 10-12% per year. This growth is crucial for keeping pace with the growth of renewable adoption predicted for the coming years.

### 6.1 Opportunities for data center participation in demand response programs

When illustrating the potential of data center participation in demand response programs in the previous chapters, we assumed that data centers would adjust their usage (within bounds on flexibility) exactly the way that the grid operator desired. Of course, this is not what happens in practice. However, there are many demand response programs available today that allow the grid operator to extract flexibility from participants through either price signals or direct control signals.

In this section, we summarize some of the most promising opportunities for data center participation in electricity market and demand response programs that are available today. We divide the programs into two categories: programs that allow for either “passive” or “active” participation. By passive participation programs, we mean those where participation does not seek to have direct impact on the electricity market, as opposed to active participation programs where participation aims to directly affect the market, e.g., through bidding.

#### 6.1.1 Opportunities for passive participation

Passive programs typically use some sort of “smart” pricing approach. That is, consumers are encouraged to individually and voluntarily manage their loads through the use of pricing signals. These programs come in a variety of forms. The following list shows some of the most common in the U.S.:

1. **Time-of-Use Pricing**: Certain times during the day are identified as peak, mid-peak, and off-peak hours, each group having distinct rates for electricity. For example, Portland General
Electric Utility has identified 3:00-8:00 PM as peak hours, with peak prices being three times higher than off-peak prices [129].

2. **Inclining Block Rates**: Beyond a threshold in the consumer’s monthly, daily, or hourly load, the price increases to a higher value [156]. This encourages consumers to keep their load below a certain level at certain times. Inclining block rates are practiced, e.g., by Clatskanie Public Utility for residential users [47] and by Alabama Power for industrial consumers [15].

3. **Peak Pricing**: Many utilities also use peak pricing (PP) for large industrial loads, based on their maximum demand. The maximum demand might be calculated separately for on-peak, off-peak, or mid-peak hours. For example, Riverside Public Utility calculates the maximum demand for each on-peak, off-peak, and mid-peak period based on the maximum average kilowatt input recorded by metering instruments during any 15-minute metered interval in each month [159].

4. **Coincident Peak Pricing**: Under coincident peak pricing (CPP), industrial consumers are charged a very high price (often over 200 times higher than the base rate) for usage during the coincident peak hour, i.e., the hour when the most electricity is requested from the utility’s wholesale power supplier. These coincident peaks may typically be accompanied by advance but short (e.g., 5 minutes) notice, and are often limited to a maximum number of hours per year. In case of Fort Collins Utilities in Colorado [67, 125], it is common to have about 10 to 12 critical peak warning notices every month.

5. **Day-Ahead Pricing**: While time-of-use prices are fixed for several months and limited to only two or three price levels, it is becoming common for many utilities to also offer day-ahead prices (DAPs) that are calculated based on the clearing market prices in the day-ahead market and carry a separate price for each hour of the next day. For example, Ameren Illinois Utilities offer day-ahead prices that are updated daily at 4:30 PM and provide a full table of electricity prices for each hour during the next day [18].

6. **Real-Time Pricing**: In some regions, e.g., in Electric Reliability Council of Texas (ERCOT), for consumers to be charged at real-time prices (RTPs) [60]. Such prices are established every 15 minutes based on the clearing market prices in real-time market. Thus, RTPs are not known at the time of usage as they are calculated only after-the-fact. This can cause uncertainties to consumers; however, since RTP charging eliminates the large “insurance premium” that paid for the luxury of purchasing power at flat or pre-determined rates, it can lead to big savings for certain consumers.
6.1.2 Opportunities for active participation

In contrast to the opportunities for passive participation, which primarily involve responses to price signals, the market programs we discuss here require active participation in a market via the submission of bids or negotiation. Programs of this type that are appropriate for data centers fall into three categories: wholesale electricity markets, ancillary services markets, and load reduction markets. Each one has multiple participation opportunities, as we explain below.

Wholesale markets

While it is typical for consumers to buy electricity from regional retailers, some independent system operators (ISOs), such as ERCOT and California ISO, have recently developed a market that allows consumers to purchase electricity directly from power suppliers by actively participating in one or both of the following markets. These options offer tremendous flexibility to purchase traditional and/or green energy to larger costumers, such as data centers.

1. Bilateral markets: A medium or large data center can enter a bilateral contract with a power supplier to buy electricity or generation rights under mutual agreements. Bilateral contracts are confidential and flexible. Therefore, data centers can negotiate purchase contracts that can best fit their energy needs given their load characteristics and load control capabilities.

2. Power markets: A data center may also participate in the wholesale market. A common option for major load entities is to submit “limit order” bids to the day-ahead market. For each hour of the day \( h \), such bids indicate that the data center is willing to buy \( L_h \) MW electricity at a price no higher than \( p_h \). Once the day-ahead auction is processed, if the market clearing price at hour \( h \) stays below \( p_h \), then the data center purchases the rights to the \( L_h \) MW of electricity at hour \( h \) and pays the market clearing price. Otherwise, it does not receive the rights to the \( L_h \) MW of electricity at hour \( h \) and must purchase needed energy in the real-time market at “unknown prices”.

Ancillary Service markets

Another opportunity that is well-suited to data centers is to participate in ancillary service markets as a “load resource”. In fact, many of the existing ancillary service markets, e.g., PJM and ERCOT, allow providing a portion (e.g., 20%, in case of PJM) of their ancillary services from load resources. Ancillary services are defined as the services necessary to support the transmission of energy to loads while maintaining reliable operation and security of the electricity transmission system.

Balancing supply and demand can be achieved by either adjusting generation or adjusting consumption. Therefore, payments for load reductions to load resources are equal, dollar for dollar, to that which suppliers are paid for increasing generation. In fact, similar to generators, the “value” of
a load resource (e.g., a large data center) depends on three factors: (i) how quickly it can respond to change (reduce or increase) its load; (ii) the cost at which a load resource is willing to adjust its load; and (iii) the market condition at which the service was offered. Accordingly, there are different ancillary services that could be offered by load resources based on their capabilities. In PJM and ERCOT, such services differ in response time and are as follows:

1. **Spinning reserves**: In this service, a command to interrupt or reduce the load comes either from an on-site under-frequency relay (UFR) or through a (10 minutes-ahead or shorter) notice signal from the ISO. The load resource is then required to provide holding service for at least 15 minutes and up to multiple hours. The spinning reserve service is also referred to as “responsive reserve service”.

2. **Non-spinning reserves**: Non-spinning reserves provide the same service as spinning reserves, but are not required to respond to notices as quickly, i.e., signals arrive with 30-minutes notice typically.

3. **Regulation services**: When offering regulation service, a flexible load (such as data center) needs to respond to up/down signals that arrive, e.g., every 4 or 10 seconds, by decreasing/increasing the load accordingly, while meeting rigorous performance monitoring criteria. Regulation can be done at different resolutions. For example, in PJM, there are two, Reg A (traditional) and Reg D (dynamic), regulation signals. Reg D command signals fluctuate more severely. Accordingly, there is a higher payment for offering dynamic regulation.

In general, making decisions to offer ancillary service is very difficult. However, if it is done properly, it has the potential to bring major financial benefits to data centers, in addition to helping the grid. To be qualified as a load resource, a data center must (i) meet a minimum flexible load capacity (e.g., 1 MW in ERCOT), (ii) install real-time telemetry systems, and (iii) pass and maintain high scores in “performance tests”.

The payments for participation in such programs are quite complicated. We give a brief overview in the following.

1. **Load resource payments**: Load resources that offer ancillary services typically receive two types of payments. The first payment is the “capacity payment”, which is made simply for being available. The second payment is the “operation payment”, which is made only if the service was actually called. For the responsive and non-spinning reserves, this payment is typically calculated based on the locational marginal price (LMP) at the power grid bus where the load resource is located. For regulation services, additional payments are made based on “mileage” for each regulation signal type, which is combined with several factors such as LMP, “benefit factor” (that indicates the scarcity of load and generation resources.
to perform regulation), “historical performance score” of the load resource, and the total
capacity that is offered by the load resource.

2. Performance evaluation: While assessing the performance of reserve services is typically simple,
the performance evaluation for regulation services requires advanced monitoring and analysis.
For example, PJM evaluates regulation performance based on scores on “delay”, “correlation”,
and “precision”. The Delay Score quantifies the delay between the regulation signal and
changes in demand. The Correlation Score measures the accuracy in matching the regulation
signal, using the correlation between regulation and response signals. The Precision Score is
calculated as an hourly average of the difference between the regulation and response signals
over 10 seconds sampling intervals. The final performance score is calculated as a weighted
summation of all three scores. Maintaining a minimum (e.g., 75%) score is needed to stay
qualified to offer regulation services.

3. Bidding process: The bids for offering ancillary services are submitted to ancillary service mar-
kets. Various information must be included in the bid. For example, for regulation services,
the capacity and the regulation type (traditional or dynamic) should be indicated. The financial
element of the bid could be “cost-based” or “price-based”. The former parameterizes the
service cost function, e.g., in terms of start-up and incremental costs for local generators. The
latter is in the form of price schedules that indicate the price of offering the service at each
time of operation.

Voluntary Load Reduction

A third option well-suited for data centers is to offer some voluntary services to regional grid op-
erators. For example, in ERCOT, industrial consumers can offer “voluntary load reduction” services
to regional operators, called Qualified Scheduling Entities (QSEs). There are at least two key dis-
tinctions between offering load reduction to QSEs and offering ancillary services to ISOs that lead
to important differences for data center management. First, such services are voluntary and usually
guarantee only best-effort services, thus participation carries little or no risk. In turn, they typically
have lower payments. Second, they do not require bidding and have flexible contracts. Thus, a
potential load resource such as data center will need to negotiate with its corresponding QSE to
settle down the terms of the contract.
6.2 Challenges that limit data center participation in demand response

The previous sections have highlighted the potential for data center demand response and the opportunities data centers have for participation. It is important to emphasize that data center participation in demand response programs truly has the potential to be a “win-win”: data centers provide a significant service to grid operators and demand response programs provide a significant revenue source for data centers.

However, despite this potential “win-win” opportunity, data centers today are largely non-participants in the demand response programs we discuss above. The reasons for this are not mysterious. There are a number of significant challenges that lead to this unfortunate fact. Below, we outline some of these biggest reasons. Then, in the next section, we discuss recent research progress in the academic and industrial research communities that is beginning to alleviate these challenges.

Challenge 1: Regulation and market maturity

First and foremost, it is important to emphasize that, though we have outlined a large number of participation opportunities for data centers in demand response programs, many of these programs are not available to data centers in markets today. While some utilities have been quick to move to adjust regulations to allow greater participation in market programs, many have been quite slow. As a result, in any given area, the opportunities for data center demand response participation may be limited to simple, traditional smart pricing programs such as coincident peak pricing which, as we discuss next, are not well-suited for the risk tolerance of data centers.

Challenge 2: Risk management

Data centers are typically in the business of maximizing uptime and performance, and energy issues are certainly secondary to maintaining strong guarantees about these primary measures. However, participation in demand response programs always comes with some risk. This risk may be purely financial, e.g., in passive participation programs, or it may have the possibility of uptime/performance degradations, e.g., in active participation programs. As a result, risk management is a crucial issue for data center participation in demand response programs. Taking a huge financial/performance hit because the grid sends a price/control signal at the same point when the data center is heavily loaded is a serious concern that limits data center participation in current market programs. In fact, for exactly this reason, data centers prefer to negotiate long term energy contracts with fixed usage prices.
Challenge 3: Who has control?

An active debate within the demand response field is that of who should have control? Grid operators would like to have a guaranteed response when they ask for it; which leads to “direct load control” programs for which the grid sends a signal to a controller of the program participant. However, of course, this is not always acceptable to participants. In particular, such programs are inappropriate for data centers given the risk management issues discussed above. The other extreme alternative is “prices-to-devices” where real-time prices are conveyed to participants; however such programs typically require huge price variation in order to extract desired responses. Again, this volatility is not acceptable given the risk tolerance of data centers. Thus, other programs must be developed in order to facilitate data center participation.

Challenge 4: Market complexity

Financially, the active participation programs we have described have a huge potential for data centers. However, as we have discussed, participation in these programs is highly regulated and the bidding necessary to extract profits is something that is typically difficult to automate and incorporate into a data center management system. This complexity has, to this point, prevented data centers from entering these markets despite the financial opportunities.

Challenge 5: Market power

The challenges that we have outlined so far relate to data center participation. However, there are also significant challenges on the grid operator side. One that is particularly salient is the potential for data centers to manipulate market prices. In particular, as we have discussed, data centers are very large loads. They can make up 20-50% of the load on their distribution circuit. In such situations, if they participate aggressively in some of these market programs there is a significant potential for them to wield market power to manipulate prices in their favor. Given that many of these markets have been designed for situations in which many small loads all act as price-takers, grid operators are rightfully nervous about loosening regulations to allow data center participation.

6.3 Recent progress in data center demand response

Given the challenges that remain before data center demand response participation can realize its potential, there are clearly many important research questions to address. To that end, a new field is emerging at the intersection of data center management and power systems that focuses on facilitating the interaction of data centers in demand response programs. In the following, we summarize some of the progress that has been made toward addressing the challenges we outlined
in the previous section. Note that, though progress has been made, it is clear that many, significant challenges are yet to be addressed.

We organize the progress made to this point into two categories: (i) progress toward the improved management of data centers to facilitate participation in demand response programs; and (ii) progress toward the design of new market programs that are appropriate for data center participation.

6.3.1 Managing data center participation in demand response

The task of managing data center participation in a demand response program is clearly a difficult one; however, because of the large literature on energy-efficient data centers that has emerged over the past decade, there are many tools that have already been well-developed at this point. In particular, techniques for right-sizing, load shifting, quality degradation, etc., are developed and, sometimes, used in practice already. However, the challenge of how to use them to optimize participation in demand response programs is still unsolved.

In particular, different demand response markets require very different strategies. Classically, much of the academic work on energy-efficient data centers has focused on time-of-use pricing, and so there are many strategies available for such programs, e.g., [103, 108, 130, 117, 17, 70, 44, 120, 86, 132, 197, 193, 121]. The algorithmic challenges in such designs often stem from the unpredictability of workload and the costs associated with switching the state of servers.

More generally though, there are many other options for demand response programs which can provide significantly larger financial incentives for data centers. For example, it is often beneficial for data centers to hedge long-term energy contracts with participation in spot-markets, thus creating a challenging online, multi-time scale optimization problem. Designs have started to emerge for optimizing such contracts [154, 139, 152, 54, 55, 195].

Another popular option for demand response is coincident peak pricing programs. Such programs provide a challenge for data center management since there is significant uncertainty about when coincident peak warnings will be sent to the data center, thus signaling a reduction. Recent work has looked at using online, robust optimization as a tool for managing participation in such programs [109, 164, 35, 125, 178].

The programs we have discussed so far are all passive. Participation in active demand response programs is much more challenging, and has only recently begun to be studied. For example, recent papers have looked at managing data center participation in regulation markets and ancillary service markets [37, 74, 38, 59, 12, 12, 13].

In addition to the details of the particular program, there are key challenges that demand response can create within data centers. For example, many data centers are multi-tenant, i.e., they rent space to many different tenants. In such situations, the data center operator does not have control over
the computing resources and so when a demand response signal is received, it cannot manage the response directly and must find a way to encourage the tenants to respond appropriately. Some recent work has looked at designing mechanisms for this setting [158].

Another level of complexity on top of all the issues we have discussed so far is the fact that data centers often have local resources such as energy storage, renewable energy, and/or backup generators on-site. Each of these adds additional uncertainty and complexity to the participation decisions discussed above, and each has been studied by recent work [125, 169, 127, 75, 76, 174].

6.3.2 Design of market programs appropriate for data centers

While significant progress has been made on developing tools and algorithms to facilitate data centers participation in demand response programs, it is clear that, in the long term, the development of new market programs are crucial to efficiently extract data centers flexibility. However, it is not at all clear yet what form these new market programs should take.

There are multiple tradeoffs at play in the design of new market programs. Should the new programs be passive or active? How much control should the load serving entity wield versus the data center? What time-scale should data centers be encouraged to provide flexibility over? These and many other questions are at the heart of the emerging research on market designs for data center demand response.

One key issue that has emerged as crucial in the design of new market programs is the market power that data centers wield. As we have already highlighted, data centers can make up a significant proportion of the load on a given distribution circuit, and thus they have the potential to significantly manipulate prices if care is not taken in design.

This worry is particularly salient given the typical “price-taker” assumption that goes into the design of most demand response programs. Clearly data centers need not be price-takers. However, quantifying the potential for market power is a difficult task, and only recently have market power metrics that incorporate transmission constraints begun to emerge [33, 186, 116, 190]. Noticeably, none of these metrics are designed for assessing market power on distribution networks.

Thus, there seems to be a tradeoff between pricing approaches and bid-based approaches in terms of market power versus prediction error. Specifically, bid-based approaches generally suffer if a participant has market power, e.g., [181, 105, 191], while pricing-based approaches require predicting the flexibility of participants in order to set prices efficiently, e.g., [182, 48, 136, 81, 118]. To this point, it is not yet clear which is more appropriate for data center demand response programs.

Finally, the above discussion has focused entirely on a single data center. To this point, there are no existing demand response programs that are designed to extract geographic flexibility. Such programs could be of crucial importance in areas where large-scale solar installations stress circuits across different regions in a load serving entity [134, 179].
6.4 Future directions

Regarding geographical load balancing, while we have more recent results about online algorithms for geographical load balancing [119], there are a number of interesting directions for future work. With respect to the design of distributed algorithms, one aspect that our model has ignored is the switching cost (in terms of delay and wear-and-tear) associated with switching servers into and out of power-saving modes. Our model also ignores issues related to reliability and availability, which are quite important in practice. With respect to the social impact of geographical load balancing, our results highlight the opportunity provided by geographical load balancing for demand response; however, there are many issues left to be considered. For example, which demand response market should Internet-scale systems participate in to minimize costs? How can policy decisions such as cap-and-trade be used to provide the proper incentives for Internet-scale systems, such as [114]? Can Internet-scale systems use energy storage at data centers in order to magnify cost reductions when participating in demand response markets? Answering these questions will pave the way for greener geographic load balancing.

For data center demand response, in particular, an interesting direction is to adapt the algorithms presented in Chapter 4 in order to incorporate energy storage at the data center. More generally, Internet-scale systems are typically provided by a geographically distributed data centers, and so it would be interesting to understand how the “geographical load balancing” performed by such systems interacts with coincident peak pricing. This “moving bits, not watts” scheme can significantly reduce local power network pressure without adding further load to the (possibly already) congested transmission network. Additionally, CPP programs are just one example of demand response programs. Though CPP programs are currently the most common form of demand response program, a number of new programs are emerging. It is important to understand how each of these programs, e.g., [12], interact with data center planning.

Much work still remains before prediction-based pricing studied in Chapter 5 can be used in practice. In particular, in this chapter we have adopted quadratic objectives, and it is important to understand the impact of this. For example, in the context of internet congestion management, [120] has studied the impact of convexity of costs on the contrast between time-of-use pricing and fixed-budget rebates. A similar study in the context of predictive pricing and supply function bidding is crucial.

Further, it is important to do an empirical study to understand how predictable the response of data centers will be in demand response programs. Initial pilot studies along these lines are proceeding in some demand response markets, but these have yet to focus on data centers specifically. Depending on the result of such studies, it may be natural to consider hybrid mechanisms that combine predictions and bidding in order to extract supply function information from data centers.
Additionally, many practical aspects of prediction-based pricing programs still require careful thought. For example, what is the appropriate time-scale at which prices should be adjusted? The time-scale chosen allows for a balance between the responsiveness desired by the LSE and the risk-aversion of the data center. Further, in this chapter we have assumed a scalar price. One could also investigate location dependent prices in distribution networks, similar to locational marginal prices (LMPs) for transmission networks. While these are not currently used, the extra geographical flexibility they provide could be valuable. Finally, there are interesting exploration-exploitation tradeoffs that come up when setting prices in prediction-based pricing programs. We have not addressed this issue in this thesis due to the complexities of the power network, but work in the operations research community has begun to study this in other contexts [27, 28], using “regret” as the performance measure. It would be interesting for future work to incorporate this issue into the demand response context.
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Appendices
Appendix A

Appendix: Proofs for Chapter 2

We now prove the results from Section 2.2 of Chapter 2 beginning with the illuminating Karush-Kuhn-Tucker (KKT) conditions.

A.1 Optimality conditions

As GLB-Q is convex and satisfies Slater’s condition, the KKT conditions are necessary and sufficient for optimality [31]: for the other models they are merely necessary.

**GLB-Q:** Let $\omega_i \geq 0$ and $\bar{\omega}_i \geq 0$ be Lagrange multipliers corresponding to (2.4d), and $\delta_{ij} \geq 0$, $\nu_j$ and $\sigma_i$ be those for (2.4c), (2.4b) and (2.6b). The Lagrangian is then

$$
\mathcal{L} = \sum_{i \in N} m_i p_i + \beta \sum_{j \in J} \sum_{i \in N} \left( \frac{\lambda_{ij}}{\mu_i - \lambda_i / m_i} + \lambda_{ij} d_{ij} \right) - \sum_{i \in N} \sum_{j \in J} \delta_{ij} \lambda_{ij} + \sum_{j \in J} \nu_j \left( L_j - \sum_{i \in N} \lambda_{ij} \right) + \sum_{i \in N} (\bar{\omega}_i (m_i - M_i) - \omega_i m_i) + \sum_{i \in N} \sigma_i (m_i \mu_i - \lambda_i)
$$

The KKT conditions of stationarity, primal and dual feasibility and complementary slackness
are:

\[
\beta \left( \frac{\mu_i}{(\mu_i - \lambda_i/m_i)^2} + d_{ij} \right) - \nu_j - \delta_{ij} - \sigma_i = 0, \quad \forall i, j \tag{A.1}
\]

\[
\delta_{ij} \lambda_{ij} = 0; \quad \delta_{ij} \geq 0, \quad \lambda_{ij} \geq 0, \quad \forall i, j
\tag{A.2}
\]

\[
\sigma_i (m_i \mu_i - \lambda_i) = 0; \quad \sigma_i \geq 0, \quad m_i \mu_i - \lambda_i \geq 0, \quad \forall i
\tag{A.3}
\]

\[
\sum_{i \in \mathcal{N}} \lambda_{ij} = L_j, \quad \forall j
\tag{A.4}
\]

\[
p_i - \beta \left( \frac{\lambda_i/m_i}{\mu_i - \lambda_i/m_i} \right)^2 + \bar{\omega}_i - \bar{\omega}_i + \sigma_i \mu_i = 0, \quad \forall i
\tag{A.5}
\]

\[
\bar{\omega}_i (m_i - M_i) = 0; \quad \bar{\omega}_i \geq 0, \quad m_i \leq M_i, \quad \forall i
\tag{A.6}
\]

\[
\bar{\omega}_i m_i = 0; \quad \bar{\omega}_i \geq 0, \quad m_i \geq 0, \quad \forall i.
\tag{A.7}
\]

The conditions \([A.1]–[A.4]\) determine the sources’ choice of \(\lambda_{ij}\), and we claim they imply that source \(j\) will only send data to those data centers \(i\) which have minimum marginal cost \(d_{ij} + (1 + \sqrt{p_i^*/\beta})^2/\mu_i\), where \(p_i^* = p_i - \bar{\omega}_i + \bar{\omega}_i\). To see this, let \(\bar{\lambda}_i = \lambda_i/m_i\). By \([A.5]\), the marginal queueing delay of data centre \(i\) with respect to load \(\lambda_{ij}\) is \(\mu_i/(\mu_i - \bar{\lambda}_i)^2 = (1 + \sqrt{p_i^*/\beta})^2/\mu_i\). Thus, from \([A.1]\), at the optimal point,

\[
d_{ij} + (1 + \sqrt{p_i^*/\beta})^2/\mu_i = \frac{d_{ij} + \mu_i}{(\mu_i - \bar{\lambda}_i)^2} = \frac{\nu_j + \delta_{ij}}{\beta} \geq \frac{\nu_j}{\beta}
\tag{A.8}
\]

with equality if \(\lambda_{ij} > 0\) by \([A.2]\), establishing the claim.

Note that the solution to \([A.1]–[A.4]\) for source \(j\) depends on \(\lambda_{ik}, k \neq j\), only through \(m_i\). Given \(\lambda_i\), data center \(i\) finds \(m_i\) as the projection onto \([0, M_i]\) of the solution \(\hat{m}_i = \lambda_i(1 + \sqrt{p_i^*/\beta})/(\mu_i \sqrt{p_i^*/\beta})\) with \(\bar{\omega}_i = \bar{\omega}_i = \sigma_i = 0\).

GLB-LIN again decouples into data centers finding \(m_i\) given \(\lambda_i\), and sources finding \(\lambda_{ij}\) given the \(m_i\). Feasibility and complementary slackness conditions \([A.2], [A.4], [A.6]\) and \([A.7]\) are as for GLB-Q; the stationarity conditions are:

\[
\frac{\partial g_i(m_i, \lambda_i)}{\partial \lambda_i} + \beta \left( \frac{\partial (\lambda_i f_i(m_i, \lambda_i))}{\partial \lambda_i} + d_i \right) - \nu_j - \delta_{ij} = 0, \quad \forall i, j
\tag{A.9}
\]

\[
\frac{\partial g_i(m_i, \lambda_i)}{\partial m_i} + \beta \lambda_i \frac{\partial f_i(m_i, \lambda_i)}{\partial m_i} + \bar{\omega}_i - \bar{\omega}_i = 0, \forall i.
\tag{A.10}
\]

Note the feasibility constraint \([2.6b]\) of GLB-Q is no longer explicitly required to ensure stability. In GLB-LIN, it is instead assumed that \(f\) is infinite when the load exceeds capacity.

The objective function is strictly convex in data center \(i\)’s decision variable \(m_i\), and so there is a unique solution \(\hat{m}_i(\lambda_i)\) to \([A.10]\) for \(\bar{\omega}_i = \bar{\omega}_i = 0\), and the optimal \(m_i\) given \(\lambda_i\) is the projection of this onto the interval \([0, M_i]\).

GLB in its general form has the same KKT conditions as GLB-LIN, with the stationary condi-
tions replaced by
\[
\frac{\partial q_i}{\partial \lambda_i} + r(f_i + d_{ij}) + \sum_{k \in J} \lambda_{ik}r'(f_i + d_{ik}) \frac{\partial f_i}{\partial \lambda_i} - \nu_j - \delta_{ij} = 0, \forall i, j
\]
\[
\frac{\partial q_i}{\partial m_i} + \sum_{j \in J} \lambda_{ij}r'(f_i + d_{ij}) \frac{\partial f_i}{\partial m_i} + \bar{\omega}_i - \bar{\omega}_i = 0, \forall i
\]
where \( r' \) denotes the derivative of \( r(\cdot) \).

GLB again decouples, since it is convex because \( r(\cdot) \) is convex and increasing. However, now data center \( i \)'s problem depends on all \( \lambda_{ij} \), rather than simply \( \lambda_i \).

### A.2 Characterizing the optima

Lemma 1 will help prove the results of Section 2.2.

**Lemma 1.** Consider the GLB-LIN formulation. Suppose that for all \( i \), \( F_i(m_i, \lambda_i) \) is jointly convex in \( \lambda_i \) and \( m_i \), and differentiable in \( \lambda_i \) where it is finite. If, for some \( i \), the dual variable \( \bar{\omega}_i > 0 \) for an optimal solution, then \( m_i = M_i \) for all optimal solutions. Conversely, if \( m_i < M_i \) for an optimal solution, then \( \bar{\omega}_i = 0 \) for all optimal solutions.

**Proof.** Consider an optimal solution \( S \) with \( i \in N \) such that \( \bar{\omega}_i > 0 \) and hence \( m_i = M_i \). Assume there exists another optimal solution \( S' \) such that \( m_i < M_i \). Since the cost function is jointly convex in \( \lambda_{ij} \) and \( m_i \), any convex combination of \( S \) and \( S' \) must also be optimal. However, since \( F_i(m_i, \lambda_i) \) is strictly convex in \( m_i \), the linear combination of \( S \) and \( S' \) strictly decreases the cost, which contradicts with the fact that \( S \) and \( S' \) are optimal solutions. \( \square \)

**Proof of Theorem 1.** Consider first the case where there exists an optimal solution with \( m_i < M_i \). By Lemma 1, \( \bar{\omega}_i = 0 \) for all optimal solutions. Recall that \( \hat{m}_i(\lambda_i) \), which defines the optimal \( m_i \), is strictly convex. Thus, if different optimal solutions have different values of \( \lambda_i \), then a convex combination of the two yielding \( (m_i', \lambda_i') \) would have \( \hat{m}_i(\lambda_i') < m_i' \), which contradicts the optimality of \( m_i' \).

Next, consider the case where all optimal solutions have \( m_i = M_i \). In this case, consider two solutions \( S \) and \( S' \) that both have \( m_i = M_i \). If \( \lambda_i \) is the same under both \( S \) and \( S' \), we are done. Otherwise, since \( F_i(m_i, \lambda_i) \) is strictly convex in \( \lambda_i \), the linear combination of \( S \) and \( S' \) strictly decreases the cost, which contradicts with the fact that \( S \) and \( S' \) are optimal solutions. \( \square \)

**Proof of Theorem 2.** The proof when \( m_i = M_i \) for all optimal solutions is parallel to that of Theorem 1. Otherwise, when \( m_i < M_i \) in an optimal solution, the definition of \( \hat{m} \) gives \( \frac{\lambda}{m_i} = \mu_i/(\sqrt{\beta_i}/p_i + 1) \) for all optimal solutions. \( \square \)
Proof of Theorem 3. For each optimal solution \( S \), consider an undirected bipartite graph \( G \) with a vertex representing each source and each data center and with an edge connecting \( i \) and \( j \) when \( \lambda_{ij} > 0 \). We will show that at least one of these graphs is acyclic. The theorem then follows since an acyclic graph with \( N \) nodes has at most \( N - 1 \) edges.

To prove that there exists one optimal solution with acyclic graph we will inductively reroute requests in a way that removes cycles while preserving optimality. Suppose \( G \) contains a cycle. Let \( C \) be a minimal cycle, i.e., no strict subset of \( C \) is a cycle, and let \( C \) be directed.

Construct a new solution \( S(\xi) \) from \( S \) by adding \( \xi \) to \( \lambda_{ij} \) if \( (i,j) \in C \), and subtracting \( \xi \) from \( \lambda_{ij} \) if \( (j,i) \in C \). Note that this does not change the \( \lambda_i \). To see that \( S(\xi) \) maintains the optimal cost, first note that the change in the objective function of the GLB between \( S \) and \( S(\xi) \) is equal to

\[
\xi \sum_{(j,i) \in C} \left( r(d_{ij} + f_i(m_i, \lambda_i)) - r(d_{ji} + f_j(m_j, \lambda_j)) \right)
\]

(A.11)

Next, note that the multiplier \( \delta_{ij} = 0 \) since \( \lambda_{ij} > 0 \) at \( S \). Further, the condition for stationarity in \( \lambda_{ij} \) can be written as \( X_i + r(d_{ij} + f_i(m_i, \lambda_i)) - \nu_j = 0 \), where \( X_i \) does not depend on the choice of \( j \). Since \( C \) is minimal, for each \( (i,j) \in C \) where \( i \in I \) and \( j \in J \) there is exactly one \( (j', i) \) with \( j' \in J \), and vice versa. Thus,

\[
0 = \sum_{(j,i) \in C} (X_i + r(d_{ij} + f_i(m_i, \lambda_i)) - \nu_j)
- \sum_{(i,j) \in C} (X_i + r(d_{ij} + f_i(m_i, \lambda_i)) - \nu_j)
= \sum_{(j,i) \in C} r(d_{ij} + f_i(m_i, \lambda_i)) - \sum_{(i,j) \in C} r(d_{ij} + f_i(m_i, \lambda_i)).
\]

Hence, by (A.11) the objective of \( S(\xi) \) and \( S \) are the same.

To complete the proof, we let \( (i^*, j^*) = \arg \min_{(i,j) \in C} \lambda_{ij} \). Then \( S(\lambda_{i^*,j^*}) \) has \( \lambda_{i^*,j^*} = 0 \). Thus, \( S(\lambda_{i^*,j^*}) \) has at least one fewer cycle, since it has broken \( C \). Further, by construction, it is still optimal.

Proof of Theorem 4. It is sufficient to show that, if \( \lambda_{kj} \lambda_{k'j} > 0 \) then either \( m_k = M_k \) or \( m_{k'} = M_{k'} \). Consider a case when \( \lambda_{kj} \lambda_{k'j} > 0 \).

For a generic \( i \), define \( c_i = (1 + \sqrt{p_i/\beta})^2/\mu_i \) as the marginal cost (A.8) when the Lagrange multipliers \( \bar{\omega}_i = \omega_i = 0 \). Since the \( p_i \) are chosen from a continuous distribution, we have that with probability 1

\[
c_k - c_{k'} \neq d_{k'j} - d_{kj}.
\]

(A.12)

However, (A.8) holds with equality if \( \lambda_{ij} > 0 \), and so \( d_{kj} + (1 + \sqrt{p_k/\beta})^2/\mu_k = d_{k'j} + (1 + \sqrt{p_{k'}/\beta})^2/\mu_{k'} \). By the definition of \( c_i \) and (A.12), this implies either \( p_k \neq p_k' \) or \( p_k' \neq p_k \). Hence at
least one of the Lagrange multipliers $\omega_k$, $\bar{\omega}_k$, $\omega_k'$ or $\bar{\omega}_k'$ must be non-zero. However, $\omega_i > 0$ would imply $m_i = 0$ whence $\lambda_{ij} = 0$ by (A.3), which is false by hypothesis, and so either $\bar{\omega}_k$ or $\bar{\omega}_k'$ is non-zero, giving the result by (A.6).

\[ \square \]

### A.3 Proofs for Algorithm 1

To prove Theorem 5 we apply a variant of Proposition 3.9 of Chapter 3 in [26], which gives that if

(i) $F(m, \lambda)$ is continuously differentiable and convex in the convex feasible region (2.4b)–(2.4d);

(ii) Every limit point of the sequence is feasible;

(iii) Given the values of $\lambda_{-j}$ and $m$, there is a unique minimizer of $F$ with respect to $\lambda_j$, and given $\lambda$ there is a unique minimizer of $F$ with respect to $m$.

Then, every limit point of $(m(\tau), \lambda(\tau))_{\tau=1,2,...}$ is an optimal solution of GLB-Q.

This differs slightly from [26] in that the requirement that the feasible region be closed is replaced by the feasibility of all limit points, and the requirement of strict convexity with respect to each component is replaced by the existence of a unique minimizer. However, the proof is unchanged.

**Proof of Theorem 5.** To apply the above to prove Theorem 5 we need to show that $F(m, \lambda)$ satisfies the differentiability and continuity constraints under the GLB-Q model.

GLB-Q is continuously differentiable and, as noted in Appendix [A.1] a convex problem. To see that every limit point is feasible, note that the only infeasible points in the closure of the feasible region are those with $m_i \mu_i = \lambda_i$. Since the objective approaches $\infty$ approaching that boundary, and Gauss-Seidel iterations always reduce the objective [26], these points cannot be limit points.

It remains to show the uniqueness of the minimum in $m$ and each $\lambda_j$. Since the cost is separable in the $m_i$, it is sufficient to show that this applies with respect to each $m_i$ individually. If $\lambda_i = 0$, then the unique minimizer is $m_i = 0$. Otherwise

\[
\frac{\partial^2 F(m, \lambda)}{\partial m_i^2} = 2\beta \mu_i \lambda_i \frac{\lambda_i^2}{(m_i \mu_i - \lambda_i)^3}
\]

which by (2.6b) is strictly positive. The Hessian of $F(m, \lambda)$ with respect to $\lambda_j$ is diagonal with $ith$ element

\[
2\beta \mu_i \frac{m_i^2}{(m_i \mu_i - \lambda_i)^2} > 0
\]

which is positive definite except the points where some $m_i = 0$. However, if $m_i = 0$, the unique minimum is $\lambda_{ij} = 0$. Note we cannot have all $m_i = 0$. Except these points, $F(m, \lambda)$ is strictly convex in $\lambda_j$ given $m$ and $\lambda_{-j}$. Therefore $\lambda_j$ is unique given $m$. 

Part (ii) of Theorem 5 follows from part (i) and the continuity of $F(m, \lambda)$. Part (iii) follows from part (i) and Theorem 2 which provides the uniqueness of optimal per-server arrival rates $(\lambda_i(\tau)/m_i(\tau), i \in N)$.

\[\Box\]

### A.4 Proofs for Algorithm 2

As discussed in the section on Algorithm 2, we will prove Theorem 6 in three steps. First, we will show that, starting from an initial feasible point $\lambda(0)$, Algorithm 2 generates a sequence $\lambda(\tau)$ that lies in the set $\Lambda := \Lambda(\phi)$ defined in (2.15), for $\tau = 0, 1, \ldots$. Moreover, $\nabla F(\lambda)$ is Lipschitz over $\Lambda$. Finally, this implies that $F(\lambda(\tau))$ moves in a descent direction that guarantees convergence.

**Lemma 2.** Given an initial point $\lambda(0) \in \prod_j \Lambda_j$, let $\phi := F(\lambda(0))$. Then

1. $\lambda(0) \in \Lambda := \Lambda(\phi)$;
2. If $\lambda^*$ is optimal then $\lambda^* \in \Lambda$;
3. If $\lambda(\tau) \in \Lambda$, then $\lambda(\tau + 1) \in \Lambda$.

**Proof.** We claim $F(\lambda) \leq \phi$ implies $\lambda \in \Lambda$. This is true because $\phi \geq F(\lambda) \geq \sum_k \frac{\beta \lambda_k}{\mu_k - \lambda_k/m_k(\lambda)} \geq \sum_i \frac{\beta \lambda_i}{\mu_i - \lambda_i/M_i}, \forall i$. Therefore $\lambda_i \leq \frac{\phi}{\beta + \beta M_i} M_i \mu_i, \forall i$. Consequently, the initial point $\lambda(0) \in \Lambda$ and the optimal point $\lambda^* \in \Lambda$ because $F(\lambda^*) \leq F(\lambda)$.

Next we show that $\lambda(\tau) \in \Lambda$ implies $Z^j(\tau + 1) \in \Lambda$, where $Z^j(\tau + 1)$ is $\lambda(\tau)$ except $\lambda_j(\tau)$ is replaced by $z_j(\tau)$. This holds because $Z^{j,k}_i(\tau + 1) = \lambda_{ik}(\tau) \geq 0, \forall k \neq j, \forall i$ and $\sum_i Z^{j,k}_i(\tau + 1) = \sum_i \lambda_{ik}(\tau) = L_k, \forall k \neq j$. From the definition of the projection on $\Lambda_j(\tau)$, $Z^{j,k}_i(\tau + 1) \geq 0, \forall i$, $\sum_i Z^{j}_i(\tau + 1) = L_j$, and $\sum_i Z_{ik}(\tau + 1) \leq \frac{\phi}{\beta + \beta M_i} M_i \mu_i, \forall i$. These together ensure $Z^j(\tau + 1) \in \Lambda$.

The update $\lambda_j(\tau + 1) = \frac{\sum_{i \neq j} \lambda_i(\tau) + \frac{1}{|J|} \sum_{i \neq j} z_j(\tau)}{|J|}$ is equivalent to $\lambda(\tau + 1) = \frac{\sum_i Z^j(\tau + 1)}{|J|}$. Then from the convexity of $\Lambda$, we have $\lambda(\tau + 1) \in \Lambda$. \[\Box\]

Let $F(M, \lambda)$ be the total cost when all data centers use all servers, and $\nabla F(M, \lambda)$ be the derivatives with respect to $\lambda$. To prove that $\nabla F(\lambda)$ is Lipschitz over $\Lambda$, we need the following intermediate result. We omit the proof due to space consideration.

**Lemma 3.** For all $\lambda^a, \lambda^b \in \Lambda$, we have

$$\left\| \nabla F(\lambda^b) - \nabla F(\lambda^a) \right\|_2 \leq \left\| \nabla F(M, \lambda^b) - \nabla F(M, \lambda^a) \right\|_2.$$ 

**Lemma 4.** \(\left\| \nabla F(\lambda^b) - \nabla F(\lambda^a) \right\|_2 \leq K \left\| \lambda^b - \lambda^a \right\|_2^2\),\n
\(\forall \lambda^a, \lambda^b \in \Lambda\), where $K = |J| \max_i 2(\phi + \beta M_i) \beta^2 M_i^2 \mu_i^2$. 


Proof. Following Lemma 3, here we continue to show  \( \| \nabla F(M, \lambda^b) - \nabla F(M, \lambda^a) \|_2 \leq K \| \lambda^b - \lambda^a \|_2 \).

The Hessian \( \nabla^2 F(M, \lambda) \) of \( F(M, \lambda) \) is given by

\[
\nabla^2 F_{ij,kl}(M, \lambda) = \begin{cases} 
\frac{2 \beta \mu_i}{M_i} \frac{1}{(\mu_i - \lambda_i / M_i)^2} & \text{if } i = k \\
0 & \text{otherwise.}
\end{cases}
\]

Then, by the matrix form of Hölder’s inequality and the symmetry of \( \nabla^2 F(M, \lambda) \), we have

\[
\| \nabla^2 F(M, \lambda) \|_2^2 \leq \| \nabla^2 F \|_1 \| \nabla^2 F \|_\infty = \| \nabla^2 F \|_\infty^2.
\]

Finally, we have

\[
\| \nabla^2 F(M, \lambda) \|_\infty = \max_{ij} \left\{ \sum_{kl} \nabla^2 F_{ij,kl}(M, \lambda) \right\} = \max_i \left\{ |J| \frac{2 \beta \mu_i}{M_i (\mu_i - \lambda_i / M_i)^3} \right\} \leq |J| \max_i \frac{2(\phi + \beta M_i)^3}{\beta^2 M_i^4 \mu_i^2}.
\]

In the last step we substitute \( \lambda_i \) by \( \frac{\phi M_i \mu_i}{\phi + \beta M_i} \) because \( \lambda_i \leq \frac{\phi}{\phi + \beta M_i} M_i \mu_i, \forall i \) and \( \frac{2 \mu_i / M_i}{(\mu_i - \lambda_i / M_i)^2} \) is increasing in \( \lambda_i \).

Lemma 5. When applying Algorithm 2 to GLB-Q,

(a) \( F(\lambda(\tau+1)) \leq F(\lambda(\tau)) - \left( \frac{1}{\gamma_m} - \frac{3}{2} \right) \| \lambda(\tau + 1) - \lambda(\tau) \|_2^2 \), where \( K = |J| \max_i 2(\phi + \beta M_i)^3 / (\beta^2 M_i^4 \mu_i^2) \), \( \gamma_m = \max_j \gamma_j \). Therefore \( F(\lambda(\tau + 1)) < F(\lambda(\tau)) \) if \( 0 < \gamma_m < 2/K \).

(b) \( \lambda(\tau + 1) = \lambda(\tau) \) if and only if \( \lambda(\tau) \) minimizes \( F(\lambda) \) over the set \( \Lambda \).

(c) The mapping \( T(\lambda(\tau)) = \lambda(\tau + 1) \) is continuous.

Proof. From the Lemma 4, we know

\[
\| \nabla F(\lambda^b) - \nabla F(\lambda^a) \|_2 \leq K \| \lambda^b - \lambda^a \|_2, \forall \lambda^a \in \Lambda, \forall \lambda^b \in \Lambda
\]

where \( K = |J| \max_i 2(\phi + \beta M_i)^3 / (\beta^2 M_i^4 \mu_i^2) \).

Here \( Z^j(\tau + 1) \in \Lambda, \lambda(\tau) \in \Lambda \), therefore we have

\[
\| \nabla F(Z^j(\tau + 1)) - \nabla F(\lambda(\tau)) \|_2 \leq K \| Z^j(\tau + 1) - \lambda(\tau) \|_2.
\]
From the convexity of $F(\lambda)$, we have
\[
F(\lambda(\tau + 1)) = F\left(\frac{\sum_j Z^j(\tau + 1)}{|J|}\right)
\leq \frac{1}{|J|} \sum_j F(Z^j(\tau + 1))
\leq \frac{1}{|J|} \sum_j \left( F(\lambda(\tau)) - \left(\frac{1}{\gamma_j} - \frac{K}{2}\right) \|Z^j(\tau + 1) - \lambda(\tau)\|_2^2 \right)
= F(\lambda(\tau)) - \sum_j \left(\frac{1}{\gamma_j} - \frac{K}{2}\right) \|Z^j(\tau + 1) - \lambda(\tau)\|_2^2
\leq F(\lambda(\tau)) - \left(\frac{1}{\gamma_m} - \frac{K}{2}\right) \sum_j \|Z^j(\tau + 1) - \lambda(\tau)\|_2^2
\]
where $K = |J| \max_i 2(\phi + \beta M_i)^3/(\beta^2 M^4_i \mu_i^2)$.

The first line is from the update rule of $\lambda(\tau)$. The second line is from the convexity of $F(\lambda)$. The third line is from the property of gradient projection. The last line is from the definition of $\gamma_m$.

Then from the convexity of $\|\cdot\|_2^2$, we have
\[
\frac{\sum_j \|Z^j(\tau + 1) - \lambda(\tau)\|_2^2}{|J|} \geq \frac{\sum_j (Z^j(\tau + 1) - \lambda(\tau))}{|J|}^2
= \left\| \frac{\sum_j Z^j(\tau + 1)}{|J|} - \lambda(\tau) \right\|_2^2 = \|\lambda(\tau + 1) - \lambda(\tau)\|_2^2.
\]

Therefore we have
\[
F(\lambda(\tau + 1)) \leq F(\lambda(\tau)) - \left(\frac{1}{\gamma_m} - \frac{K}{2}\right) \|\lambda(\tau + 1) - \lambda(\tau)\|_2^2.
\]

(b) $\lambda(\tau + 1) = \lambda(\tau)$ is equivalent to $Z^j(\tau + 1) = \lambda_j(\tau), \forall j$. Moreover, if $Z^j(\tau + 1) = \lambda_j(\tau), \forall j$, then from the definition of each gradient projection, we know it is optimal. Conversely, if $\lambda(\tau)$ minimizes $F(\lambda(\tau))$ over the set $\Lambda$, then the gradient projection always projects to the original point, hence $Z^j(\tau + 1) = \lambda_j(\tau), \forall j$. See also [26, Chapter 3 Proposition 3.3(b)] for reference.

(c) Since $F(\lambda)$ is continuously differentiable, the gradient mapping is continuous. The projection mapping is also continuous. $T$ is the composition of the two and is therefore continuous. \qed

Proof of Theorem 6. Lemma 5 is parallel to that of Proposition 3.3 in Chapter 3 of [26], and Theorem 6 here is parallel to Proposition 3.4 in Chapter 3 of [26]. Therefore, the proof for Proposition 3.4 immediately applies to Theorem 6. We also have $F(\lambda)$ is convex in $\lambda$, which completes the proof. \qed
A.5 Proofs for Algorithm 3

We use the following additional lemmas to prove the convergence result of Algorithm 3.

**Lemma 6.** Under Algorithm 3, $\lambda(\tau) \in \Lambda'$, $\forall \tau = 0, 1, 2, \ldots$

**Proof.** Since $\Lambda \subset \Lambda'$, we know the initial point $\lambda(0) \in \Lambda'$ and the optimal solution $\lambda^* \in \Lambda'$.

If $\lambda(\tau) \in \Lambda'$, then the choice of $\gamma^j$ ensures $\lambda_{ij}(\tau + 1) \geq 0$. Moreover, the choice of $\theta_j(\tau)$ and the update rule (2.20) give

$$
\sum_{i \in \Omega_j(\tau)} \lambda_{ij}(\tau + 1) = \sum_{i \in \Omega_j(\tau)} \lambda_{ij}(\tau) - \gamma_j(\tau) \left( \sum_{i \in \Omega_j(\tau)} (\nabla_{ij} F(\tau) - \theta_j(\tau)) \right)
$$

Since $\lambda_{ij}(\tau + 1) = \lambda_{ij}(\tau)$ for $i \notin \Omega_j(\tau)$, we have $\sum_{i} \lambda_{ij}(\tau + 1) = \sum_{i} \lambda_{ij}(\tau) = L_j$.

Finally, the definition of $\gamma^j$ ensures

$$
\lambda_i(\tau + 1) = \sum_{j : i \in \Gamma^j(\tau)} \lambda_{ij}(\tau + 1) + \sum_{j : i \notin \Gamma^j(\tau)} \lambda_{ij}(\tau + 1) \leq \sum_{j : i \in \Gamma^j(\tau)} \left( \lambda_{ij}(\tau) - \gamma_j^*(\tau) (\nabla_{ij} F(\tau) - \theta_j(\tau)) \right) + \sum_{j : i \notin \Gamma^j(\tau)} \lambda_{ij}(\tau) \leq \sum_{j} \lambda_{ij}(\tau) + \frac{\phi + \beta M_i / 2}{\phi + \beta M_i} M_i \mu_i - \sum_{j} \lambda_{ij}(\tau) = \frac{\phi + \beta M_i / 2}{\phi + \beta M_i} M_i \mu_i .
$$

**Lemma 7.** For all $\lambda^a \in \Lambda'$, and all $\lambda^b \in \Lambda'$,

$$
\left\| \nabla F(\lambda^b) - \nabla F(\lambda^a) \right\|_2 \leq K' \left\| \lambda^b - \lambda^a \right\|_2 .
$$

where $K'$ is defined in Algorithm 3.

The proof of this lemma is similar to that of Lemma 4 except that the constraint $\lambda_i \leq \frac{\phi}{\phi + \beta M_i} M_i \mu_i$ is replaced by $\lambda_i \leq \frac{\phi + \beta M_i / 2}{\phi + \beta M_i} M_i \mu_i$, resulting in different Lipschitz modulus.

**Lemma 8.** Let $\gamma(\tau) = \max_j \gamma_j(\tau)$. Then under Algorithm 3, $F(\lambda(\tau + 1)) \leq F(\lambda(\tau)) - \left( \frac{1}{\gamma(\tau)} - \frac{K'}{2} \right) \left\| \lambda(\tau + 1) - \lambda(\tau) \right\|_2^2$. 
Although this result seems similar to a standard one proved by the projection argument, here we do not have a projection. Therefore we devise a different proof technique.

Proof. From Lemma 7 and Proposition A.32 in [26],
\[
F(\lambda(\tau + 1)) \leq F(\lambda(\tau)) + (\lambda(\tau + 1) - \lambda(\tau))' \nabla F(\tau) + \frac{K'}{2} \|\lambda(\tau + 1) - \lambda(\tau)\|_2^2,
\]
where we take \(\lambda(\tau)\) as a \(|N||J|\)-dimension vector. The proof is completed by expanding the second term as
\[
(\lambda(\tau + 1) - \lambda(\tau))' \nabla F(\tau)
= \sum_j \sum_{i \in \Omega_j(\tau)} (\lambda_j(\tau + 1) - \lambda_j(\tau)) \nabla_{ij} F(\tau) - \sum_j \sum_{i \in \Omega_j(\tau)} (\lambda_j(\tau + 1) - \lambda_j(\tau)) \nabla_{ij} F(\tau)
= -\sum_j \sum_{i \in \Omega_j(\tau)} (\lambda_j(\tau + 1) - \lambda_j(\tau))^2
\leq -\frac{1}{\gamma(\tau)} \|\lambda(\tau + 1) - \lambda(\tau)\|_2^2,
\]
with the second step using the definition in (2.18).

With the lemmas above, we now prove Theorem 7.

Proof of Theorem 7. Let \(J' \equiv \{(i, j) : 0 < \lambda_{ij} \leq \epsilon \) and \(\nabla_{ij} F(\lambda(\tau)) > \theta_j(\tau)\}\) be those loads prevented from decreasing in (2.20). We first show that Algorithm 3 has an accumulation point \(\lambda^a\) satisfying the KKT conditions except for (A.2) for \((i, j) \in J'\). We then construct an optimization GLB' solved by \(\lambda^a\) whose KKT conditions match GLB-Q except for (A.2) for \((i, j) \in J'\), and bound the difference between its optimum and that of GLB-Q.

(1) Note \(\gamma_j^+(\tau)\) is bounded below since \(\lambda_{ij}(\tau) > \epsilon\) for any \(i \in \Gamma_j^+(\tau)\) and \(\nabla_{ij} F(\lambda(\tau)) - \theta_j(\tau)\) is bounded above; \(\gamma_j^-(\tau)\) is also bounded below since \(\frac{\phi + \beta M_i/2}{\phi + \beta M_i} M_i \mu_i - \lambda_i(\tau) \geq \frac{\beta M_i/2}{\phi + \beta M_i} M_i \mu_i\) and \(\nabla_{ij} F(\lambda(\tau)) - \theta_j(\tau)\) is bounded above. Since the third case in (2.19) is constant, \(\gamma_j(\tau)\) is bounded below. Hence \(\|\lambda(\tau + 1) - \lambda(\tau)\|_2^2\) converges to 0 only if the corresponding KKT conditions hold except for the complementary slackness conditions in (A.2) for the \((i, j) \in J'\). Since there is an \(\varepsilon > 0\) such that \(\gamma(\tau) < 2/K' - \varepsilon\), Lemma 8 ensures Algorithm 3 makes a substantial decrease each step until the KKT conditions hold except for (A.2) for \((i, j) \in J'\).

(2) Algorithm 3 has an accumulation point, \(\lambda^a\), since \(F(\lambda)\) converges due to being bounded below, and \(\lambda\) comes from a compact set. Next, we construct GLB' solved by \(\lambda^a\) whose KKT conditions
match those of GLB-Q except for (A.2) for $(i,j) \in \mathcal{J}^\epsilon$, and show that $|F(\lambda^0) - F(\lambda^\epsilon)| = O(\epsilon)$, where $\epsilon$ is the error tolerance in $\lambda_{ij}$.

Let $\lambda'$ be the matrix with $\lambda'_{ij} = \lambda^n_{ij}$, if $(i,j) \in \mathcal{J}^\epsilon$, and $\lambda'_{ij} = 0$ otherwise. Define $\lambda_i^* = \sum_j \lambda'_{ij}$ and denote by $\lambda_i$ the vector of $(\lambda_i')_j \in J$. Define GLB' to be solving (2.6a) subject to (2.6b), (2.4b), (2.4d) and $\lambda_{ij} \geq \lambda'_{ij}$ for all $i \in N$ and $j \in J$. The KKT conditions of GLB' match those of GLB-Q, except that the analog of (A.2) is $\delta_{ij}(\lambda_{ij} - \lambda'_{ij}) = 0$. For $(i,j) \in \mathcal{J}^\epsilon$, this holds by the definition of $\lambda'$. All other conditions were established in step 1) above, and so $\lambda^\epsilon$ optimizes GLB'.

If $\lambda^\epsilon \geq \lambda'$, $\lambda^\epsilon$ optimizes GLB-Q, and the result is proved. Otherwise, we perturb $\lambda^\epsilon$ to yield $\lambda''$ which is feasible for GLB', and bound the resulting increase in cost, as follows.

First construct a solution $\lambda'$ from $\lambda^\epsilon$ where $\lambda_i' \geq \lambda_i^\epsilon$. If there exist some $i \in S^\epsilon$ with $\lambda_i' < \lambda_i^\epsilon$, we construct the new $\lambda_i'$ by moving some traffic $\lambda_i^\epsilon - \lambda_i^\epsilon$ from $i \not\in S^\epsilon$ to these data centers $i \in S^\epsilon$ to make $\lambda_i' = \lambda_i^\epsilon$. Now we compare $F(\lambda')$ and $F(\lambda^\epsilon)$. By moving $\lambda_i^\epsilon - \lambda_i^\epsilon$, we decrease the cost on some $i \not\in S^\epsilon$, but increase that on $i \in S^\epsilon$. Since $\lambda_i^\epsilon - \lambda_i^\epsilon \leq \lambda_i^\epsilon \leq |J| \epsilon$ and $\epsilon \leq \min_i \left( M_i \mu_i / (1 + \sqrt{\beta/p_i}) \right) / |J|$, $\lambda_i' = \lambda_i^\epsilon \leq |J| \epsilon \leq M_i \mu_i / (1 + \sqrt{\beta/p_i})$ for $i \in S^\epsilon$. Within this region, $m_i' = (1 + \sqrt{\beta/p_i}) \lambda_i^\epsilon / \mu_i$ optimizes (2.6a). Neglecting delay $d_{ij}$, the increase in term $i$ is no larger than $\beta |J| \epsilon \left( 1 + \sqrt{\beta/p_i} \right)^2 / \mu_i$. The delay cost increase is at most $\beta |J| \epsilon \max_j d_{ij}$. Thus $F(\lambda') \leq F(\lambda^\epsilon) + |J| \epsilon \sum_i \left( (1 + \sqrt{\beta/p_i})^2 / \mu_i + \max_j d_{ij} \right)$.

From $\lambda'$ we construct $\lambda''$ by reassigning traffic cyclically to make $\lambda''_{ij} \geq \lambda'_{ij}$, $\forall i,j$. The total cost increase is bounded by $\beta |J| \epsilon \sum_i \max_j d_{ij}$. Therefore we have

$$F(\lambda'') \leq F(\lambda^\epsilon) + |J| \epsilon \sum_i \left( (1 + \sqrt{\beta/p_i})^2 / \mu_i + 2 \max_j d_{ij} \right) = F(\lambda^\epsilon) + B \epsilon.$$ 

To complete the proof, note $F(\lambda^0) \leq F(\lambda'')$, since $\lambda''$ is feasible for GLB'.
Appendix B

Appendix: Proofs for Chapter 3

B.1 Proof of Theorem 8

By the definition of convexity, we need to prove \( \forall d^a, d^b \in [0, D], \forall \theta \in [0, 1], c(\theta d^a + (1 - \theta) d^b) \leq \theta c(d^a) + (1 - \theta) c(d^b) \). Denote by \( d_1^a \) and \( d_2^a \) the optimal cooling capacities of chiller cooling and outside air cooling for the total IT heat load \( d^a \), respectively. This optimal solution exists because the feasible set is compact. Then we have \( d_1^a + d_2^a = d^a \) and \( c(d^a) = f_c(d_1^a) + f_o(d_2^a) \) by the optimality of \( d_1^a \) and \( d_2^a \). Similarly, we denote the optimal solution for \( d^b \) by \( d_1^b \) and \( d_2^b \), and we know \( d_1^b + d_2^b = d^b \) and \( c(d^b) = f_c(d_1^b) + f_o(d_2^b) \). Then we have

\[
c(\theta d^a + (1 - \theta) d^b) = c(\theta d_1^a + \theta d_2^a + (1 - \theta) d_1^b + (1 - \theta) d_2^b) \\
\leq f_c(\theta d_1^a + \theta d_2^a + (1 - \theta) d_1^b + (1 - \theta) d_2^b) + f_o(\theta d_2^a + (1 - \theta) d_2^b) \\
\leq \theta f_c(d_1^a) + (1 - \theta) f_c(d_1^b) + \theta f_o(d_2^a) + (1 - \theta) f_o(d_2^b) \\
= \theta c(d^a) + (1 - \theta) c(d^b).
\]

Here the first inequality is from the fact that \( c(d) \) is the optimal allocation of cooling capacities and the expression in the third line is just one possible allocation, and the feasible set is convex. The second inequality is from the convexity of both \( f_c(d) \) and \( f_o(d) \).

B.2 Proof of Theorem 9

We prove this by contradiction. Assume there exist two optimal solutions \((d_1, e_1)\) and \((d_2, e_2)\) with different \((d(t) + c(d(t)) - r(t) - e(t))^+\) for time \( t \). Then the linear combination \((d_c, e_c) := (\theta d_1 + (1 - \theta) d_2, \theta e_1 + (1 - \theta) e_2), 0 < \theta < 1\) is also an optimal solution. Then, the energy cost at
time $t$ of $(d_e, e_e)$ is:

$$p(t)(\theta d_1(t) + (1 - \theta)d_2(t) + c(\theta d_1(t) + (1 - \theta)d_2(t))$$

$$- r(t) - \theta e_1(t) - (1 - \theta)e_2(t)^+$$

$$< p(t)(\theta d_1(t) + (1 - \theta)d_2(t) + \theta c(d_1(t)) + (1 - \theta)c(d_2(t))$$

$$- r(t) - \theta e_1(t) - (1 - \theta)e_2(t)^+$$

$$\leq p(t)(\theta (d_1(t) + c(d_1(t))) - r(t) - e_1(t)^+$$

$$+ (1 - \theta)(d_2(t) + c(d_2(t)) - r(t) - e_2(t))^+)$$

$$= \theta p(t) (d_1(t) + c(d_1(t)) - r(t) - e_1(t))^+$$

$$+ (1 - \theta)p(t) (d_2(t) + c(d_2(t)) - r(t) - e_2(t))^+)$$

Here the first inequality is from the strictly convexity of $c(d)$ and $p(t) > 0$, the second inequality is from the convexity of the $(\cdot)^+$ function and $p(t) > 0$.

All the other parts of the objective function do not increase because of convexity, so the value of the objective function of $(d_e, e_e)$ is strictly lower than that of $(d_1, e_1)$, which contradicts the fact that $(d_1, e_1)$ is an optimal solution.

**B.3 Proof of Theorem 10**

Begin by defining $D := \partial(d(t) + c(d(t)) - e(t) - r(t))^+/\partial d(t)$.

Next, notice that $(d(t) + c(d(t)) - e(t) - r(t))^+$ can be divided into three parts: (i) It is 0 for $d \leq d_{s1}$, where $d_{s1}$ is the switching point of $(d(t) + c(d(t)) - e(t) - r(t))^+$ from 0 to strictly positive. (ii) It is strictly positive and strictly convex for $d_{s1} < d < d_{s2}$, where $d_{s2}$ is the switching point between using outside air and using the chiller. (iii) It is constant for $d \geq d_{s2}$ due to the linear chiller power function.

If there exist two optimal solutions $(d_1, e_1)$ and $(d_2, e_2)$ with different $D$ at time $t$, then there are seven cases based on which of the above sections $d_1$ and $d_2$ are in. By combining the redundant cases, we need only consider the following four cases:

(a) $d_1(t) \leq d_{s1}$, $d_{s1} < d_2(t) < d_{s2}$

(b) $d_1(t) \leq d_{s1}$, $d_2(t) \geq d_{s2}$

(c) $d_{s1} < d_1(t) < d_{s2}$, $d_{s1} < d_2(t) < d_{s2}$, but $d_1(t) \neq d_2(t)$

(d) $d_{s1} < d_1(t) < d_{s2}$, $d_2(t) \geq d_{s2}$

For each case, it is straightforward to show that taking a linear combination of the two solutions decreases the objective, which contradicts the fact that $(d_1, e_1)$ is an optimal solution. The proof is similar to the proof of Theorem 8.
B.4 Proof of Theorem 11

For each optimal solution $S$, consider an undirected bipartite graph $G$ with a vertex representing each class of batch jobs and each time slot and with an edge connecting $i$ and $j$ when $0 < b_j(t) < MP_j$.

We will show that at least one of these graphs is acyclic. The theorem then follows since an acyclic graph with $K$ nodes has at most $K - 1$ edges. To prove that there exists an optimal solution whose graph is acyclic, we will inductively reschedule batch jobs in a way that removes cycles while preserving optimality. Suppose there exists an optimal solution $S$ whose graph $G$ contains a cycle. Let $C$ be a minimal cycle, i.e., no strict subset of $C$ is a cycle. Let $(t^*, j^*) = \arg \min_{(t,j) \in C} (\min \{b_j(t), MP_j - b_j(t)\})$.

Then let $C$ be directed so that $(j^*, t^*) \in C$ if $(t^*, j^*) = \arg \min_{(t,j) \in C} b_j(t)$ and $(t^*, j^*) \in C$ if $(t^*, j^*) = \arg \min_{(t,j) \in C} MP_j - b_j(t)$. Form a new solution $S(\xi)$ from $S$ by adding $\xi$ to $b_j(t)$ if $(t, j) \in C$, and subtracting $\xi$ from $b_j(t)$ if $(j, t) \in C$. Note that this does not change the $\sum_j b_j(t)$ and $\sum_t b_j(t)$, therefore it does not change the cost.

If $(t^*, j^*) = \arg \min_{(t,j) \in C} b_j(t)$, then $S(b_j, (t^*))$ has $b_j, (t^*) = 0$. If $(t^*, j^*) = \arg \min_{(t,j) \in C} MP_j - b_j(t)$, then $S(MP_j - b_j, (t^*))$ has $b_j, (t^*) = MP_j$. In either case, the new solution has at least one fewer cycle, since it has broken $C$. Further, by construction, it is still optimal.
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Appendix: Proofs for Chapter 4

In this appendix we include proofs for bounds on the competitive ratio of our both algorithms in Section 4.3. Because the proof of Theorem 12 uses simplified versions of many parts of the proof of Theorem 13 we start with the proof of Theorem 13 and then describe how to specialize the approach to Theorem 12.

C.1 Proofs of Theorem 12 and 13

To prove Theorem 13, we start with some notation and simple observations. First, in this context, the offline optimal is defined as follows: \((b^*, g^*) \in \arg\min_{b, g} f^*(e, g)\), where 
\[
f^*(e, g) \equiv \sum_t p_t(e(t) + p_p \max_t e(t) + p_{cp} e(t_{cp}) + p_g \sum_t g(t)).
\]
Here \(b\) stands for the workload management, and \(g\) denotes the local backup generator usage, \(e(t) = (d(t) - r(t) - g(t))^+\) is the grid power usage, we assume the offline optimal have perfect knowledge of \(d(t), r(t),\) and when coincidental peak occurs.

In contrast, the plan derived from Algorithm 5, denoted by \((\hat{e}_w, g_{w1})\), minimizes
\[
f_w(\hat{e}, g) \equiv \sum_t p_t(\hat{e}(t) + (p_p + \bar{W}(p_g - \min_t p(t))) \max_t \hat{e}(t) + p_g \sum_t g(t))
\]
using prediction of workload \(\hat{d}(t)\) and prediction of renewable generation \(\hat{r}(t)\) without any knowledge of coincidental peak (CP) or warnings except \(\bar{W}\). Here \(\hat{e}(t) = (\hat{d}(t) - \hat{r}(t) - g(t))^+\). In addition, Algorithm 3 uses minimal local generation to remove harmful prediction error when \(|d(t) - r(t)| > \epsilon_r\) occurs, i.e., \(g_{w2}(t) = \max\{0, \min\{e_{w1}(t), \epsilon_d \hat{d}_{w1}(t) - \epsilon_r \hat{r}(t)\}\}\). Also, Algorithm 5 uses local generation whenever warnings are received, i.e., \(g_{w2}(t) = I_{\{t \in W\}} e_w(t), \forall t\), where \(I_{\{t \in W\}}\) is the indicator function, which equals to 1 if \(t\) is a time when warning is received and 0 otherwise and \(e_{w1}(t) = (d_{w1}(t) - r(t) - g_{w1}(t) - g_{w2}(t))^+\). Therefore the real grid power usage at time \(t\) is \(e_w(t) \leq \hat{e}_{w1}(t) - g_{w2}(t)\), and local power generation is \(g_w(t) = g_{w1}(t) + g_{w2}(t) + g_{w2}(t), \forall t\). Note here \((\hat{e}_{w1}, g_{w1})\) is the day-ahead plan, while \((e_w, g_w)\) is the real grid power consumption and local generation after using local generation to compensate for underestimation and during warning periods.
Proof of Theorem 13. Note that $f^*$ and $f^w$ are optimizations using different data ($f^*$ uses perfect knowledge of $d(t)$ and $r(t)$, while $f^w$ uses prediction $\hat{d}(t)$ and $\hat{r}(t)$), to bridge this gap, we first observe the following:

$$f^*(\epsilon^*, g^*) \geq f^*(\hat{\epsilon}^*, g^* + g^*_t) - p_g \Sigma_t g^*_t(t) \tag{C.1}$$

where $\hat{\epsilon}^*$ is the optimizer of $f^*$ using prediction $\hat{d}(t)$ and $\hat{r}(t)$, and $g^*_t$ is defined in a similar way to $g^w_t$, $g^*_t(t) = \max\{0, \min\{\hat{\epsilon}^*(t), \epsilon_{d}(\hat{d}(t)) - \epsilon_{r}(\hat{r}(t))\}\}$ which removes all the harmful prediction errors. The right hand side of the inequality is essentially evaluating the same objective using prediction, but is given $g^*_t$ of local power for free. As $g^*_t$ removes all harmful effects of prediction, using prediction will not increase the objective.

The key step is to bound $\mathbb{E}_{\xi_d, \xi_r} [f^w(\hat{\epsilon}^*_t, \hat{g}^*_t)]$ in terms of $\mathbb{E}_{\xi_d, \xi_r} [f^*(\hat{\epsilon}^*, g^* + g^*_t)]$

$$\mathbb{E}_{\xi_d, \xi_r} [f^*(\epsilon^*, g^* + g^*_t)]
\quad = \mathbb{E}_{\xi_d, \xi_r} [f^w(\hat{\epsilon}^*_t, \hat{g}^*_t)] - \hat{W} (p_g - \min_i p(t)) \mathbb{E}_{\xi_d, \xi_r} [\max_i \hat{\epsilon}^*_t]\n\quad \geq \mathbb{E}_{\xi_d, \xi_r} [f^w(\hat{\epsilon}^*_t, \hat{g}^*_t)] - \hat{W} (p_g - \min_i p(t)) \mathbb{E}_{\xi_d, \xi_r} [\max_i \hat{\epsilon}^*_t]\n\quad \geq \mathbb{E}_{\xi_d, \xi_r} [f^w(\hat{\epsilon}^*_t, \hat{g}^*_t)] - \hat{W} (p_g - \min_i p(t)) \mathbb{E}_{\xi_d, \xi_r} [\max_i \hat{\epsilon}^*_t]\n\quad \geq \mathbb{E}_{\xi_d, \xi_r} [f^w(\hat{\epsilon}^*_t, \hat{g}^*_t)] - p_g \Sigma_t \mathbb{E}_{\xi_d, \xi_r} [g^*_t(t)] - \hat{W} (p_g - \min_i p(t)) \mathbb{E}_{\xi_d, \xi_r} [\max_i \hat{\epsilon}^*_t]\n\quad \geq \mathbb{E}_{\xi_d, \xi_r} [f^w(\hat{\epsilon}^*_t, \hat{g}^*_t)] - p_g \Sigma_t \mathbb{E}_{\xi_d, \xi_r} [g^*_t(t)] - \hat{W} (p_g - \min_i p(t)) \mathbb{E}_{\xi_d, \xi_r} [\max_i \hat{\epsilon}^*_t] \tag{C.2}$$

Here the first inequality holds because $p_g \mathbb{E}_{\xi_d, \xi_r} [\hat{\epsilon}^*_t(t)] \geq 0$. The second inequality is from the optimality of $(\hat{\epsilon}^*_t, \hat{g}^*_t)$ in minimizing $f^w(e, g)$. However, the last inequality is more involved.

We show the last step of (C.2) by first writing out the day-ahead plan $\hat{g}^*_t(t) = \left(\hat{d}^w(t) - \hat{r}(t) - g^w(t)\right)^+$, and the actual power demand $e^w(t) = \left(\hat{d}^w(t) - r(t) - g^w(t) - g^*_t(t)\right)^+$. Furthermore, denote $e^w(t)$ as the electricity demand of Algorithm 5 without using local generation to respond to CP warning. Then $e^w(t) = e^w(t) - g^w(t)$, and $g^*_t(t) = e^w(t)I_{\{t \in W\}}$, so we have

$$e^w(t) = (d^w(t) - r(t) - g^w(t))^+ \leq \left(\hat{d}^w(t) - \hat{r}(t) - g^w(t)\right)^+ = \hat{e}^w(t)$$
Hence \( e^w(t) = e^w_2(t) - g^w_2(t) \leq \hat{e}^w_1(t) - g^w_2(t) \). Next, we bound \( f^*(e^w, g^w) \) as follows.

\[
f^*(e^w, g^w) = f^*(e^w, g^w_1 + g^w_2)
= \Sigma_{t \in W} e^w(t) + p_g \max_{t \in W} e^w(t) + p_{cp} e^w(t_{cp}) + p_g \Sigma_{t \in W} e^w(t)
= \Sigma_{t \notin W} e^w(t) + p_g \max_{t \notin W} e^w_2(t) + p_g \Sigma_{t \in W} (g^w_1(t) + g^w_2(t)) + \Sigma_{t \in W} e^w_2(t)
\leq \Sigma_{t \in W} (e^w_1(t) + p_g \max_{t \notin W} e^w_1(t) + p_g \Sigma_{t \in W} (g^w_1(t) + g^w_2(t)) + \Sigma_{t \in W} (p_g - p(t)) \hat{e}^w(t)
\leq \Sigma_{t \in W} (e^w_1(t) + p_g \max_{t \notin W} e^w_1(t) + p_g \Sigma_{t \in W} (g^w_1(t) + g^w_2(t)) + \hat{W}(p_g - \min_t p(t)) \max_t \hat{e}^w(t)
= f^w(\hat{e}^w_1, g^w_1 + g^w_2)
\] (C.3)

The second equality is because \( g^w_2(t) = I_{\{t \in W\}} e^w_2(t), \forall t \). The first inequality is from \( \max_{t \notin W} e^w_2(t) \leq \max_t e^w_2(t) \) and \( e^w_2(t) \leq \hat{e}^w(t) \). The second inequality holds because \( \Sigma_{t \in W} (p_g - p(t)) \hat{e}^w(t) \leq \Sigma_{t \in W} (p_g - \min_t p(t)) e^w(t) \).

Finally, we can combine (C.1) and (C.2) to obtain

\[
E_{\xi, \xi^r}[f^*(e^*, g^*)]
\geq E_{\hat{\xi}, \hat{\xi}^r}[f^*(\hat{e}^*, g^* + g^*)] - p_g \Sigma_t E_{\hat{\xi}, \hat{\xi}^r}[g^*(t)]
\geq E_{\hat{\xi}, \hat{\xi}^r}[f^*(e^w, g^w)] - p_g \Sigma_{t \in W} E_{\hat{\xi}, \hat{\xi}^r}[e^w_1(t) + g^w_2(t)] - \hat{W} (p_g - \min_t p(t)) E_{\hat{\xi}, \hat{\xi}^r}[\max_t e^*(t)]
\geq E_{\hat{\xi}, \hat{\xi}^r}[f^*(e^w, g^w)] - p_g \Sigma_t \left( \frac{\hat{d}^w(t) + \hat{d}^*(t)}{2} + \hat{r}(t) \right) - \hat{W} (p_g - \min_t p(t)) E_{\hat{\xi}, \hat{\xi}^r} \max_t e^*(t),
\] (C.4)

where (C.4) derives from the following

\[
E_{\xi, \xi^r}[g^w(t) + g^*_w(t)]
= E_{\xi, \xi^r}[\max\{0, \min\{e^w_1(t), \varepsilon_d \hat{d}^w(t) - \varepsilon_r \hat{r}(t)\}\} + \max\{0, \min\{e^*(t), \varepsilon_d \hat{d}^*(t) - \varepsilon_r \hat{r}(t)\}\}]
\leq E_{\xi, \xi^r}[(e_d \hat{d}w(t) - \varepsilon_r \hat{r}(t))^+] + E_{\xi, \xi^r}[(\varepsilon_d \hat{d}^*(t) - \varepsilon_r \hat{r}(t))^+]
= E[\varepsilon^w(t)^+] + E[\varepsilon^*(t)^+]
\leq \frac{1}{2} \sigma e^w(t) + \frac{1}{2} \sigma e^*(t)
= \frac{1}{2} \left( \sqrt{\hat{d}^w(t)^2 \sigma_d^2 + \hat{r}(t)^2 \sigma_r^2} + \sqrt{\hat{d}^*(t)^2 \sigma_d^2 + \hat{r}(t)^2 \sigma_r^2} \right)
\leq \frac{1}{2} \left( (\hat{d}^w(t) + \hat{r}(t)) \max(\sigma_d, \sigma_r) + (\hat{d}^*(t) + \hat{r}(t)) \max(\sigma_d, \sigma_r) \right)
= \left( \frac{\hat{d}^w(t) + \hat{d}^*(t)}{2} + \hat{r}(t) \right) \sigma
\] (C.5)

The second last equality holds because \( \varepsilon_d \) and \( \varepsilon_r \) are independent, and the last inequality holds
because \( \hat{d}(t) \) and \( \hat{r}(t) \) are nonnegative.

The key is the second inequality, as the cases for \( \varepsilon(t) \) and \( \varepsilon(t) \) are the same, we just need to show this inequality holds for any \( \varepsilon(t) \) has zero mean and fixed variance \( \sigma^2_{\varepsilon(t)} \). Note that \( \varepsilon(t) = \varepsilon(t)^+ - \varepsilon(t)^- \), hence \( \mathbb{E}[\varepsilon(t)] = 0 \Rightarrow \mathbb{E}[\varepsilon(t)^+] = \mathbb{E}[\varepsilon(t)^-] \). It follows that

\[
\sigma^2_{\varepsilon(t)} = \mathbb{E}[\varepsilon(t)^2] = \mathbb{E}[(\varepsilon(t)^+)^2] + \mathbb{E}[(\varepsilon(t)^-)^2] - 2\mathbb{E}[\varepsilon(t)^+\varepsilon(t)^-] \\
\geq \frac{\mathbb{E}[\varepsilon(t)^+]^2}{\mathbb{P}(\varepsilon(t) \geq 0)} + \frac{\mathbb{E}[\varepsilon(t)^-]^2}{\mathbb{P}(\varepsilon(t) < 0)} \\
= \mathbb{E}[\varepsilon(t)^+]^2 \left( \frac{1}{\mathbb{P}(\varepsilon(t) \geq 0)} + \frac{1}{1 - \mathbb{P}(\varepsilon(t) \geq 0)} \right) \\
= \mathbb{E}[\varepsilon(t)^+]^2 \left( \frac{1}{(\mathbb{P}(\varepsilon(t) \geq 0))(1 - \mathbb{P}(\varepsilon(t) \leq 0))} \right) \\
\geq 4\mathbb{E}[\varepsilon(t)^+]^2
\]

Rearranging, we have \( \mathbb{E}[\varepsilon(t)^+] \leq \frac{1}{2} \sigma_{\varepsilon(t)} \). The last inequality attains equality when \( \mathbb{P}(\varepsilon(t)^+ \geq 0) = \mathbb{P}(\varepsilon(t)^- < 0) = 1/2 \). The third equality follows because \( \varepsilon(t)^+ \) and \( \varepsilon(t)^- \) cannot be simultaneously non-zero. The first inequality follows because

\[
\mathbb{E}[(\varepsilon(t)^+)^2] \mathbb{P}(\varepsilon(t) \geq 0) = \int_0^\infty x^2 dF_{\varepsilon(t)}(x) \int_0^\infty 1 dF_{\varepsilon(t)}(x) \geq \left( \int_0^\infty x \cdot 1 dF_{\varepsilon(t)}(x) \right)^2 \\
= \mathbb{E}[\varepsilon(t)^+]^2 \\
\Rightarrow \mathbb{E}[(\varepsilon(t)^+)^2] \geq \frac{\mathbb{E}[\varepsilon(t)^+]^2}{\mathbb{P}(\varepsilon(t) \geq 0)}
\]

The first inequality follows from Cauchy-Schwarz inequality, and the inequality attains equality when the distribution of \( \varepsilon(t)^+ \) is a point mass. By similar argument we can show that \( \mathbb{E}[\varepsilon(t)^-]^2 \geq \frac{\mathbb{E}[\varepsilon(t)^-]^2}{\mathbb{P}(\varepsilon(t) \leq 0)} \), and equality is attained when the distribution of \( \varepsilon(t)^- \) is a point mass.

Using the observation above and the previous observation that \( \mathbb{P}(\varepsilon(t)^+ \geq 0) = \mathbb{P}(\varepsilon(t)^- < 0) = 1/2 \), we can see that \( \mathbb{E}[\varepsilon(t)^+] = \frac{1}{2} \sigma_{\varepsilon(t)} \) when the distribution of \( \varepsilon(t) \) is two equal point masses located at \( \sigma_{\varepsilon(t)} \) and \( \sigma_{\varepsilon(t)} \) respectively.

Finally, combining the above, we can compute the competitive ratio as follows
The cost of the offline optimal solution is therefore $f^*$, and the horizon is $[1, T]$, where the coincident peak time slot but spreads the demand evenly across the other supply or interactive workload. The total flexible workload demand is $D$, and this, we use the instance summarized in Figure C.2.

The usage-based electricity price $p(t)$ is slightly increased peak demand charging) and $\epsilon$.

The usage-based electricity price $p(t)$ is $\epsilon$.

In this setting, the offline optimal solution plans according to the green curve: it does not use the coincident peak time slot but spreads the demand evenly across the other $T - 1$ time slots. The cost of the offline optimal solution is therefore $f^*(e^*, g^*) = pD + p_p \frac{D}{T-1}$.

![Figure C.1: Illustration of pdf of $\epsilon(t)$ that attains $E[\epsilon(t)] = \frac{1}{2} \sigma^2$ for $E[\epsilon(t)] = 0$ and $V[\epsilon(t)] = \sigma^2$.](image)
In contrast, any online algorithm can at best plan according to the red curve: spreading the workload evenly among all $T$ time slots and using local generation when warnings are received. To see this, note that there is no benefit to spreading the workload unevenly since that increases local generation usage for the worst-case instance and possibly the peak charging, while not saving any usage based cost. The cost of the best online non-adaptive solution is therefore $f^*(e^{ALG}, g^{ALG}) = pD + p_p \frac{D}{T} + W (p_g - p) \frac{D}{T}$. The best competitive ratio is therefore:

$$
\frac{f^* (e^{ALG}, g^{ALG})}{f^* (e^*, g^*)} = \frac{pD + p_p \frac{D}{T} + W (p_g - p) \frac{D}{T}}{pD + p_p \frac{D}{T-1}} \\
= 1 + \frac{-p_p \frac{D}{T(T-1)} + W (p_g - p) \frac{D}{T}}{pD + p_p \frac{D}{T-1}} \\
= 1 + \frac{W (p_g - p) - \frac{p_p}{T-1}}{pD + p_p \frac{D}{T-1}}
$$

As $T \to \infty$, taking the usage cost $pT$ as the same or smaller order of magnitude as the peak cost $p_p$, this becomes

$$
1 + \frac{W (p_g - p)}{pD + p_p}
$$

The above matches the bound in equation (C.6) when $W = \bar{W}$, which completes the proof.

Proof Sketch of Theorem 12. The proof of Theorem 12 is similar in structure to that of Theorem 13 only simpler. Thus, we outline only the main steps and highlight the similarities with the proof of Theorem 13. In particular, the following provides the major steps needed to bridge the expected cost of Algorithm 4 and the cost of the offline algorithm with exact IT demand and renewable generation
knowledge:

\[
\mathbb{E}_{\bar{\xi}_d, \xi_r, \hat{W}} [f(e^*, g^*)] \geq \mathbb{E}_{\hat{W}} \left[ \mathbb{E}_{\bar{\xi}_d, \xi_r} \left[ f(\hat{e}^*, g^*) + \sigma_p T \sum_{t=1}^{T} (\hat{d}^*(t) + \hat{r}(t)) - \frac{1}{2} \sigma_p T \sum_{t=1}^{T} \left( \hat{d}^*(t) + \hat{r}(t) \right) \right] \right] \tag{C.7a}
\]

\[
= \mathbb{E}_{\hat{W}} \left[ \mathbb{E}_{\bar{\xi}_d, \xi_r} \left[ f(\hat{e}^*, g^*) + \sigma_p T \sum_{t=1}^{T} \hat{g}^*_t(t) \right] - \frac{1}{2} \sigma_p T \sum_{t=1}^{T} \left( \hat{d}^*(t) + \hat{r}(t) \right) \right] \tag{C.7b}
\]

\[
\geq \mathbb{E}_{\hat{W}} \left[ \mathbb{E}_{\bar{\xi}_d, \xi_r} \left[ f(\hat{e}^*, g^*) \right] - \frac{1}{2} \sigma_p T \sum_{t=1}^{T} \left( \hat{d}^*(t) + \hat{r}(t) \right) \right] \tag{C.7c}
\]

\[
\geq \mathbb{E}_{\hat{W}} \left[ \mathbb{E}_{\bar{\xi}_d, \xi_r} \left[ f(\hat{e}^*, g^*) \right] - \frac{1}{2} \sigma_p T \sum_{t=1}^{T} \left( \hat{d}^*(t) + \hat{r}(t) \right) - \frac{1}{2} \sigma_p T \sum_{t=1}^{T} \left( \hat{d}^*(t) + \hat{r}(t) \right) \right] \tag{C.7d}
\]

It is easy to see that the theorem follows from this general approach, but of course each step requires some effort to justify. However, the justification of each step parallels calculations from the proof of Theorem 13. In particular, (C.7a) is parallel to (C.1), (C.7b) is because \( f(\cdot) \) and \( f^*(\cdot) \) are equivalent when taking expectation, (C.7c) is parallel to (C.5), and (C.7d) is parallel to (C.2). Since the verification of these is simpler than in the case of Theorem 13, we omit the details.
Appendix D

Appendix: Proofs of Chapter 5

D.1 Proof of Theorem 14

To begin, we compute as follows:

\[ g'(p) = -h'(D - \sum_i s_i(p)) \sum_i s'_i(p) + \sum_i c'_i(s_i(p))s'_i(p) \]
\[ = \sum_i s'_i(p) \left( c'_i(s_i(p)) - h' \left( D - \sum_i s_i(p) \right) \right) \]
\[ = \left( p - h' \left( D - \sum_i s_i(p) \right) \right) \sum_i s'_i(p), \]

where the last equality follows from \( c'_i(s_i(p)) = p \) for all \( i \). Our assumptions imply that \( s'_i(p) = (c''_i(s_i(p)))^{-1} > 0 \), and hence \( g'(p) = 0 \) if and only if

\[ v(p) := p - h' \left( D - \sum_i s_i(p) \right) = 0. \]

Now, \( v(0) = -h'(D) \leq 0, v(\overline{p}) = \overline{p} > 0, \) and \( v(p) \) is strictly increasing. Hence a unique \( 0 \leq p^* < \overline{p} \) satisfies \( v(p^*) = 0 \). Moreover \( g'(p) < 0 \) for \( p < p^* \) and \( g'(p) > 0 \) for \( p > p^* \) implying that \( p^* \) is the unique minimizer of \( g(p) \). \( \square \)
D.2 Proof of Theorem 15

We first evaluate $\mathbb{E}[G(p^*)]$. From Theorem 14

$$p^* = h'(D - \sum_i s_i(p^*))$$

$$= q \left( D - p^* \sum_i X_i \right)$$

$$= qD - qXp^*.$$

Hence

$$p^* = \frac{q}{1 + qX} D,$$  \hspace{1cm} (D.1)

which is a random (optimal) price.

Next, from (5.10) and (D.1) we have

$$\mathbb{E}[G(p^*)] = \frac{qD^2}{2} \mathbb{E} \left[ \frac{1}{1 + qX} \right],$$ \hspace{1cm} (D.2)

where the expectation is taken over $X$.

To evaluate (5.7) we have, using (5.10),

$$\mathbb{E}[G(\hat{p})] = \min_{p \geq 0} \mathbb{E} \left[ \frac{q}{2} (D - Xp)^2 + \frac{1}{2} Xp^2 \right]$$

$$= \min_{p \geq 0} \frac{1}{2} \left( (q\mathbb{E}[X^2] + \mathbb{E}[X])p^2 - 2qD\mathbb{E}[X]p + qD^2 \right).$$

Consequently, the unique minimizer $\hat{p}$ and the optimal value of (5.7) are

$$\hat{p} = \frac{q\mathbb{E}[X]}{q\mathbb{E}[X^2] + \mathbb{E}[X]} D,$$ \hspace{1cm} (D.3)

$$\mathbb{E}[G(\hat{p})] = \frac{qD^2}{2} \frac{\mathbb{E}[X] + q\mathbb{V}[X]}{\mathbb{E}[X] + q\mathbb{E}[X^2]}.$$ \hspace{1cm} (D.4)

We can now quantify the competitive ratio using (D.2) and (5.18). Jensen’s inequality implies

$$\mathbb{E}[G(p^*)] \geq 2D^2 \frac{1}{1 + q\mathbb{E}[X]}.$$ Thus,

$$\frac{\mathbb{E}[G(\hat{p})]}{\mathbb{E}[G(p^*)]} \leq \frac{\mathbb{E}[X] + q\mathbb{V}[X]}{\mathbb{E}[X] + q\mathbb{E}[X^2]} \left(1 + q\mathbb{E}[X]\right)$$

$$= 1 + \frac{q^2\mathbb{E}[X]}{\mathbb{E}[X] + q\mathbb{E}[X^2]} \mathbb{V}[X].$$
Rewriting the above in terms of the square coefficient of variation $\mathbb{C}^2[X]$ gives:

\[
\frac{\mathbb{E}[G(\hat{p})]}{\mathbb{E}[G(p^*)]} \leq 1 + \frac{(q\mathbb{E}[X])^2\mathbb{C}^2[X]}{1 + (q\mathbb{E}[X])(\mathbb{C}^2[X] + 1)}.
\]

Finally, to compare $\hat{p}$ in (D.3) with $p^*$ in (D.1) we can rewrite $\hat{p}$ as

\[
\hat{p} = \frac{qD}{1 + q\mathbb{E}[X](\mathbb{C}^2[X] + 1)}.
\]

Hence

\[
\mathbb{E}[p^*] = \mathbb{E}\left[\frac{qD}{1 + q\mathbb{E}[X]}\right] \\ \geq \frac{qD}{1 + q\mathbb{E}[X]} \geq \frac{qD}{1 + q\mathbb{E}[X](\mathbb{C}^2[X] + 1)} = \hat{p},
\]

where the first inequality follows from the Jensen’s inequality and the second inequality follows from $\mathbb{C}^2[X] \geq 0$. Both of these are equalities if and only if $X$ has zero variance.

**D.3 Proof of Theorem 16**

To show tightness we focus on the only inequality used in the proof of Theorem 15, which is

\[
\mathbb{E}[G(p^*)] \geq \frac{qD^2}{2(1 + \mathbb{E}[X])}.
\]

We need to show that, for any $\epsilon > 0$, there exists a probability distribution $f(X)$ with mean $\mathbb{E}[X]$ and variance $\mathbb{V}[X]$ such that

\[
\mathbb{E}[G(p^*)] \leq \frac{qD^2}{2(1 + \mathbb{E}[X])} + \epsilon.
\]

We define such a probability distribution as follows. For any $0 < x < 1$, let $d_1 := \mathbb{E}[X] - \sqrt{\mathbb{V}[X](1 - x)}/x$ and $d_2 := \mathbb{E}[X] + \sqrt{\mathbb{V}[X]}x/(1 - x)$. Then define the following probability density function:

\[
f_x(X) = x\delta(\mathbb{E}[X] - d_1) + (1 - x)\delta(\mathbb{E}[X] - d_2), \quad (D.5)
\]

where

\[
\delta(a) := \begin{cases} 
\infty & \text{if } a = 0 \\
0 & \text{otherwise}
\end{cases}
\]
and \( \int \delta(a)\,da = 1. \)

Note that for any \( 0 < x < 1 \), the probability distribution defined in \((\text{D.5})\) has mean \( \mathbb{E}[X] \) and variance \( \mathbb{V}[X] \) and

\[
\lim_{x \to 1} \mathbb{E}[G(p^*)] = \frac{qD^2}{2(1 + \mathbb{E}[X])}.
\]

Thus, the bound is tight.

\[\square\]

### D.4 Proof of Corollary 1

Given \( \mathbb{E}[X(n)] = n\alpha \) and \( \mathbb{V}[X(n)] = n\sigma^2 \), we have \( C^2[X] = \frac{\sigma^2}{n\alpha^2} \). Thus, we can compute as follows.

\[
\frac{\mathbb{E}[G(\hat{p})]}{\mathbb{E}[G(p^*)]} \leq 1 + \frac{(q\mathbb{E}[X])^2C^2[X]}{(1 + (q\mathbb{E}[X])(C^2[X] + 1))} \\
= 1 + \frac{q^2n^2\alpha^2\frac{\sigma^2}{n\alpha^2}}{1 + qn\alpha\left(\frac{\sigma^2}{n\alpha^2} + 1\right)} \\
= 1 + \frac{q^2\alpha^2}{\frac{\sigma^2}{\alpha^2} + \left(\frac{\sigma^2}{\alpha^2} + q\alpha\right)/n} \\
\to 1 + \frac{q\sigma^2}{\alpha} \text{ as } n \to \infty.
\]

\[\square\]

### D.5 Proof of Theorem 17

To prove that the competitive ratio of prediction-based pricing does not become larger when there are constraints on the space of prices, i.e., \( p \in [\underline{p}, \bar{p}] \), we consider two cases. The cases are diagramed in Figure D.1

---

**Case 1:** The price \( p^* \) picked by the clairvoyant algorithm is within the feasible set \([\underline{p}, \bar{p}]\), i.e.,

---
\( p^* \in [p, \overline{p}] \). We have \( p_R^* = p^* \) and therefore \( g(p_R^*) = g(p^*) \). If the price picked by our algorithm \( \hat{p} \in [p, \overline{p}] \), then we have \( \hat{p}_R = \hat{p} \) and therefore \( g(\hat{p}_R) = g(\hat{p}) \). Hence \( \frac{g(\hat{p})}{g(p^*)} = \frac{g(\hat{p}_R)}{g(p_R^*)} \).

Otherwise \( \hat{p} \notin [p, \overline{p}] \). We have \( \hat{p}_R = \overline{p} \) if \( \hat{p} < p \) and \( \hat{p}_R = \underline{p} \) if \( \hat{p} > \overline{p} \). In either case \( g(\hat{p}_R) \leq g(\hat{p}) \), and therefore \( \frac{g(\hat{p})}{g(p^*)} \geq \frac{g(\hat{p}_R)}{g(p_R^*)} \).

**Case 2:** The price \( p^* \) picked by the clairvoyant algorithm is outside the feasible set \([p, \overline{p}]\). Without loss of generality, we assume \( p^* < \underline{p} \), as shown in the figure. We have \( p_R^* = \underline{p} \) and \( g(p_R^*) \geq g(p^*) \). If the price picked by our algorithm \( \hat{p} \in [\underline{p}, \overline{p}] \), then we have \( \hat{p}_R = \hat{p} \) and therefore \( g(\hat{p}_R) = g(\hat{p}) \). Hence \( \frac{g(\hat{p})}{g(p^*)} \geq \frac{g(\hat{p}_R)}{g(p_R^*)} \).

Otherwise \( \hat{p} \notin [\underline{p}, \overline{p}] \). We have \( \hat{p}_R = \underline{p} \) if \( \hat{p} < \underline{p} \) and \( \hat{p}_R = \overline{p} \) if \( \hat{p} > \overline{p} \). In the first case we have \( \hat{p}_R = p_R^* = \underline{p} \) and therefore \( g(\hat{p}_R) = g(p_R^*) \), hence \( \frac{g(\hat{p})}{g(p^*)} \geq \frac{g(\hat{p}_R)}{g(p_R^*)} = 1 \). In the second case we have \( g(\hat{p}_R) \leq g(\hat{p}) \), and therefore \( \frac{g(\hat{p})}{g(p^*)} \geq \frac{g(\hat{p}_R)}{g(p_R^*)} \). \( \Box \)