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Abstract

The development of a new three-dimensional model for determining the absolute energy distribution

of ions at points corresponding to spacecraft surfaces to the side of an ion engine is presented. The

ions resulting from elastic collisions, both charge-exchange (CEX) and direct, between energetic pri-

mary ions and thermal neutral xenon atoms are accounted for. Highly resolved energy distributions

of CEX ions are found by integration over contributions from all points in space within the main

beam formed by the primary ions.

The sputtering rate due to impingement of these ions on a surface is calculated. The CEX ions

that obtain significant energy (∼ 10 eV or more) in the collision are responsible for the majority of

the sputtering, though this can depend on the specific material being sputtered. In the case of a

molybdenum surface located 60 cm to the side of a 30 cm diameter grid, nearly 90% of the sputtering

is due to the 5% of ions with the highest collision exit energies. Previous models that do not model

collision energetics cannot predict this. The present results agree with other models and predict

that the majority of the ion density is due to collisions where little to no energy is transferred.

The sputtering model is combined with a grid-structure model in an optimization procedure

where the sputtering rate at specified locations is minimized by adjustment of parameters defining

the physical shape of the engine grids. Constraints are imposed that require that the deflection of

the grid under a specified load does not exceed a maximum value, in order to ensure survivability of

the grids during launch. To faciliate faster execution of the calculations, simplifications based on the

predicted behavior of the CEX ions are implemented. For diametrically opposed sputtering locations,

a rounded barrel-vault shape reduces the expected sputtering rate by up to 30% in comparison to

an NSTAR-shaped grid.
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δÃ Cross-section area of the CEX ion streamtube at the target point S(x̃)

δÃ′ Projected area of the CEX ion streamtube on the plane, with normal vector ˆ̃n, at

the target point S(x̃)

δak,j Area associated with point j in the beamlet mesh of hole k

δF CEX ion flux from δV at P (x) through the area δÃ at the target point S(x̃)
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Chapter 1

Introduction

Electric propulsion (EP) devices provide significantly more thrust than their chemical thruster coun-

terparts, given a fixed amount of propellant. This advantage allows electrically propelled spacecraft

to accelerate to large velocities, maneuver for significantly longer lifetimes, and operate for pro-

longed missions that are impossible for chemical rockets. And while conventional rockets currently

require boosts, such as gravity assists, to reach far-flung destinations such as the outer planets or

beyond, EP engines can potentially achieve the same mission goals without such maneuvers, greatly

increasing the flexibility of such missions [1].

Despite the fact that electric propulsion technology has been in existence for more than four

decades and has been successful with providing north-south station keeping on satellites [2], un-

til recently — with the successful Deep Space One (DS1) [3] and SMART-1 [4] missions — EP

engines have served limited propulsion roles on spacecraft. However, upcoming missions such as

the Laser Interferometer Space Antenna (LISA), Terrestrial Planet Finder (TPF-1), and the soon-

to-be-launched Dawn spacecraft indicate that electric propulsion is gaining recognition as a viable

alternative to chemical thrusters as a main source of propulsion [1]. We refer the reader to other

available works for a more complete discussion of the advantages and drawbacks of using electric

propulsion [1, 5, 6].

A crucial factor to be considered when choosing to use electric propulsion for any mission is the

effects that the exhaust plume may have on the successful long-term operation of the spacecraft.

Since the exhaust products of an electric engine are charged particles accelerated to high velocities
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by imposed electric fields, it is possible that the intended trajectory of the ions can be corrupted

due to various processes and result in collisions of the ions with spacecraft surfaces. Such collisions

can erode critical components, which may severely limit the operable lifetime of the spacecraft. A

thorough understanding of the processes which lead to undesirable collisions is required in order for

one to have confidence in the survivability of a craft long enough to successfully complete its mission.

In this chapter, we present a brief description of the operation of an ion engine (Section 1.1).

This discussion will lead to an introduction of the charge-exchange (CEX) collision process and its

effect on the design and building of engines. The current models used to predict and examine the

plume behavior behind an ion engine, and specifically how these models deal with the CEX process,

will be discussed in Section 1.2.

The limitations of the current models, imposed by the assumptions made, provide the motivation

for the work presented here. Our primary objective is the development of an ion engine plume model

that accounts for the dynamics of charge-exchange collisions and predicts the extent of sputtering, or

erosion, of spacecraft surfaces that result from impingement of the ion products of these collisions. In

Section 1.3, we introduce the way in which the results of the model developed here can be directly

applied to the design of future ion engines, as well as the restrictions they impose. The second

objective of this work is then to define and solve an optimization problem in which the application

of the model to designing an ion engine is subjected to certain design conditions and structural

constraints. We conclude this chapter in Section 1.4 with an overview of the organization of this

thesis.

The work presented here was initially begun under the auspice of the now-cancelled NASA

Jupiter Icy Moons Orbiter (JIMO) mission [7]. The proposed primary propulsion for JIMO was

to be supplied by a cluster of ion and Hall-effect engines. The ion engines to be used were of the

same family as the NSTAR engine used on the Deep Space One mission. However, they were to be

much larger in physical size, as well as operate at significantly higher power. The NSTAR engine

was designed to operate at a peak power of 2.3 kW with an ISP (change in momentum due to

consumption of a unit mass of propellant) equal to 3100 s; the specifications for the JIMO engines
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Figure 1.1: Schematic of an ion engine. Electrons confined by the magnetic fields collide with and
ionize xenon atoms (inset A). The ions are accelerated out of the chamber through grid apertures
(inset D). The grids are held at different potentials to prevent loss of electrons to the screen grid and
backstreaming of neutralizing electrons into the discharge chamber (inset C). Collisions between the
ions and neutral atoms that have diffused through the apertures result in charge-exchange (inset B).
[1]

called for peak powers up to 30 kW and an ISP greater than 6000 s. While many of the processes

discussed here broadly apply to most electric engines, this work deals exclusively with the ion-engine

class of thruster.

1.1 The Ion Engine

The operation of an ion engine begins with the injection of neutral propellant atoms into a discharge

chamber (refer to Figure 1.1). Here the atoms collide with energetic electrons emitted from a

cathode. Magnets surrounding the chamber create cusped magnetic fields which confine the electrons

and increase the probability of a collision between an electron and an atom before the electron is

collected at the anode [1]. Upon collision there is some probability that the electron will ionize the
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neutral atom (inset A). At the aft end of the engine is a set of extraction grids designed to allow the

ions to accelerate downstream, providing thrust to the craft, while preventing the neutral propellant

from drifting out of the engine (inset D).

In a two-grid system, such as that on NSTAR, the upstream (screen) grid is kept at an elevated

potential with respect to the spacecraft exterior, but slightly less than that of the rest of the cham-

ber; while the downstream (accel) grid is maintained at a potential less than that of the exterior

(Figure 1.1, inset C). Each grid has a pattern of holes which are precisely aligned to create apertures

that allow unobstructed acceleration of the ions out of the engine. These are referred to as primary

ions. The purpose of the screen grid is to protect the negatively charged accel grid from attracting

the accelerating ions. Electrons emitted by a neutralizing cathode downstream of the engine combine

with, and neutralize, the ions, preventing the spacecraft from building up a negative charge.

The accel grid is kept at a negative potential to prevent the neutralizing electrons from accel-

erating upstream into the discharge chamber. The effect of the differing potentials placed on the

two grids creates a focussing effect on the ions being extracted, much like that found with an optic

lens. This “ion optics” mechanism results in small ion beamlets emerging from each aperture [8].

The grid apertures and operating potentials are designed to make the effective transparency to the

primary ions as high as possible while minimizing the transparency to the neutralizing electrons and

neutral atoms [9].

Inevitably, however, some ions are lost to collisions with the grids and some neutral atoms still

manage to diffuse through the holes. The loss of both ions and atoms results in a waste of propellant,

since no thrust is obtained from these particles. Propellant is wasted when neutral atoms diffuse

through the apertures; further, these atoms can cause an undesirable charge-exchange process leading

to ions moving slowly on highly divergent trajectories from the thrust axis (Figure 1.1, inset B) [10].

There are two possible outcomes to a beamlet-ion/neutral atom collision. The first is the transfer

of energy and momentum between the ion and neutral atom. In such an instance the ion and atom

will scatter at angles such that the total momentum and kinetic energy in the collision system is

conserved, and there is a certain probability associated with the incoming ion (projectile) scattering
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within any specific range of angles quantified by the differential cross-section [11]. The second

possible outcome is that an electron will transfer from the neutral atom to the ion in what is

referred to as a charge-exchange (CEX) collision. Similar to the sole case of energy and momentum

transfer, there is a charge-exchange differential cross-section associated with the probability of the

CEX ion (target) scattering within any specific range of angles [12].

Wherever there are charges present, we can expect to find electromagnetic potentials and fields.

Downstream of the engine grids an electromagnetic field forms due to the presence of both the

charged grids as well as the moving charges in the form of neutralizing electrons, primary ions, and

CEX ions. In turn, the movement of the electrons and ions is affected by this electromagnetic field

[13]. Measurements made both in the lab and on operating engines have shown that there is a

highly divergent population of ions at large angles from the thrust axis, which collide with surfaces

far removed from direct interaction with the main exhaust. These ions are primarily slow-moving

CEX ions, created by glancing charge-exchange collisions, which evolve on the electromagnetic field

that has developed downstream of the thruster [14].

1.2 Modeling the CEX Process

In this work there are two types of ions which we treat. The first type consists of the energetic ions

emerging from the apertures in the form of beamlets. These are the ions that we consider to be

“projectiles” in charge-exchange collisions, and we refer to them as the primary ions. The second

type of ion is created from “target” atoms as a result of charge-exchange collisions. These ions begin

as neutral atoms and then each lose an electron to a primary ion during collision. We refer to these

newly created ions as CEX ions.

When we discuss the charge-exchange differential cross-section in Chapter 4, we will find that the

vast majority of CEX collisions involve only a transfer of an electron, but very-little-to-no energy

or momentum transfer from the primary ion to the CEX ion. Based on this observation, current

models of ion and Hall thruster plumes are based on the assumption that all CEX collisions occur

with no transfer of energy or momentum, and that the newly created CEX ions emerge from the
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collision with the same thermal velocity that the neutral atoms had before encountering the primary

ion [15, 16]. Once ionized as a result of the charge-exchange process, the CEX ions are subjected to

the electric field downstream of the engine. As we will also see in Chapter 4, there is a significant

radial component to the electric field — especially near the edge of the main beam of primary ions.

In addition, the axial component of the electric field is directed upstream at the edge of the main

beam. Under this assumption of no energy or momentum transfer, the CEX ions are completely

under the influence of the electric field and are accelerated outwards in a radial direction from the

beam, in addition to back towards the spacecraft [17].

While the assumption used in the current models is well founded and applicable to most of the

CEX ions created, a question still remains. What happens when a CEX collision occurs during

which there is also a transfer of energy? We have stated, without evidence for the moment, that

the differential cross-section highly favors those collisions that transfer little to no energy. Let us

assume, for argument’s sake, that for every one thousand CEX collisions involving no energy transfer

there is one collision where five percent of the energy of the primary ion, 50 eV, is transfered to

the neutral atom in addition to the electron transfer. Let us also assume that these collisions occur

at points in space that are at an elevated potential, say 20 eV, with respect to the surface of the

spacecraft.

Imagine all of the CEX ions accelerating through the electric field and colliding with the space-

craft surface that was at a potential 20 eV lower than the point where the ions were created. The

one thousand ions will collide with an energy of 20 eV and the single ion initially imparted with

50 eV will collide with the surface with an energy of 70 eV. In this situation the question of which

does more damage to the surface arises. Is it possible that the collision of one ion with 70 eV of

energy results in more damage than the cumulative effect of one thousand ions with 20 eV? The

models which assume there is no energy transfer during the charge-exchange process cannot answer

this question.

This is the primary motivation for the work in this dissertation. The goal set forth for the work

contained herein is to develop a model for the plume of an ion engine that accounts for the energy
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and momentum transfer process during charge-exchange collisions, and more specifically, a model

that can predict the amount of sputtering that one would expect at any particular point around the

engine due to impacts from the CEX ions.

For reasons that are dictated by elastic collision dynamics and will be made apparent in Chapter 4,

models that do not account for energy or momentum transfer only require total CEX ion production

rates. The production rate at any particular point in space does not depend on the direction of

motion of the primary ions; the rate depends only on the total current passing through the point

[13]. In contrast, inclusion of energy and momentum dynamics in a charge-exchange plume model

allows the direction of the primary ions to have a direct impact on the trajectory that a CEX ion

will take after the collision. Since the source of primary ions determines the trajectories of these

ions, the ion source itself has influence over the behavior of the CEX ions. This implies that, if one

were to change the ion source, one could potentially increase or decrease the amount of sputtering

that occurs at any particular surface due to CEX ion impacts.

If we can define the ion engine grids to be the source of ions, an immediate application of a model

incorporating charge-exchange collision dynamics is to the design of these grids. Any spacecraft

designer concerned about sputtering of surfaces on his craft can of course take the approach of

building it such that nothing of importance is anywhere near the engine. This is the simple and

uninteresting solution, and due to possible limitations, such as available space, may not be a viable

option. The ability to design the engine to fit with the specific craft and mission could be extremely

valuable; however, we understand that the grids on an ion engine can not be redesigned with complete

impunity. In the next section we will discuss restrictions on the design of ion engine grids and how

this leads to the second goal of this thesis — a constrained optimization of ion engine grid shapes.

1.3 Limitations to Ion Engine Grid Design

Before any spacecraft to be launched by NASA is even inserted into the launch vehicle or placed on

the launch pad, it must undergo and pass a rigorous regimen of tests. One of these tests is called

a “vibe test” where the craft is subjected to a period of intense vibration similar to that which it
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would experience during launch before being released from the launch vehicle and inserted into its

final orbit or trajectory [18]. During this test it must be shown that the craft has the structural

integrity to survive the launch. The ion engine grids, critical to the operation of the entire engine,

could easily fracture if not designed carefully, and cause catastrophic failure that could endanger the

success of the entire mission of the spacecraft.

For perspective, the grids on the NSTAR engine that flew on Deep Space One were 30 cm in

diameter, 0.38mm (screen) and 0.51mm (accel) thick, and separated by a scant 0.66mm [9]. Had

the launch environment proven to be too much for the grids such that they collided with each other,

or simply fractured due to too much stress, the entire Deep Space One mission would have been in

jeopardy. To prevent this possibility as well as to provide thermal-mechanical stability to the grids

so that they wouldn’t thermally expand and come into contact with each other during operation,

the NSTAR ion engine grids were spherically dished [9].

A useful tool in the design of ion engine grids would permit reshaping of the grids to mitigate the

amount of sputtering of critical spacecraft components, while meeting the thermal and structural

constraints imposed for a high probability of successful engine operation. This is the second goal

of the work in this thesis. We wish to combine the model that incorporates both charge-exchange

dynamics and structural strength analysis into an optimization problem based on the shape of the

grid. The optimized solution to this problem would minimize the amount of sputtering predicted

at certain points, while meeting the constraints imposed by maintaining the structural strength

required to survive launch. It must be understood that the intention of this work is not to develop

robust structural analysis software, nor to develop a superlative optimization routine. The greatest

scientific advancement, discovery, and interest of this work is found in developing the CEX ion model.

F or the structural analysis and optimization methods, we defer to those with more expertise in these

areas and accept our role as simply a user of their products.
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1.4 Thesis Overview

The general mathematical foundation for the work to follow is presented in Chapter 2. In Section 2.1

we derive the equations to be solved by the CEX ion model. The equations of primary importance

are the CEX ion energy distribution at a specific point, and the sputtering integral. The energy

distribution will quantify the number of CEX ions within any specific energy range that pass through

the specified point. The sputtering integral will predict the total sputtering rate of a surface at the

specified point due to collisions of the CEX ions described by the energy distribution. A brief

discussion of the theory behind constrained optimization problem solving will follow in Section 2.2.

Chapter 2 will introduce a series of different quantities that must be found in order to solve the

equations presented. Chapter 3 will follow with the discussion of the first of these quantities —

the neutral atom density field. A frequently used model for finding the density of neutral atoms

as a result of diffusion through a set of holes or apertures is a modified cosine, or Lambertian,

distribution. In Section 3.1 we present the foundation and reasoning behind the use of such a model

and from where the modifiers, including the Clausing factor, originally come. Comparison of the

modified cosine distribution, with results from computations of rarefied gas flow through two hole

apertures, using the direct simulation Monte Carlo (DSMC) method, are presented in Section 3.2.

Simulations of both a single aperture in an infinite plane and a pseudo-periodic aperture pattern are

shown. The farfield distribution will be emphasized in Section 3.3, where we present the distributions

obtained from the simulations for each aperture and determination of the equivalent Clausing factor

for each. Chapter 3 concludes with a demonstration of how the results obtained can be applied

for determining the density of neutral atoms at any point downstream of an ion engine grid. The

final neutral atom density field obtained in this way will be compared to that obtained by using the

common modified cosine distribution.

In Chapter 4 we delve into finding the remaining quantities needed to solve the equations pre-

sented in the second chapter: the primary ion flux, the charge-exchange differential cross-section,

the CEX ion scattering angle and energy, and the sputter yield. In order to integrate the equations

of motion for CEX ions, the electric field through which they pass must be known. Section 4.1
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presents a model for determining the electric potential from the ion charge density. In turn, the

model for determining the ion charge density is presented in Section 4.2. The method for integrating

the equations of motion, the velocity Verlet algorithm, will be shown in Section 4.3. The definitions

and experimental data used for evaluating the charge-exchange differential cross-section and sputter

yield follow in Sections 4.4 and 4.5. The behavior exhibited by CEX ions that scatter at different

angles, and correspondingly with different initial energies, are analyzed in Section 4.6. Behavior in a

two-dimensional system will be examined first, which will introduce principles useful for interpreting

the results from a three-dimensional system. Every scattered CEX ion is found to apply to one of

four distinct cases, and the implications of each case on the measured energy flux distribution of CEX

ions through a particular point are discussed. Among these four cases, the interesting discovery, that

from any scattering event there are two unique possible scattering angles a CEX ion can scatter into

and end up passing through the same point is discussed. A physical explanation for this phenomena

is given, as well as the method used to determine the two unique scattering angles. Having by that

point determined methods for finding all the required quantities laid out in Chapter 2, Section 4.7

introduces the concept of the beamlet shell by which computational integration of all quantities is

facilitated. Through integration, the full CEX ion energy flux distribution and sputtering integral

at any particular point can be computed. An example of the implementation of this beamlet shell

into the computation of the flux distribution and the sputtering rate, for both one individual shell

as well as for an entire beamlet, will be presented.

While completely accurate — insofar as the assumptions made are correct — the model devel-

oped in Chapter 4 is found to be rather unwieldy for application to the optimization problem set

before us as our second goal. Chapter 5 presents the simplifying assumptions made to reduce the

complex problem to one that can be solved quickly and efficiently, while still yielding reasonably

accurate results. In Section 5.1 we show a method for removing the majority of the ion trajectory

computations required in the full model presented in Chapter 4 by assuming modified line-of-sight

ion trajectories. A comparison between the full model results and those obtained using the simpli-

fication is given. Section 5.2 presents the effects of assuming that the electric field downstream of
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the grid is symmetric, even if it is, in fact, asymmetric due to an asymetric grid shape.

Discussion of how the structural component of the optimization problem is handled is given

in Chapter 6. Section 6.1 presents the issues dealt with when working with perforated shell or

plate-like structures. The results of theoretical and experimental work dealing with such structures

are presented and summarized. In Section 6.2 we discuss the assumptions and limitations made

in applying the knowledge gained from Section 6.1 to our specific optimization problem, where we

deal with shaped shells instead of flat plates. The chapter ends in Section 6.3 with a demonstration

of how we determine the effective properties for any grid; and the results from application of the

finite-element software to a flat plate and the NSTAR grids.

The method by which the optimization was carried out and the results of some sample cases

are presented in Chapter 7. In Section 7.1 we present the control mesh and how a paramterized

limit surface is obtained from this mesh, which conforms to the grid shape under investigation. A

brief description of the Matlab optimization algorithm is given in Section 7.2, where we set up our

particular problem and determine the constraints on our optimization. Section 7.3 follows with

results of sample optimization cases performed to demonstrate the sensitivity to different elements

of the model, as well as to determine some general trends that arise, which tend to lead to more

optimal grid shapes.

This thesis concludes in Chapter 8, where we discuss the results of both the model developed and

the optimization procedure. Advancements made in the understanding of CEX collision processes

within ion engine plumes, and electric propulsion devices in general, are presented. A discussion of

both the advantages and disadvantages of the new model is given, from which follows suggestions

for further improvements that could be made to both this model and others.
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Chapter 2

Mathematical Formulation of the
General Problem

The main problem to be solved in this work, as presented in Chapter 1, is to incorporate the

charge-exchange collision dynamics into a model of the plume downstream of an ion engine. We

intend to use this model to obtain the energy distribution of CEX ions from which we can predict

the amount of sputtering at specified spacecraft surfaces. The second problem to be solved is the

constrained optimization of the ion engine grid shape, such that the predicted sputtering at specified

locations is minimized, while the strength and survivability of the grids is maintained. This chapter

sets forth the general mathematical theory and concepts needed to accomplish the intended goals.

Section 2.1 covers the derivation of the equations (employed in Chapter 4) that determine the energy

distribution of CEX ions that are scattered to a specified location, and the amount of material

sputtered as a result of these ions impacting that surface. A brief description of the terminology

used in optimization problems is discussed in Section 2.2, followed by an introduction to the Karush-

Kuhn-Tucker conditions. The Karush-Kuhn-Tucker conditions use the theory of Lagrange multipliers

and application of constraints in a general mathematical framework by which optimization problems

may be generally solved.
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2.1 Derivation of the Objective Function: Sputtering Rate

In this section we present the derivation of the expressions that model the expected sputtering rate

of material from a surface due to impingement of CEX ions. In Section 2.1.1 a sputtering rate is

derived based on the observation that sputtering is dependent both on the ion energy and angle of

impingement. Similar expressions are derived in Section 2.1.2 for situations when the assumption of

angle-independent sputtering may be suitable. Justification for this assumption is presented.

Kinetic theory is a well established field and extensive discussions of the subject can be found

in works by Jeans [19], Chapman and Cowling [20], Guggenheim [21], and Kennard [22], to name a

few. The derivation presented here will begin with some fundamental concepts pertaining to kinetic

theory, such as the velocity distribution function and the differential scattering cross-section. Jeans

[19] and Chapman and Cowling [20] give thorough discussions of the velocity distribution function,

and Guggenheim [21] gives an excellent explanation of the differential cross-section. Through ma-

nipulation of the equation defining the differential cross-section and through detailed balance, we

will derive an integral expression that describes the expected flux of scattered CEX ions through a

specified volume of space due to collisions between primary ions and cold neutral atoms through-

out the entire region downstream of an ion engine. This integral expression will be equivalent to

a modified and simplified version of the Boltzmann equation which is used extensively in kinetic

theory. For further discussion of the Boltzmann equation, refer to texts by Kennard [22], Chapman

and Cowling [20], or Reif [23].

2.1.1 Energy- and Angle-Dependent Rate

Let the primary ions of class u be defined to be those ions with velocities between u and u + δ3u,

where û is the unit vector in the direction of motion. By the definition of the velocity distribution

function [20], fp(u), the number of primary ions of class u located within a volume δV located at

P (x) is

δNp(x,u) = np(x)fp(u) δ3u δV, (2.1)
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Figure 2.1: Primary ion flux through a surface. Primary ions with speed u and vector of motion û
pass through an area element δA with normal vector n̂. In the time δt, the ions passing through the
area element sweep out a volume δV = (u · n̂ δt) δA. The angle between the vector of motion and
normal vector is ψ = cos−1 (û · n̂).

where ∫
u

fp(u) d3u ≡ 1, (2.2)

and np(x) is the total number density of primary ions within δV [24]. In the time δt, the ions of

class u that pass through the area δA with the normal vector n̂ sweep out the volume

δV = δx δA = (u · n̂ δt) δA (2.3)

(see Figure 2.1). Therefore, the number flux of ions of class u passing through δA into the volume

δV is

δNp(x,u)
δA δt

= np(x)fp(u) u · n̂ δ3u = ϕ û · n̂ δ3u, (2.4)

where we have defined the quantity

ϕ ≡ unp(x)fp(u). (2.5)

In the case of the NSTAR engine, the primary ions are accelerated to a speed of u ≈ 40km/s [9].

In contrast, the neutral atoms diffusing through the grid are expected to be in thermal equilibrium

with the engine walls (∼ 500K), with speeds of u0 ≈ 300m/s [15]. The thermal velocity of the atoms

is significantly less than that of the primary ions, so we assume that the neutral atoms are stationary
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scattering centers. Let us assume that contained within δV are stationary neutral particles with a

number density of n0. The total number of CEX ions scattered, per unit time, into a small solid

angle δΩ about an angle θ+, measured with respect to the flow direction û, per scattering center or

neutral particle, due to a charge-exchange collision with a primary ion of class u is

1
δN0

δNs
δt

∣∣∣∣
θ

=
δNp(x,u)
δA δt

dσ+

dΩ

∣∣∣∣
θ+
δΩ = (ϕ û · n̂)

dσ+

dΩ

∣∣∣∣
θ+
δΩ δ3u (2.6)

(see Figure 2.2) [23]. The differential charge-exchange scattering cross-section, for CEX ions,

dσ+/dΩ, is defined to be such that,

σ0 =
∫

Ω

dσ+

dΩ
dΩ (2.7)

where the integration is carried over the entire solid angle, and σ0 is the total CEX scattering cross-

section [23]. For xenon ions with energies of 1200 ev colliding with xenon neutrals, this value is

approximately 53 × 10−20 m2 [25]. The differential cross-section is discussed further in Section 4.4.

The number of scattering centers located within the volume is δN0 = n0 δV . Therefore, from

Equation 2.6, the total number of CEX ions scattered from δV , per unit time, into a small solid

angle δΩ about an angle θ+, measured with respect to the flow direction û, is

δNs
δt

∣∣∣∣
θ+

= n0 (ϕ û · n̂)
dσ+

dΩ

∣∣∣∣
θ+
δΩ δV δ3u. (2.8)

Note that this expression is identical to that which appears on page 35 of Kennard [22] if one of the

gases is cold (u0 = 0).

The ions scattered into this small solid angle can be thought of as forming a streamtube. As

these ions move through space they may be subjected to forces, e.g., electric fields, which alter their

trajectories, causing the streamtube to enlarge or contract and distort. Let us assume that these

scattered ions arrive at S(x̃) with a velocity v, and the cross-sectional area of this streamtube at
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Figure 2.2: CEX ions scattering from a small volume. A flux of primary ions of class u, ϕ û δ3u,
pass through a volume δV centered around a point P (x). CEX ions scattered into a solid angle
δΩ about an angle θ+, with respect to the primary vector of motion û, form a streamtube with a
cross-sectional area δÃ at the target point S(x̃). The curvature of the streamtube is due to the
influence of the electric field on the ion trajectories. The same ions subtend an area δÃ′ on the
plane, containing the point S(x̃), with normal ˆ̃n. At the target point, the CEX ions have a velocity
v and pass through S(x̃) at an angle ψ̃ with respect to ˆ̃n.

S(x̃) is equal to δÃ with a normal vector, v̂ (Figure 2.2). Therefore, the flux of ions through δÃ is

δF (x̃,v;x,u) =
δNs

δÃ δt
= n0 ϕ cosψ

dσ+

dΩ

∣∣∣∣
θ+

δΩ
δÃ

δV δ3u. (2.9)

By the same reasoning that led to Equation 2.3, the volume swept out by these ions in a time δt is

δṼ = |v| δt δÃ. (2.10)

Substituting δt into Equation 2.9 yields the CEX-ion density contribution to the volume δṼ , at the

target point S(x̃), from collisions between neutral atoms and primary ions of class u in the volume
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δV at P (x):

δns(x̃,v;x,u) =
δNs

δṼ
=
n0 ϕ cosψ

|v|
dσ+

dΩ

∣∣∣∣
θ+

δΩ
δÃ

δV δ3u. (2.11)

The streamtube subtends an area δÃ′ on the plane, with a normal vector ˆ̃n, passing through

S(x̃) where

δÃ = v̂ · ˆ̃n δÃ′ = cos ψ̃ δÃ′. (2.12)

Thus the flux of ions scattered at an angle θ+, with respect to û, from δV through the plane, with

normal vector ˆ̃n, at the point S(x̃) is

δF ′(x̃, ˆ̃n,v;x,u) =
δNs

δÃ′ δt
= n0 ϕ cosψ cos ψ̃

dσ+

dΩ

∣∣∣∣
θ+

δΩ
δÃ

δV δ3u. (2.13)

The total flux of CEX ions through a plane with normal vector ˆ̃n at the specified target point

S(x̃) is obtained by integrating over all space from which scattered ions can originate, P (x), and all

possible primary ion velocities, u. In the limit as δΩ → 0, δV → dV , and δ3u → d3u,

F ′(x̃, ˆ̃n) =
∫

a.s.

∫
u

n0 ϕ cosψ cos ψ̃
dσ+

dΩ

∣∣∣∣
θ+

(
dÃ
dΩ

)−1

d3u dV. (2.14)

Similarly, the total CEX ion density at the target point S(x̃) is obtained from integrating Equa-

tion 2.11:

ns(x̃) =
∫

a.s.

∫
u

n0 ϕ cosψ
|v|

dσ+

dΩ

∣∣∣∣
θ+

(
dÃ
dΩ

)−1

d3u dV. (2.15)

Note that these equations do not address the question of how one obtains the quantity, dÃ/dΩ. The

presence of this quantity within the equations merely reflects the principle of continutiy where if the

cross-sectional area of a streamtube containing a specified number of ions increases, the flux must

correspondingly go down. To obtain the actual value of the quantity dÃ/dΩ, one must follow the

trajectories of ions that scatter within a small solid angle, and find how the streamtube formed by

this ensemble of ions contracts, bends, or distorts as the ions respond to the plasma’s electric field.

Also note that this streamtube is not in any way similar to a streamtube that one may encounter
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when studying a fluid. Whereas in a fluid, the definition of a streamtube precludes any mass passing

into or out of the region of space bounded by the streamtube, this is not the case in our calculations.

Ions scattered from a different location may very well pass through the region of space enclosed by

the streamtube as we have defined here. We simply use it as the term as a convenient shorthand for

the region of space swept out by ions with similar initial conditions.

Assuming the CEX ions do not undergo further collisions, Equations 2.14 and 2.15 specify the

total flux (through a plane with a specific normal, ˆ̃n) and total density (at a target point S(x̃))

of CEX ions resulting from all possible collisions between primary ions and neutral atoms in all

space. Justification for the assumption of collisionless CEX-ion trajectories will be made in Chapter

3 (Section 3.4) by application of the Beer-Lambert Law.

Sputtering is an energy-dependent process [26, 27, 28]. The momentum and energy of the particle

colliding with a surface determines the total transferable momentum and energy available to surface

atoms that enables them to be freed from surface binding forces. In addition to the dependence

on collision energy, the angle at which a particle is incident with the sputtered surface may also

determine the amount of sputtering damage done [29, 30, 31]. In order to calculate the rate at

which material is removed from any surface, the energy- and angular-distribution of the colliding

ions must be known. Though Equations 2.14 and 2.15 make no apparent accounting of it, the

population of CEX ions at the target point will, in general, have a distribution of energies and

velocity vectors. The following discussion explains how the CEX-ion population at any target point

comes to have a distribution of energies, and how this distribution is obtained from Equations 2.14

and 2.15. The relationship between the flux and density energy distributions will be determined.

In an elastic charge exchange collision between partners of identical mass (positive xenon ion

and neutral atom), conservation of energy and momentum analysis stipulates that the ion and atom

initially leave the collision on trajectories separated by 90◦ in the lab frame. Both the projectile

(primary ion, CEX neutral) and target atom (CEX ion) leave the collision with energies E0 and

E+, respectively. Each collision exit energy is proportional to the square of the cosine of the angle,

as measured in the lab frame, by which each particle is respectively scattered from the original
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θ0

θ+

+

+

E+

E0

E0

Figure 2.3: Dynamics of an elastic charge-exchange collision. A primary ion with energy E0 collides
with a stationary neutral atom. An electron is transferred from the atom to the primary ion creating
a CEX ion and CEX neutral, respectively. The CEX ion scatters at an angle θ+ with an energy
E+ = cos2 θ+. Similarly, the CEX neutral scatters at an angle θ0 with an energy E0 = cos2 θ0.

projectile vector of motion, û, i.e.,

E+

E0
= cos2 θ+, and

E0

E0
= cos2 θ0, (2.16)

where E0 is the kinetic energy of the primary ion of class u (see Figure 2.3) [32]. In general, the

scattering angle required to place an ion on a trajectory passing through the target point depends

both on the primary-ion flux velocity vector, û, and the location of the scattering center, P (x). If

the scattering occurs at a point with a potential ΦP and the target point is at a different potential

ΦS , by conservation of energy, the kinetic energy of the scattered particle must gain the difference

in potential between the two points as it arrives at S(x̃), i.e.,

ΔE+ = −ΔΦ = ΦP − ΦS . (2.17)

The combined result of each of these factors results in the expression for the energy of any particular

CEX ion scattered by ions of class u, at an angle θ+ from a point P (x), at the target point S(x̃):

E = E0 cos2 θ+ − ΔΦ =
mi|v|2

2
, (2.18)

where henceforth it will be understood that E refers to the kinetic energy of the CEX ion at the

target location S(x̃), and mi is the mass of the ion.

From Equation 2.18, the two factors that contribute to the development of a distribution of
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ˆ̃n

x̃

ψ̃
δψ̃

v

Figure 2.4: Velocity distribution of CEX ions passing through S(x̃). CEX ions passing through S(x̃)
with energies between E and E+ δE (or speeds between v and v+ δv) and at angles between ψ̃ and
ψ̃ + dψ̃, with respect to the plane normal ˆ̃n, are classified to be of class Eψ̃ .

energies of CEX ions at the target point are: (1) the diverse range of values the potential difference,

ΔΦ, can have due to the variation in electric potential at all the different possible scattering centers,

P (x), and (2) the range of primary ion energies, E0, and scattering angles, θ+, required to set an

ion on a path through S(x̃) due to the variation in primary ion velocities, u. Later we will see that,

depending on the location of the target point and the actual plume potential, the varying values of

the potential difference, ΔΦ, can account for an energy spread of up to approximately 20 eV. The

range of primary-ion velocities and resulting scattering angles can account for a much larger spread

in energies.

Of all the CEX ions passing through S(x̃) (see Equations 2.14 and 2.15), let us define those

ions passing through the target point with energies between E and E+ δE (corresponding to speeds

between v and v+δv) and at angles between ψ̃ and ψ̃+dψ̃, with respect to the plane normal ˆ̃n, to be

of class Eψ̃ (see Figures 2.2 & 2.4). In a manner similar to how we defined the velocity distribution

function of primary ions at P (x) in Equation 2.1, let us define the angular energy distribution

function of CEX ions to be such that the number of CEX ions of class Eψ̃ located in a volume δṼ

at S(x̃) is

δNs(x̃, E, ψ̃) = ns(x̃)fs(E, ψ̃) δE δψ̃ δṼ , (2.19)
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where ∫
ψ̃

∫
E

fs(E, ψ̃) dE dψ̃ ≡ 1. (2.20)

In the limit as δE → 0, δψ̃ → 0, and δṼ → 0,

ns(x̃)fs(E, ψ̃) =
∂2ns

∂E ∂ψ̃
. (2.21)

Similar to Equation 2.4, the number flux of CEX ions of class Eψ̃ passing through δÃ′ into the

volume δṼ is

δNs(x̃, E, ψ̃)
δÃ′ δt

= v ns(x̃)fs(E, ψ̃) v̂ · ˆ̃n δE δψ̃ = Γ′(E, ψ̃) cos ψ̃ δE δψ̃, (2.22)

and, by definition, is also

δNs(x̃, E, ψ̃)
δÃ′ δt

=
∂2F ′

∂E ∂ψ̃
δE δψ̃. (2.23)

Combining Equations 2.21 through 2.23 yields

Γ′(E′, ψ̃) = v
∂2ns

∂E ∂ψ̃
=
(
cos ψ̃

)−1 ∂2F ′

∂E ∂ψ̃
, (2.24)

where F ′ and ns are those quantities obtained from Equations 2.14 and 2.15, respectively.

The sputter yield, Y (E, ψ̃), is a measure of the average number of atoms sputtered from a surface

by an ion, with an energy equal to E, colliding with the surface at an angle ψ̃ with respect to the

surface normal ˆ̃n [33]. The rate, per unit area, at which atoms are removed from a surface, due

to a flux of ions with energy E colliding with the surface at an angle ψ̃, is (using Equations 2.23

and 2.24)

δΥ′ = Y (E, ψ̃)
∂2F ′

∂E ∂ψ̃
δE δψ̃ = Y (E, ψ̃) Γ′(E′, ψ̃) cos ψ̃ δE δψ̃. (2.25)

The total sputtering due to all possible collisions with the surface, and all possible ion energies is
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obtained by integration [34]:

Υ′ =
∫ π/2

0

∫ Emax

0

Y (E, ψ̃) Γ′(E′, ψ̃) cos ψ̃ dE dψ̃. (2.26)

The quantity in Equation 2.26 is referred to as the directional sputtered flux. It is referred to as a

directional flux since this quantity, by means of the incident angle ψ̃, is dependent on the orientation

of the normal of the surface being sputtered, ˆ̃n.

2.1.2 Angle-Independent Sputtering Rate

The quantities in Section 2.1.1 were derived under the assumption that the sputtered surface at the

target location S(x̃) had a preferred or specified direction of orientation, ˆ̃n. The model developed in

this work has no particular project or spacecraft for which it is to be applied. With no specification

of the design of the spacecraft to be used, there is no preferential direction for which the surfaces

sensitive to sputtering are oriented. Since we have no reason to prefer one orientation over another,

different measures, similar to those derived in Section 2.1.1 but independent of direction, will be

used.

Instead of defining a planar surface with a normal unit vector ˆ̃n at the target point S(x̃), let us

define a spherical surface, with a cross-sectional area δÃ, surrounding the target point. The flux of

CEX ions into the sphere originating from collisions involving primary ions of class u in δV is the

same quantity derived in Equation 2.9, i.e.,

δF (x̃,v;x,u) =
δNs

δÃ δt
= n0 ϕ cosψ

dσ+

dΩ

∣∣∣∣
θ+

δΩ
δÃ

δV δ3u. (2.27)

This flux is referred to as the non-directional CEX-ion flux since there is no specified direction from

which it can be measured. The density remains unchanged from that calculated in Equation 2.11:

δns(x̃,v;x,u) =
δNs

δṼ
=
n0 ϕ cosψ

|v|
dσ+

dΩ

∣∣∣∣
θ+

δΩ
δÃ

δV δ3u. (2.28)
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The total non-directional CEX-ion flux through S(x̃) (analogous to the directional flux of Equa-

tion 2.14), or the total flux of CEX ions entering the sphere, is obtained through integration over

all space and all primary ion velocities:

F (x̃) =
∫

a.s.

∫
u

n0 ϕ cosψ
dσ+

dΩ

∣∣∣∣
θ+

(
dÃ
dΩ

)−1

d3u dV. (2.29)

Again, we define an energy distribution function, fs(E), where the number of CEX ions of class

E located in δṼ at S(x̃) is

δNs(x̃, E) = ns(x̃)fs(E) δE δṼ , (2.30)

where ∫
E

fs(E) dE ≡ 1. (2.31)

In a manner by which Equations 2.21 through 2.24 were obtained, the non-directional flux of CEX

ions of class E is

δNs(x̃, E)
δÃ δt

= v ns(x̃)fs(E) δE = Γ δE, (2.32)

where

Γ = v
dns
dE

=
dF
dE

. (2.33)

It was established in the previous section that the sputter yield is generally a function of both

the energy and angle of incidence of the colliding ion. The fact that we have no preferential direction

in which to orient the sputtered surface makes implementing the angle dependence of the sputter

yield difficult at best. If we were to assign an arbitrary preferred direction, the expected sputtering

rates predicted by our model would be particular only to that case and might not be at all accurate

for a surface oriented otherwise. Though it is relatively simple in the model presented in this work

to account for it, we assume that there is no angular dependence of the sputter yield.
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With no angular dependence on the sputter yield, the sputtered flux of Equation 2.26 reduces to

Υ =
∫ Emax

0

Y (E) Γ dE. (2.34)

The purpose of this work is to develop a method for solving the equations (especially Equa-

tion 2.34) laid out in this chapter for any point in the region surrounding the exit of an ion engine

thruster. Specifically, the following procedure will be followed. First, we must develop the ability

to compute all of the individual quantities required to solve Equation 2.29. The neutral density, n0,

is dealt with in Chapter 3. Methods for computing the remaining quantities, the primary-ion flux

ϕ û d3u, differential cross-section dσ+/dΩ, and the streamtube expansion dÃ/dΩ, are presented

in Chapter 4, in Sections 4.2, 4.4, and 4.7, respectively. Second, the non-directional energy flux

distribution (Equation 2.33) must be found, and is discussed in Section 4.7. The sputter yield is

discussed in Section 4.5, which, in conjunction with the flux distribution, may then be used to solve

for the sputter rate from Equation 2.34. This last step is discusssed in Section 4.7.

The second purpose of this work is to use the model developed in an optimization procedure

to find the best grid shape that minimizes the sputtering rate at specified points, and maintains

the required structural integrity needed to survive a launch environment. The next section presents

a brief overview of optimization theory using the Karush-Kuhn-Tucker conditions. The results of

various optimization calculations performed are presented in Chapter 7.
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2.2 Description of an Optimization Problem

The description here is a brief summary of the more complete discussion found in Papalambros

[35]. As with any optimization problem, there are three key components required. The first is

the objective function, a scalar function which defines that quantity which we wish to minimize.

The second requirement is the set of any and all parameters which directly influence the value

of the objective function. These parameters must completely define a configuration from which

the objective function can be directly found. The third component to this problem is that of the

constraints on either the values of the parameters themselves, or on any functions of the parameters.

The constraints can be divided into two distinct types: (1) equality and (2) inequality constraints.

Let us form the n-dimensional configuration space, Π, spanned by all possible values of all the

n pre-determined parameters. Each point in this space, denoted by a vector, ξ, of specific values

for each parameter, defines a specific configuration for which a unique value can be found for the

objective function, Υ(ξ). Let us assume the constraints are represented by vector-valued functions

of the subset of parameters, ξ, such that

a(ξ) = 0 and b(ξ) ≤ 0. (2.35)

The first constraint condition defines an (n − m)-dimensional hypersurface that is a subset of

Π, on which the minimizing solution, Υ(ξ∗), must lie, where m is the number of equality constraint

conditions contained in a(ξ). The second constraint condition defines a set of n-dimensional regions

that are subsets of Π, and are bounded by the set of (n − 1)-dimensional hypersurfaces defined by

b(ξ) = 0.

The problem posed can be stated as follows:

minimize Υ(ξ) (2.36a)

subject to a(ξ) = 0, (2.36b)

b(ξ) ≤ 0. (2.36c)
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If we can assume that the Objective Function, Υ, is continuous and differentiable, a solution to

the problem, ξ∗, must satisfy the Karush-Kuhn-Tucker conditions:

a(ξ∗) = 0,b(ξ∗) ≤ 0; (2.37a)

∇Υ(ξ∗) + λT∇a(ξ∗) + μT∇b(ξ∗) = 0T , where λ 	= 0,μ ≥ 0,μTb = 0, (2.37b)

where ∇a = [∇a1,∇a2, ...,∇am]T is the Jacobian of a, and ∇ is the gradient with respect to the

parameters ξ. The first condition simply reiterates that the solution must meet all conditions defined

by the constraints. Some may recognize the second condition to be simply that found in the theory

of Lagrange multipliers which states that the gradients of the function and the constraining surfaces

must be linear combinations of each other.

While the constraints must always be met, the inequality constraints can be further subdivided

into two types: (1) active and (2) inactive constraints. Active inequality constraints are those which

actually play a part in determining the location of the minimizing solution; the solution lies on these

constraining surfaces (b(ξ∗) = 0) for, in the absence of these surfaces, the solution would be located

at a point located within the volume excluded by the active constraint. Inactive equality constraints

are those which could be removed from the list of constraints as they have no impact on the solution,

since the minimizing solution is located neither on the constraining surface (b(ξ∗) = 0), nor within

the volume excluded by the constraint (b(ξ∗) > 0). In the simplest sense, the number of degrees

of freedom (design parameters) is equal to the total number of parameters, n, minus the number

of equality constraints, m, minus the number of active inequality constraints, s. In theory, each

equality constraint and active inequality constraint could be used to eliminate one of the parameters

in terms of the others until there were no constraints, and a new function to minimize, Υ̃, that is

only dependent on the m− n− p parameters left; in practice this may be impossible to do.

The vector λ is a vector of Lagrange multipliers, and is restricted to all non-zero values; by

nature, equality constraints are always active — a Lagrange multiplier with a value of zero would

effectively remove the constraint and render it inactive. The vector μ is another vector of Lagrange
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multipliers applied to the inequality constraints. Permitting elements of μ to be equal to zero is

simply a combination of the active and inactive constraints; any zero value corresponds to an inactive

constraint, which reflects that fact that it has no effect on the solution.

These conditions are necessary, however they are insufficient to guarantee that Υ(ξ∗) is a local

constrained minimum. In order for the point ξ∗ to be a minimizing solution, the Hessian of the La-

grangian must be positive-definite in the local vicinity of the solution point ξ∗, where the Lagrangian

is defined to be

L(ξ,λ,μ) ≡ Υ(ξ) + λTa(ξ) + μTb(ξ), (2.38)

and the Hessian is the gradient of the gradient with respect to the parameters ξ. This is akin to

stating that any small step in any allowable direction away from the solution point results in an

increase in the value of the objective function.

In this specific problem, we have created a model for which we can define a set of parameters that

determine the trajectories of ions as they exit the engine and collide with neutrals. The subsequent

evolution of each resulting CEX ion may result in a collision with some portion of the spacecraft

and sputtering of material from the surface. It is this sputtering of sensitive areas of the spacecraft

that we wish to minimize, and so defines what the Objective Function is. In Section 2.1 we derived

the equations for which Chapters 3 and 4 are devoted to developing a method to solve. The end

result is a model that computes the sputtering rate, per unit area, due to CEX ion collisions with a

surface, based on a number of parameters chosen. It is this sputtering flux that we define to be the

objective function.

The parameters ξ chosen to determine the value of the sputtered flux Υ will determine how

sophisticated the model will need to be. A small, but by no means exhaustive list of possible

quantities that could be chosen to be parameters are: physical geometry of the grid set, grid hole

pattern, grid thickness, and beamlet structure. Due to the extensive previous work studying the

ion optics for the NSTAR grid set, for this project we will use the NSTAR grid hole pattern, grid

thickness, and beamlet structure as given conditions, and only parameters defining the physical

shape of the grid set will be used as optimizing (design) parameters, ξ.
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Further, the constraints imposed on the proposed optimization will be those physical constraints

on the shape of the grid set such that there is a high confidence that the grids will survive the

launch into space. While such quantities could include both the maximum tolerable stresses and

displacements, we will consider only the maximum displacements in this study.

After developing the sputtering rate model in the following three chapters, the method by which

we determine the displacements of any grid under a specified load is detailed in Chapter 6. The

optimization procedure and results are presented in Chapter 7.
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Chapter 3

Neutral Density Distribution
Determination

There has been previous work in modeling the plume downstream of not only ion engines, but other

electric propulsion devices. The different exit-plane conditions, through which ions are accelerated

and neutral atoms diffuse in the various types of engines, place different restrictions and limits on the

behavior of these species. For example, for configurations involving ion grids, the ions and atoms can

only exit through well-defined apertures formed by the ion optics holes, whereas Hall thrusters have

no such barrier at the exit plane, and neutrals can diffuse out from any point in the channel. Despite

the different conditions encountered in modeling the different thrusters, a common assumption is

made to model how the neutrals diffuse and spread from the engine exit. This assumption is that

the neutrals spread out according to a modified cosine distribution. This chapter examines the

validity of using such a distribution for modeling the neutral density downstream of a n ion engine,

through comparison with computer simulations of gas diffusion through ion grids. In Section 3.1 the

origin of and rationale for choosing the cosine distribution is discussed. In Section 3.2, we present

the procedure followed to model gas diffusing through both a single and a pseudo-periodic aperture

in an infinite grid. In Section 3.3, we calculate the far-field density distribution functions of the

simulations performed, from which we calculate the Clausing factor for each. Finally, in Section 3.4,

using the results from the simulations, the density of neutral atoms downstream of an NSTAR grid

is computed and compared to that using the cosine distribution assumption.
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3.1 Rarefied Flow through Holes of Varying Depth

Rarefied gas flow is defined to occur when the Knudsen number is much larger than unity, i.e.,

Kn = λ/d � 1, where λ is the mean free path of the atoms and d is a characteristic dimension of

the region through which the gas is flowing [36]. The first question to answer when determining the

neutral density downstream of an ion engine is whether the state of the gas is in the rarefied regime

or not. The discharge chamber of the NSTAR engine operates with a neutral xenon density of the

order of 1018 m−3 [9], yielding a mean free path of approximately λ = 22 cm for an atomic radius

of 2 Å. The screen and accel grid thickness, separation, and hole radii are all of the order of 1 mm

[9], yielding a Knudsen number much larger than unity, and placing the flow firmly in the rarefied

regime.

Previous models that required the determination of the neutral density around Hall thrusters

[17, 37] have used a modified cosine, or Lambertian, distribution law for the particles emitted from

a point located one thruster radius, Rg, behind the thruster exit:

n0(�, χ) ≈Wρ0 cosχ

[
1 − 1√

1 + (Rg/�)2

]
, (3.1)

where ρ0 is the neutral number density at the thruster exit; χ is the angle between the thruster

axis and the vector originating from the emission source and directed to the point where we wish to

compute the density; � is the distance between the emission source and the computation point; and

W is a correction factor. The use of this distribution is motivated by the result of gas effusing from

a region filled with neutral gas in thermal equilibrium through an infinitely thin hole to a region of

empty space. Assuming thermal equilibrium allows a Maxwellian distribution of atoms in the gas

to be used. Imagine that the center of the hole is located at the position y. Let us construct a local

coordinate system such that x = 0 is located at the center of the hole, and the coordinate system is

oriented such that the hole lies in the z = 0 plane. The density at any point P (x, y, z) can be found

by integrating the flux of atoms through the hole passing through the point in question. The result
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Figure 3.1: An effusing infinitely-thin hole. The density of neutral atoms at a point P is obtained
by integrating the flux of effusing atoms through the hole over the entire hole area, Ah. The local
coordinate system, x, is centered on the center of the hole, and oriented such that z is measured
along the hole normal, n̂h.

for a hole of arbitrary shape is exactly expressed by the following integral (Figure 3.1):

n0(x, y, z) =
ρ0

4π

∫
Ah

z dx′ dy′[
(x− x′)2 + (y − y′)2 + z2

]3/2 , (3.2)

where ρ0 is the density of the gas upstream, and Ah is the area of the hole. The full derivation can

be found in many textbooks on kinetic theory [23].

Two specific cases allow for simple evaluation of the integral. The first case applies when the

point in question P is any point on the axis of the hole, (x = y = 0), and the hole is circular. In

this case, the integral simplifies to

n0(z) =
ρ0

2

[
1 − 1√

1 + (R/z)2

]
(x = y = 0), (3.3)

where R is the radius of the hole. The second case is a far-field asymptotic solution, valid when the

distance between the point in question and the hole, �, becomes large. In the limit of �/R� 1, the

integral approaches the value

n0(�, χ) =
ρ0

4π
cosχ
�2

Ah

(
�

R
� 1

)
, (3.4)

where χ is the angle between the hole axis and the vector directed to the point in question. Both
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specific cases allow for rapid evaluation of the density of gas at any point within their respective

regions of validity.

Unfortunately, other than on the axis of the hole, there is no exact expression for the density in

the immediate vicinity of the hole. If one were to assume that the second case is “good enough”,

regardless of the distance from the hole, an immediate problem arises upon evaluation of the density

very close to the hole, as � gets very small and the density rapidly increases. Since the first case

does not have this problem of predicting a density approaching infinity for points very close to the

hole, and is finite regardless of distance from the hole, we will use this case as a starting point for

deriving an equation that models the density near the hole, but not on the thrust axis. The first

modification is to take the cosine factor from the second case and append it to the first, then replace

z with � to approximate the density at any point around the hole:

n0(�, χ) ≈ ρ0 cosχ
2

[
1 − 1√

1 + (R/�)2

] (
�

R
unrestricted

)
. (3.5)

In the limit as R/�→ 0 (large �) this expression approaches the far-field limit of Equation 3.4.

The expression for the far-field limit (Equation 3.4) can be viewed as describing anisotropic

emmision from a point source, for as the distance from the hole gets large the distance to any area

element of the hole, dAh, becomes constant. By continuity, the integrated flux normal to any surface

enclosing the hole must be constant, and thus the density must decrease with �2. As an anisotropic

source, the flux measured can depend on the angle. We can expect that this same argument applies

at a sufficient distance from any hole or aperture. Thus, regardless of the shape or complexity of

the aperture, in the limit of �/R� 1, we can define a far-field density distribution function:

n0(�, χ) =
ρ0

4π
f(χ)
�2

Ah, (3.6)

where f(χ) is some function expressing the anisotropy of the emission source; in the case of the

infinitely flat hole (see Equation 3.4), f(χ) = cos(χ).

If a hole has any finite depth, the atoms in the gas begin to interact with the surface inside the hole
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through adsorption, desorption, and reflection [38]. The assumption of a Maxwellian distribution for

the atoms becomes no longer valid since the atoms bouncing off the hole walls alter the distribution.

In his work with vacuum system tubes, Knudsen [36] formulated the cosine law which describes

the pattern, for many surfaces, in which atoms diffusively reflect after contacting the surface. The

significant impact of such a re-emission distribution is that atoms which otherwise would have passed

through a thin hole may be be re-emitted back in the direction from which they originally came. This

back reflection results in a reduced total flow rate of atoms through the hole, and thus a reduction

of the density at any point downstream of the hole.

The presence of a hole of finite length also effectively screens atoms from passing through, and

causes a beaming effect of the angular distribution of atoms downstream, due to the depletion of

atoms at the larger angles. Clausing [39, 40] developed integral relationships which not only predict

the reduction in flow rate as a function of the ratio of the hole depth to radius, L/R, but also found the

angular distribution, f(χ), as a function only of this same ratio. The resulting angular distribution

in the back-reflecting direction was found by Dayton [41] by extending Clausing’s original work.

The reduction in flow rate through a hole due to a finite depth is commonly referred to as the

Clausing factor, W , or “probability of passage”, and is the ratio of the resulting flow rates for two

identical gases under the same conditions through two different holes: (1) flow through a hole with

a specific depth-to-radius ratio to the flow, and (2) flow through an infinitely thin hole [41]. This

Clausing factor can be found from Equation 3.6 in the following way. By conservation of mass,

I0 =
∫
∂Ω

F · da =
∫
∂Ω

n0u0 · da, (3.7)

where I0 is the flow rate of atoms through the hole, ∂Ω is any surface enclosing the hole, F is the

flux, and u0 is the velocity of the atoms. Substituting for the density from Equation 3.6 into the

expression, and arbitrarily letting the enclosing surface be a hemisphere of radius �, yields

I0 = 2π
∫ π/2

0

(
ρ0Ah ū0

4π
f(χ)
�2

)
�2 sinχ dχ =

ρ0Ah ū0

2

∫ π/2

0

f(χ) sinχ dχ. (3.8)



34

In the case of the infinitely thin hole, I∗0 = ρ0Ah ū0/4. We have implicitly assumed the use of a

mean velocity, ū0, which results in no loss of generality, since we require that both gases flowing

through the aperture and the infinitely thin hole are under the exact same conditions. By definition

of the Clausing factor,

W =
I0
I∗0

= 2
∫ π/2

0

f(χ) sinχ dχ. (3.9)

Though Clausing provided integral relationships for determining the angular distribution of the

flux through a hole of finite depth, statistical computation methods are typically required for more

complex systems [38]. This difficulty in determining the angular distribution, f(χ), for complex

geometries, such as those encountered with electric propulsion devices, has lead to the common use

of the modified cosine distribution (Equation 3.5), adjusted by a Clausing-type correction factor, W

[17].

3.2 DSMC Calculation of Neutral Distribution for an NSTAR

Two-Hole Aperture

For this work, we desire to obtain an angular distribution function, f(χ), for the neutral atoms

effusing from the two-hole aperture created by the alignment of the ion engine grids. The holes on

the NSTAR grids are patterned such that each hole is found at the vertex of an equilateral triangle

(Figure 3.2). Each hole has six nearest neighbors equally spaced along a circle centered on the middle

hole. The radius of this circle is equal to the hole pitch, p, and is equal to 2.22mm for the NSTAR

grids. The NSTAR screen and accel grids are 0.38mm and 0.51mm thick, respectively. The holes

in the screen grid have a radius of 0.955mm, and the accel grid holes have a radius of 0.57mm. The

grid separation is 0.66mm [9].

Computational simulations were performed to obtain the expected distribution function for two

different aperture geometries representative of the NSTAR hole pattern. Our simulation was per-

formed using DS2G, a Direct-Simulation Monte Carlo (DSMC) code developed by Dr. Graeme Bird

[42]. This code is designed for use with two-dimensional or axisymmetric problems involving mole-
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(a) NSTAR hole spacing pattern. (b) Cross-sectional view of a single aperture.

Figure 3.2: Triangular hole pattern for NSTAR grids. Both the screen and accel grids have the same
hole-to-hole pitch, p = 2.22mm. The hole radii are R = 0.38mm and R = 0.57mm for the screen
and accel grid, respectively.

cular flow, such as those encountered when dealing with rarefied gases. A thorough explanation of

the method can be found in [43].

3.2.1 Single Aperture in an Infinite Grid

Using the dimensions appropriate for the NSTAR hole pattern (see Figure 3.2), an axisymmetric

simulation domain was created to model the effusion of gas through one aperture in an infinite plane,

and is shown in Figure 3.3. The positions of the screen and accel grids are indicated by the shading.

Simulating the entire domain at once was found to require too many simulated particles to obtain a

sample of the downstream density without significant statistical error. To reduce the computational

time required to obtain a statistical sample of the density downstream of the hole, the simulation

was split into two phases. In the first phase the region extending from approximately eleven accel

grid hole radii (6 mm) upstream from the screen grid to the aperture exit (5a in the figure) was

simulated. There were a total of 16,600 cells that constituted the entire upstream domain used

in the first phase. The second phase simulated only the downstream portion extending from the

aperture exit (5b in the figure) to approximately 24 accel grid hole radii (14 mm) downstream. The

downstream region was made up of 85,000 separate cells.
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Figure 3.3: Simulation domain for a single aperture in an infinite plane. Both the upstream (left
of 5a) and downstream (right of 5b) domains started with zero molecules at the beginning of their
respective simulation phases. The upstream flow conditions had a density of 1018 cm−3, a temper-
ature of 500K, and zero mean velocity (molecules diffused in through sides 2). The positions and
velocities of molecules intersecting 5a during the first phase were recorded, then the particle was
removed from the domain. The recorded molecules from the first phase were used as a molecular
input (at 5b) to the downstream domain in the second phase. Molecules intersecting sides 4 were
removed from the simulation.

The boundary conditions for the domains used for both simulation phases follow.

Boundary 1: Axis of rotation

Boundary 2: Free stream boundary

Boundary 3: Diffuse reflecting surface at a temperature of 500 K

Boundary 4: Vacuum (intersecting molecules removed from domain)

Boundary 5a: Vacuum (molecular output)

Boundary 5b: Molecular input

The free stream was specified to be a flow of argon gas with a density of 1018 cm−3, a temperature

of 500K, and zero mean velocity. Over time, the upstream domain became populated with molecules

due to diffusion of atoms through boundary 2. Argon was chosen to be the gas used in the simulation,

since all atomic parameters were pre-specified for this species, and it is a heavy noble gas like xenon.

The simulation was started with no atoms present within the domain. Once steady state was achieved

during the first phase, approximately 160,000 simulation particles, each representing approximately
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2,400 real atoms, were in the upstream domain at any time. The position and velocity of any particle

that intercepted the surface at 5a, after steady state was achieved, were recorded; the particle was

then removed from the domain. Simulation continued until the states of approximately 1.2 million

atoms were recorded.

During the second phase, the record from the first was used as the input atom source file for

the surface at 5b. The simulation of the particles downstream was started with no atoms in the

domain. For this phase, the number of atoms each simulated particle represented was reduced to

nine to increase the number of simulated atoms within the domain. As the simulation proceeded

the program randomly selected atoms from the input file and added them to the flow at 5b such

that the total flux from this surface was the same as that through 5a during the first phase. Once

a steady state was achieved, approximately 160,000 simulated molecules were in the domain at any

time. Any molecule intersecting boundary 4 was removed from the simulation. The total simulation

took approximately nine days on a modern desktop computer.

During both simulation phases, after a steady state had been obtained, a sample of the atom

density was recorded at periodic intervals. Each sample comprised a record of the density of atoms

within each cell. Over one million samples were obtained during the second phase. The average

density, over these one million samples, for each domain cell was provided as output at the conclusion

of the simulation. Averaging over many samples reduced any statistical fluctuations that might be

present at any particular time.

Measuring from the center of the accel grid hole (where 5b intersects the rotation axis in Fig-

ure 3.3), the density at points along curves of constant radius were interpolated from the data output

from the simulation. The density for various radii �, as a function of the angle χ measured from the

rotation axis, is shown in Figure 3.4 in non-dimensional units. The non-dimensional density is the

angular distribution function, f(χ), obtained by rearranging Equation 3.6:

f(χ) = 4
n0

ρ0

(
�

R

)2

. (3.10)
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Figure 3.4: Non-dimensional angular density distribution of a single aperture in an infinite plane.
The density at various points along curves of constant radius from the accel grid hole center were
interpolated from the averaged data output at the conclusion of the simulation. The non-dimensional
angular density distribution for each curve was computed from Equation 3.10 and plotted as a
function of the angle measured from the rotation axis, χ. For clarity, axisymmetry allows for only
half of each distribution to be shown. The cosine distribution is shown for comparison.

The cosine function, for an infinitely thin hole, is also shown for comparison.

The beaming effect, as a result of an aperture of finite depth, is immediately evident. Despite

averaging over 106 time steps, fluctuations are still within 5-10% of the maximum. The fluctuations

are seen to be greatest at small angles. This is not unexpected. In an axisymmetric case, the volume

represented by each domain cell element is proportional to d2, where d is the distance to the cell

from the axis. At small angles, the cells are close to the rotation axis, which means the volume of

each is relatively small. As the volume of a cell decreases we can expect the probability of molecules

to be found within the volume to decrease as well.

As anticipated, the angular distribution is found to approach a single far-field function as the

distance from the hole increases. The resulting far-field distribution, from which the reduction in

flow rate compared to an infinitely thin hole (Clausing factor) will be found, will be described in

more detail in Section 3.3.
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Figure 3.5: Simulation domain for a pseudo-periodic aperture pattern. Both the upstream (left of 5a)
and downstream (right of 5b) domains started with zero molecules at the beginning of their respective
simulation phases. The upstream flow conditions had a density of 1018 cm−3, a temperature of
500K, and zero mean velocity (molecules diffused in through sides 2). The positions and velocities
of molecules intersecting 5a during the first phase were recorded, then the particle was removed from
the domain. The recorded molecules from the first phase were used as a molecular input (at 5b) to
the downstream domain in the second phase. Molecules intersecting sides 4 were removed from the
simulation. The width of the upstream domain (distance between sides 1 and 6) is equal to one half
of the NSTAR pitch, p/2 = 1.11mm.

3.2.2 Single Aperture with a Pseudo-Periodic Hole Pattern

The previous simulation predicted only the density downstream of a single NSTAR aperture, and did

not include the possible influence that neighboring holes may have on the distribution. To estimate

the effect of surrounding holes, the previous simulation was slightly modified. In an axisymmetric

simulation, it is not possible to exactly model the periodic nature of the triangular pattern of holes

found on the NSTAR (Figure 3.2). Instead, a simulation domain was created that modeled a series

of concentric apertures which allow for influence by the adjacent holes on the density downstream

of the center hole. Since this domain does not exactly model the periodic nature of the NSTAR hole

pattern, we have termed this to be a pseudo-periodic hole pattern. The domain created is shown in

Figure 3.5. The boundary conditions were similar to those used in the previous section to simulate

a single hole, except for the addition of specularly reflecting surfaces in the upstream domain. The

boundary conditions follow.
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Figure 3.6: Effective pseudo-periodic hole pattern. The domain of Figure 3.5 models a series of
concentric apertures. Though the simulation effectively allows atoms to exit through the apertures
surrounding the center, only those exiting through the central aperture are recorded for the purpose
of populating the downstream domain (right of 5b) during the second phase of the simulation.

Boundary 1: Axis of rotation

Boundary 2: Free stream boundary

Boundary 3: Diffuse reflecting surface at a temperature of 500 K

Boundary 4: Vacuum (intersecting molecules removed from domain)

Boundary 5a: Vacuum (Molecular output)

Boundary 5b: Molecular input

Boundary 6: Specularly reflecting surface

The specularly reflecting surfaces (Boundary 6) allow for atoms to pass from the vicinity of

one hole to another. The concentric hole pattern modeled by this domain is shown in Figure 3.6.

Though atoms are permitted to exit through the apertures surrounding the center, only the position

and velocity of those exiting from the center aperture are recorded for the purpose of populating

the downstream domain during the second simulation phase. Thus, the resulting neutral density

distribution downstream of the aperture is a single-hole distribution, but the distribution of atoms

upstream is influenced by the presence of other holes. The width of the upstream domain, i.e., the

distance between surfaces 1 and 6, is equal to one half of the NSTAR pitch, p/2 = 1.11mm.

As for the single aperture simulation detailed in the previous section, the simulation was split

into two phases. The upstream domain extended from approximately eleven accel grid hole radii

(6 mm) upstream from the screen grid to the aperture exit (5a in Figure 3.5), and had a total of
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Figure 3.7: Non-dimensional angular density distribution of a pseudo-periodic aperture pattern.
The density at various points along curves of constant radius from the accel grid hole center were
interpolated from the averaged data output at the conclusion of the simulation. The non-dimensional
angular density distribution for each curve was computed from Equation 3.10, and plotted as a
function of the angle measured from the rotation axis, χ. For clarity, axisymmetry allows for only
half of each distribution to be shown. The cosine distribution is shown for comparison.

15,160 cells. The free stream was specified to be a flow of argon gas with a density of 1018 cm−3, a

temperature of 500 K, and zero mean velocity. The simulation was started with no atoms present

within the domain. Once a steady state was reached, there were a total of approximately 240,000

simulated molecules, each representing 250 real atoms, within the upstream domain at any time. The

position and velocity of all molecules intercepting surface 5a during the first phase of the simulation

were recorded, and then the molecules were removed from the domain. Simulation continued until

approximately 2.5 million molecules were recorded. The simulation of the downstream domain in

phase two was carried out identically to that described in Section 3.2.1.

The angular distribution function, f(χ), for various radial curves is shown in Figure 3.7. The

cosine distribution is shown for comparison. As in the previous simulation, fluctuations are seen for

the data at small angles, and are within about 5-10% of the maximum density. The function is less

than the cosine at all angles. In the next section we will evaluate and compare the non-dimensional

far-field distributions (�/R � 1) from both simulations to the cosine distribution, and obtain the

appropriate Clausing factors for each.
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(a) Single aperture in an infinite plane. (b) Pseudo-periodic aperture.

Figure 3.8: Non-dimensional far-field angular density distributions. Obtained from averaging the
non-dimensional density, f(χ), obtained for �/R = 9 to �/R = 22 in increments of one. The maxium
and minimum range about the mean of all functions used in the average is shown in the Max/Min
curves. Cosine distribution is shown for comparison. The hole axis corresponds to χ = 0. The
Clausing factor for each is obtained by integrating 2 f(χ) sinχ over all angles (see Equation 3.9)
yielding values of W = 0.279 and W = 0.380 for the single aperture and the pseudo-periodic
aperture, respectively.

3.3 NSTAR Aperture Density Function and Clausing Factor

To obtain the far-field distributions from each of the simulations in Section 3.2, the non-dimensional

density, f(χ), was found for radial curves starting with �/R = 9 up to �/R = 22, in increments of

one and averaged together. The two averaged solutions are shown in Figure 3.8 in addition to the

flat hole solution, f(χ) = cos(χ). In Section 3.1 the Clausing factor was defined to be (Equation 3.9)

W =
I

I∗
= 2
∫ π/2

0

f(χ) sinχ dχ. (3.11)

Numerical integration of the two functions (shown in Figure 3.8) yields Clausing factors for the

single and pseudo-periodic apertures of Ws = 0.279 and Wp = 0.380 respectively.

The Clausing factor for the pseudo-periodic aperture is approximately 35% greater than that for

the single aperture. This is evidenced by the higher density at large angles1. The higher density
1In this situation, discussion of the density is synonymous with a discussion of flux, since we have assumed a

constant mean velocity; density and flux are related by a constant. See the discussion leading to the derivation of the
Clausing factor in Equation 3.9.
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at large angles can be explained by the fact that, in the pseudo-periodic aperture, atoms that pass

through the screen grid through a hole adjacent to the center hole can then pass through the accel

grid through the center hole. Such atoms will have trajectories inclined at large angles with respect

to the hole axis. There are some atoms present at these high angles with the single hole, since some

atoms that begin travelling down the channel between the screen and accel grids can collide with a

wall and be reemitted back towards the hole.

Both aperture configurations permit less flow of atoms than an infinitely thin hole, and have

distributions different than the cosine. Normalizing the conditions upstream of an infinitely thin

hole, such as to match the flow rate with one of the apertures, would result in a lower density along

the hole axis and a higher density at large angles, compared with the density distribution of the

aperture. This is demonstrated in the next section, where we compute the total neutral atom density

downstream of the NSTAR grid using both the cosine and the single-aperture density distributions.

3.4 Neutral Distribution Due to Multiple Holes

The DSMC simulations described in Section 3.2 only simulated the neutral density distribution

resulting from atoms effusing downstream through an individual aperture. Earlier, the mean free

path within the discharge chamber was found to be approximately 20 cm. The density downstream of

an aperture is limited by the upstream density, so the mean free path downstream is, at a minimum,

the same as in the discharge chamber. Since the mean free path is on the order of the size of the

engine grids (30 cm), we expect very few collisions between atoms, and so it is reasonable to assume

that the total density downstream of the engine grids can be found by superposition of the density

contributions from all grid holes. The neutral density downstream of an NSTAR-shaped grid was

computed using superposition of both the cosine distribution and the distribution resulting from a

single hole in an infinite plane. The pseudo-code for the method is detailed in Section 3.4.1, and the

res ults are discussed in Section 3.4.2.
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3.4.1 Pseudo-Code: Calculating the Neutral Density

The following pseudo-code outlines the procedure used to determine the neutral atom density at any

point. The density is computed at the desired point by superposition of the contributions from all

grid holes. The code was implemented using Matlab.

1. Let x be the location of the point at which to evaluate the density, N be the total number of

holes, and R be the accel grid hole radius.

2. Let ρ0 be the neutral density inside the engine discharge chamber.

3. k = 0.

4. k = k + 1.

5. Let yk be the coordinates of the center of hole k, and n̂k the normal vector to hole k.

6. Compute the vector between hole k and the evaluation point, �k = x − yk.

7. Compute �k =‖ �k ‖.

8. Compute χk = cos−1
(
�−1
k �k · n̂k

)
.

9. If 0 ≤ χk ≤ 90◦, go to step 10; otherwise n0,k = 0, go to step 11.

10. Calculate the contribution to the density from hole k,

n0,k =
ρ0 f(χk)

2

[
1 − 1√

1 + (R/�k)2

]
. (3.12)

11. If k < N , go to step 4; otherwise go to step 12.

12. Sum all contributions, n0(x) =
∑
k n0,k.

13. Output n0(x).
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3.4.2 Neutral Density Downstream of an NSTAR Grid

The total neutral density distribution downstream of an NSTAR-shaped grid was modeled using

superposition of the contributions from all grid holes. In order to prevent near-infinite contributions

at positions very close to the surface of the grid, the distribution contribution from each hole was

calculated using the following (see Equations 3.5 and 3.6):

n0(�, χ) =
ρ0 f(χ)

2

[
1 − 1√

1 + (R/�)2

]
. (3.13)

At large distances, �/R� 1, Equation 3.13 approaches that of Equation 3.6; at a distance of 0.5 cm

(∼ 10R), the density contributions computed from each relation differ by less than 1%.

The total density was computed using both the distributions resulting from a single aperture in

an infinite plane, and from an infinitely thin hole (cosine distribution). The total flux from each hole

was normalized by reducing the total flux through the infinitely thin hole, i.e., f(χ) = Ws cosχ.

The procedure for computing the density at any point downstream of the grid is detailed in Section

4.4.1. The resulting density distributions, using both the single aperture and infinitely thin hole,

are shown in Figure 3.9.

Comparing the two resulting distributions yields the following conclusions. In the region near

the grid axis and up to approximately 13 cm downstream, the expected neutral density is higher

using the thin hole than using the single aperture, especially within the first couple of centimeters

from the grid surface. Beyond approximately 13 cm in the region near the grid axis, the density

drops off more rapidly for the cosine distribution than for the single aperture distribution. Also,

at high angles with respect to the grid axis, the density drops off less rapidly using the thin hole

than using the single aperture. As we develop the model in Chapter 4, we will find that the high

energy CEX ions that reach points inclined at large angles, with respect to the grid axis (greater

than ∼ 80◦), predominantly originate from the region near the edge of the main beam. As a result,

the differences in the neutral density in this region, due to the different neutral distribution models,

could have a significant impact on the predicted sputtering rates.
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(a) Density distribution resulting from modeling each
hole as a single aperture in an infinite plane.
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(b) Density distribution resulting from modeling each
hole using the cosine distribution.

Figure 3.9: NSTAR neutral density distribution. The density at any individual point is obtained
from superposition of the contributions from all grid holes. Each grid hole is modeled to have the
density distribution of (a) a single aperture in an infinite plane, and (b) an infinitely thin hole (cosine
distribution). In the case of the infinitely thin hole, the total flux through each hole was normalized
to be the same as for the single aperture, i.e., f(χ) = Ws cosχ. Contour line quantities are in terms
of percentage of the upstream density, ρ0.
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In the derivation of the model equations in Chapter 2, we assumed that the CEX ions do not

undergo further collisions once they are created from a charge-exchange collision. Now that we have

estimates to the neutral density distribution around an NSTAR grid, we are in a position to test

whether this assumption is reasonable or not. According to the Beer-Lambert Law, the attenuated

flux, F , of a beam passing through some medium (due to scattering collisions) is

F = F0 exp

(
−
∫ d

0

n0 σ0 ds

)
, (3.14)

where F0 is the flux of the beam at the starting point, s = 0, d is the path length traversed through

the medium, n0 is the density of scattering centers, and σ0 is the total scattering cross-section [23].

In Chapter 4, we will find that the total charge-exchange cross-section for xenon ion/atom collisions

is approximately 55 Å2 for ion energies of 300 eV. Using this cross-section, integrating down the grid

axis of both neutral distributions (Figure 3.9) yields an attenuation of less than 1% for a beam of ions

travelling from the grid surface to a position 30 cm downstream. Though there are collisions between

the CEX ions and the neutral atoms, in light of this small attenuation rate, we feel the assumption

made in deriving the model equations is justified. The assumption of no collisions between CEX

ions and neutral atoms may not be appropriate for describing the plume of an engine operating in

a vacuum chamber, since the background pressure may significantly raise the neutral density and

increase the number of scattering centers [37].

Now, having established a method for determining the neutral density at any point downstream

of the engine grid, we proceed to develop a method for modeling the remaining quantities in the

model equations of Chapter 2.
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Chapter 4

Computation of CEX-Ion Flux and
Sputtering Rate

The primary goal of this work was to develop a model of the plume of an ion engine that incor-

porates the momentum and energy-transfer process during elastic charge-exchange collisions and,

how the resulting energy distribution of CEX ions affects the sputtering rate of specified surfaces

(see Figure 4.1). In Chapter 2 we derived the equations (Equations 2.18, 2.29, 2.33, and 2.34) to be

modeled using certain assumptions of collisionless CEX ions and angle-independent sputtering. It

was found that — in order to compute the energy distribution of CEX ions at any point in space,

and the resultant sputtering rate of a surface due to collisions with the CEX ions — there are certain

quantities which we must be able to compute. The first quantity, the neutral atom density n0, was

examined in Chapter 3, where we developed a method for computing the neutral density at any

point by superposition of the contributions from all grid holes.

The quantities remaining to be computed are the primary ion flux ϕ û du3, the charge-exchange

differential cross-section dσ+/dΩ, the streamtube expansion dÃ/dΩ, and the CEX-ion energy E.

In this chapter we present a model for computing all these quantities, and how we perform the

integration of Equation 2.29, in addition to further discussion of the sputter yield, Y (E). We start

with a discussion of how the electric fields present in the region downstream of the engine can affect

the trajectories of the CEX ions, and how we compute these trajectories.
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Figure 4.1: Sputtering source processes. A high-velocity primary ion collides with a slow atom
downstream of the engine grids and experiences a charge-exchange collision. Scattering at the angle,
θ+, the newly created CEX ion receives energy and momentum from the primary ion. Under the
influence of the electric field formed by the charges downstream, the CEX ion is accelerated, possibly
back upstream towards the spacecraft. Impingement of the CEX ion on a spacecraft surface results
in sputtering of material from the craft.

4.1 Obtaining the Electrostatic Potential

Referring to Figure 4.2, let us assume that an ion scattered from P at the angle θ, with respect to

the primary ion velocity vector, û, has a trajectory passing through S, in the absence of any external

forces (Path 1). Under the influence of external forces, this same ion will, in general, follow a path

that does not pass through S (Path 2). In order for an ion to scatter onto a path passing through

S (Path 3), it must scatter at an angle θ∗.

The contribution to the density and energy distribution at S from ions scattering at θ∗ will be

different than the contribution from those scattering at θ. First, the number of ions scattered into

a solid angle δΩ will be different for each angle, due to the different values of the differential cross-

section dσ/dΩ. Second, the area, δÃ, through which ions pass that are scattered into a solid angle

δΩ will be different for each scattering angle, due to the effect the external forces have on distorting

the streamtube formed by these ions. Third, the kinetic energy of the ions scattered into the two

different angles will be different at the point S, due to the dependence of the initial scattered energy
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Figure 4.2: Example of scattering solutions. In the absence of any external forces, a CEX ion
scattered at an angle, θ, with respect to the primary-ion velocity vector, will pass through the point
S (Path 1). If external forces are present, the same ion will travel on a trajectory that does not
pass through S (Path 2). The CEX ion must scatter at a different angle, θ∗, in order to travel on
a trajectory that passes through S, if external forces are present (Path 3). Due to the different
scattering angles, the energy of an ion that travels to S along Path 1 will be different than the
energy of an ion that travels along Path 3.

on the scattering angle (Equation 2.18). In order to compute an accurate count of the CEX ions

passing through S and their corresponding energies, the electric field (obtained from the electric

potential Φ) influencing their trajectories must be known. In this section we present a model for

determining the electric potential, Φ, from the ion density, ni.

The small mass and resulting high mobility of electrons leads to the situation known as Debye

shielding, in which the electrons move to nearly neutralize the electric field at distances larger than

the Debye length from an ion [44]. We thus assume that the plasma is in a state of quasi-neutrality

for length scales greater than the Debye length. Under the assertion of quasi-neutrality, the electron

and ion charge densities are very nearly equal; ne  ni [12].

In molecular dynamics models it is typical to assume that the neutralizing electrons behave as a

fluid [45], for which the conservation of momentum equation is

me
Due
Dt

≡ me

(
∂ue
∂t

+ ue · ∇ue

)
=
∑
i

Fi. (4.1)

We assume that the only significant forces acting on the electrons are pressure and electrostatic
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forces. Let us also assume that the electrons have reached a steady state in thermal equilibrium

as an isolated population, and that they behave as an ideal gas [12]. With these assumptions, the

momentum equation for the electrons yields

meue · ∇ue = −∇p
ne

+ qe∇Φ = −kBTe∇ne
ne

+ qe∇Φ, (4.2)

where ne is the electron number density, Te is the electron equilibrium temperature, qe is the electron

charge, and kB is Boltzmann’s constant. It is common to assume that the inertial term is negligible,

due to the small mass of the electrons, especially in comparison with the ions [14, 46]. Thus

∇Φ =
kBTe
qe

∇ne
ne

, (4.3)

for which integration yields the Boltzmann relation

Φ − Φ0 =
kBTe
qe

ln
(
ne
ne,0

)
, (4.4)

where Φ0 is a reference potential assigned to the reference density, ne,0. The relation between

the electrostatic potential and the electron density in Equation 4.4 is commonly referred to as

the barometric potential law [12, 14, 47]. From the condition of quasi-neutrality, the electrostatic

potential can be inferred if the density of either species is known. Assuming that the electric potential

is the only source of any significant force acting on the ions [14], the equation of motion for any ion

is

mi
dui
dt

= −qe∇Φ. (4.5)

It is immediately evident that a problem arises if we attempt to use Equation 4.4 to compute

the electric potential. In order to do so we must have a priori information about the ion density

which is the quantity we are attempting to compute in the first place. Computational methods

such as Particle-in-Cell (PIC) models approach this problem by solving for the ion trajectories

and electrostatic potential self-consistently, through sequential time-integration of the equations of
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motion [48]. At each time step the total charge density is computed, from which the potential is

updated by Poisson’s equation or the barometric potential law [46] for the next step. The equations

of motion (Equation 4.5) are then integrated through another time step, using the new potential,

from which the total charge density can be updated. Self-consistent electric potentials and ion

trajectories through the domain of interest are obtained by integrating through a sufficiently large

number of time steps.

In this work we need to compute the electric field downstream of multiple grid shapes. The

time required for a complete self-consistent computation of the electric field using time-integration

methods, such as PIC, for multiple grids makes using these methods impractical. In Section 4.2 we

present an alternate method to compute the electric field, which, though not strictly self-consistent,

may be adequate for our purposes.

4.2 The Charge Density: Computing the Electric Potential

While the expression for computing the electric potential (Equation 4.4) is straightforward, com-

puting the ion density required to determine the potential is, in general, not a trivial matter. To

know the charge density at any point, it must be known from where these charges originated, and

the processes by which they are transported to the location in question. Since the electric field

affects the transport of these ions, the electric potential must be known beforehand. As mentioned

in the previous section, other methods, such as PIC codes, resolve this issue by self-consistently

solving for both the potential and charge distribution at sequential time steps. These methods are

not suitable for optimization problems, since obtaining the solution requires multiple evaluations

of the objective function corresponding to different combinations of parameter values ξ — in the

present case, those defining the shape of the grid (see Section 2.2). Thus, each new combination of

parameters defines a different grid shape, requiring a complete recalculation of the plume. As this

process is computationally impractical, this section presents an alternative method.
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4.2.1 Main Beam Ions

The plume can be viewed as composed of two distinct ion populations — primary-beam ions and

CEX ions [12]. Primary-beam ions are those accelerated through the grids from the discharge

chamber, and are highly energetic; NSTAR primary ions have energies of approximately 1100 eV

for fourteen of the sixteen throttle levels used [9]. CEX ions are those that are created as a result

of charge-exchange collisions, and typically have only a small fraction of the energy of the primary

ions. The CEX ions — scattered at large angles with respect to the grid axis, and accelerated by

the electric fields — make up the significant population of ions outside of the main beam [11]. These

are the ions responsible for sputtering, and the population for which this model solves.

The primary ions originate from within the engine, and accelerate through the grid ion optics to

form beamlets. Both physical observation and detailed computational modeling have shown these

beamlets to have a divergent beam structure, and to merge to form the main beam downstream of

the engine [16, 49].

Each ion beamlet is modeled as an isotropic emission cone, with a divergence half-angle, ϑk,

originating from a point source, y′
k, behind each hole (Figure 4.3). The position of the emission

point is determined to be such that the cone fully encompasses the hole. If yk is the location of the

hole center, n̂k is the normal vector of hole k, and R is the hole radius, then the emission point is

specified to be located at

y′
k = yk − R

tanϑk
n̂k. (4.6)

Let us define a single-hole primary ion velocity distribution function, fp,k(u), such that the

number flux of primary ions from hole k through δA is (using Equation 2.4)

δNp,k(x,u)
δA δt

= np,k(x)fp,k(u) u · n̂ δ3u = ϕk û · n̂ δ3u, (4.7)

where np,k(x) is the density contribution of primary ions at x from hole k. The total primary-ion
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Figure 4.3: Primary-ion beamlet emission source and cone. All primary ions are assumed to originate
from emitting source points located behind each hole. Ions are emitted isotropically within the cone
with half-angle ϑk such that the respective hole is completely subtended by the cone. The velocity
vector of any ion passing through a point P is defined to be the radial vector, r̂k, pointing from the
emission point of origin y′

k.

density at x is found from the superposition of the contributions from all holes:

np(x) =
∑
k

np,k(x). (4.8)

Since the emission is specified to be isotropic within the cone, the flux is independent of the angle

measured with respect to the hole normal, n̂k, and is directed along the rays, r̂k, originating from

the emission point yk. Thus, we can redefine the distribution of primary-ions originating from hole

k in terms of a single-hole primary ion speed distribution function, fp,k(u), such that

fp,k(u) û δ3u = fp,k(u) r̂k δu. (4.9)

Since all the primary ions were originally thermal neutrals located in the discharge chamber at

an elevated potential (1100 eV in the case of NSTAR), it is reasonable to assume that the spread

in primary ion speeds, upon exiting the chamber, is only on the order of the thermal velocity



55

(∼ 300m/s). In comparison with the final exit velocity of the ions, up ≈ 40 km/s, the thermal velocity

is so small that we assume the primary ions are monochromatic, with energy E0 corresponding

to speed up. The assumption of monochromaticity simplifies the single-hole primary-ion speed

distribution function: fp,k(u) = δD(up), where δD(up) is the Dirac delta function. Integrating

Equation 4.7 over all speeds yields

∫
u

unp,k(x) δD(up) r̂k · n̂ du = up np,k(x) r̂k · n̂ = ϕ̄k r̂k · n̂. (4.10)

By continuity, integration of Equation 4.7 over any surface, ℘, fully enclosing the emission point,

is constant and equal to the total beamlet current, Ik, from hole k. Integrating Equation 4.7 over a

spherical shell, centered on and enclosing the emission point, yields

Ik =
∫
u

∫
℘

q ϕk û · dA du3 = q ϕ̄k

∫ 2π

0

∫ ϑk

0

r̂k ·
(‖rk‖2 sinϑ′ dϑ′ dφ′ r̂k

)
= q ϕ̄k r

2
k Δωk, (4.11)

where the solid angle subtended by the emission cone is Δωk = 2π (1 − cosϑk).

Computational models of the NSTAR engine and other ion engines, and physical observation have

shown that neither the beamlet current nor the divergence angle is the same for all holes. For the

NSTAR engine, it has been found that the beamlet current, Ik, decreases and the divergence angle,

ϑk, increases with increasing radius from the grid center [50]. Measurements from the NSTAR engine

operating at the TH15 throttle level have found that the beamlet current peaks at approximately

23mA at the center, and decreases to approximately 6μA for the outermost holes in the grid. The

computed beamlet current for the NSTAR engine, as a function of the distance from the grid center

[50], along with the curve fit used for this study are presented in Figure 4.4. The functional form

for the curve fit used is

Ik = 0.23 exp
[
−
( ρk

7.9

)2
]

+ 0.063 exp

[
−
(
ρk − 9.5

3

)2
]

mA (4.12)

where ρk is the distance, in cm, to hole k from the grid axis. The total beam current, Jb =
∑
Ik,
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Figure 4.4: Beamlet current. The current from any particular grid hole is a function of the distance
between the hole and the grid axis. The solid line indicates results from computations for the NSTAR
done by others [50]. The dashed line represents a normalized curve fit to the data in the solid line,
such as to yield the same total beam current, Jb = 1.48A.

obtained from the computed data shown is equal to 1.48A, and the fitting curve is normalized to

yield the same.

Computations of individual beamlets have shown that the divergence angle varies from ϑk = 8.5◦,

for the higher-current beamlets near the center of the grid, to ϑk = 17◦, for the holes near the edge

[50]. Some computations have found the divergence angle for the low-current beamlets near the

edge to be as high as ϑk = 30◦ [51]. Since the divergence angle influences the vector of motion of

the primary ions, and consequently the required CEX scattering angle, this parameter may have

a significant influence on the CEX-ion energy distribution computed. The ability for the user to

adjust the divergence angle was included in the code, however the effects of adjusting this parameter

were not investigated in this work. To simplify our model, the divergence angle was assumed to be

a constant equal to 11◦ for all holes.

Returning to Equation 4.11, due to isotropic emission within a cone and monochromaticity, the

contribution from hole k to the primary ion flux at any point P (x) is

ϕ̄k û =

⎧⎪⎪⎨⎪⎪⎩
Ik

qΔωk

x−y′
k

‖x−y′
k‖3 if cos−1

(
n̂k · x−y′

k

‖x−y′
k‖
)
≤ ϑk

0 otherwise
. (4.13)
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Figure 4.5: NSTAR main beam ion density. The left figure presents primary ion densities, in ions/m3,
calculated for an NSTAR-shaped grid using the method presented in this work. The primary ions
were assumed to have a speed of up = 40km/s, and the total beam current was Jb = 2.14A.
The individual beamlet divergence angle was assumed to be constant, with a value ϑ = 11◦. The
beamlet current of each hole was calculated using the curve fit in Figure 4.4, and then scaled to
yield the intended total beam current Jb. The right figure shows the primary ion densities, in
ions/m3, calculated using a PIC method by others [52, 53]. The mean primary ion speed for these
computations was 35km/s, and the total beam current was 2.14A.

Finally, the contribution to the primary-ion density at x from hole k is obtained from Equation 4.10:

np,k(x) =
ϕ̄k
up

=

⎧⎪⎪⎨⎪⎪⎩
Ik

qΔωk‖x−y′
k‖2

√
mi

2E0
if cos−1

(
n̂k · x−y′

k

‖x−y′
k‖
)
≤ ϑk

0 otherwise
, (4.14)

where mi is the ionic mass. Primary-ion density contours computed for the NSTAR grid configura-

tion, using Equation 4.14, are compared in Figure 4.5 to computations conducted in previous studies

[52, 53].

Now that we have a method for computing the primary ion density at any point downstream



58

of the grid, we have half of what is required in order to compute the electric field. In the next

section we present how we calculate the CEX-ion density at any point which, when added with the

main beam density, yields the total ion density, from which we can obtain the potential using the

barometric law (Equation 4.4).

4.2.2 CEX Ions

As we have described, unlike the main-beam ions, obtaining the density of CEX ions at any point is

not straightforward; it is the energy distribution of the CEX ions, after all, which we are attempting

to compute in order to predict the sputtering rate at any specified location. Our lack of a priori

information about the CEX-ion density hinders our ability to compute the potential, which, in turn,

is needed to obtain the CEX-ion density to begin with. Within the main beam, where primary ions

are present, this is of small concern, since we will find that the number of CEX ions is significantly less

than the number of primary ions in this region. Due to the logarithmic dependence of the potential

on the ion density (Equation 4.4), the small number of CEX ions (in comparison to the number of

primary ions) makes only a small correction to the potential within the main beam. Outside of the

main beam however, the plume potential is determined solely by the density of scattered ions, since

they are the only positive charges present [11].

To obtain a first approximation to the CEX-ion density outside the main beam, for the sole

purpose of determining the plume potential for an arbitrary grid, one could assume that the CEX-

ion density is constant everywhere. This constant could be any reasonable value, such as an average

from measurements or computational models. The value chosen is rather inconsequential, since the

electric field is determined from the gradient of the potential and so will be zero regardless. This

initial guess could then be improved upon by using it to compute a correction to the CEX-ion

density which, in turn, could correct the potential. This process could be repeated iteratively until

convergence is obtained. Obtaining the self-consistent density at a sufficient number of points from

which an electric field can be found could take as long as a few days on a modern personal computer.

For the final purpose of optimizing the grid shape, this method is impractical due to the immense
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amount of time that would be required to obtain a self-consistent plume potential for each grid

configuration.

According to Equation 4.4, the electric field is proportional to the gradient of the logarithm of

the ion density. Therefore, even significant changes in the ion density may not result in large changes

to the electric field. It will be shown later that the vast majority of CEX ions receive very little

energy from the collision. Since the majority of the CEX ions move slowly, it is reasonable to assume

that large gradients in the CEX-ion density (especially in comparison to the gradients formed at the

edge of the main beam) do not have the opportunity to form. Based on the two assertions of the

logarithmic dependence on density and the formation of only moderate gradients in the CEX-ion

density, we will assume that moderate changes in the shape of the grid do not result in drastic

changes to the total CEX-ion density at any point. Therefore, we will use the CEX-ion density

computed previously by others (shown in Figure 4.6) [53] and assume that, for the sole purpose of

computing the electric potential, the CEX-ion density is unchanging for all grid shapes.

Having established methods to obtain the main-beam primary-ion density (Section 4.2.1), and

the CEX-ion density (Section 4.2.2), we are at the point that we can find the electric potential

in the region surrounding any grid. The following section outlines the procedure followed in order

to do so. The axisymmetric potential downstream of an NSTAR-shaped grid, as computed using

this procedure, is shown in Figure 4.7. An ion temperature of 2 eV was used for this work, since

measurements of the electron temperature during operation of the NSTAR thruster, at the TH15

throttle level, found temperatures between 1-2 eV [13, 15].
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Figure 4.6: Charge-exchange ion density. Obtained from PIC computations performed previously
by others [53] and complements the primary ion densities shown on the right side of Figure 4.5. The
lack of large-density gradients (in comparison with the gradients at the edge of the main beam), and
the logarithmic dependence of the potential on the density leads us to believe the total CEX-ion
density changes relatively little with changing grid shape. For the sole purpose of computing the
electric field, the CEX-ion density is assumed to be unchanging. Densities are in ions/m3.
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Figure 4.7: NSTAR plume potential. Main-beam ion densities for an NSTAR-shaped grid (Fig-
ure 4.5) were computed using the method outlined in Section 4.2.1, and added to the CEX-ion
densities from Figure 4.6. The potential was calculated from the densities using the barometric law
(Equation 4.4), and an electron temperature of Te = 2 eV. Contour values are in volts.
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4.2.3 Pseudo-Code: Calculating the Electric Potential

The following pseudo-code outlines the procedure used to determine the electric potential at any

point. The ion density is computed at the desired point by superposition of the contributions of

primary ions from all grid holes, as well as the CEX-ion density obtained using other PIC models.

The potential is then calculated from the ion density by application of the barometric potential law.

The code was implemented using Matlab.

1. Let x be the location of the point at which to evaluate the electric potential, and Te the

electron temperature.

2. Let {y′
1, ...,y

′
N} be the locations of the N hole emission points, {n̂1, ..., n̂N} be the normal

vectors to the N holes, and {ϑ1, ..., ϑN} the beamlet divergence angles.

3. Let Φ0 be the reference potential at a reference density, ne,0, and E0 the primary ion kinetic

energy.

4. k = 0.

5. k = k + 1.

6. Compute the vector between the emission point of hole k and the evaluation point, rk = x−y′
k.

7. Calculate the angle between the hole normal and rk, ϑ′k = cos−1
(‖rk‖−1rk · n̂k

)
.

8. If ϑ′k ≤ ϑk, go to step 9; otherwise nk = 0, go to step 12.

9. Compute the distance to hole k from the grid axis, ρk, and the beamlet current (Equation 4.12),

Ik = 0.23 exp
[
−
( ρk

7.9

)2
]

+ 0.063 exp

[
−
(
ρk − 9.5

3

)2
]

mA.

10. Compute the beamlet subtending solid angle, Δωk =
∫ 2π

0

∫ ϑk

0 sinϑ′ dϑ′ dφ′ = 2π(1 − cosϑk).
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11. Calculate the contribution to the primary-ion density from hole k (Equation 4.14),

np,k =
Ik

qΔωk‖rk‖2

√
mi

2E0
.

12. If k < N , go to step 5; otherwise go to step 13.

13. Find the CEX-ion density, nCEX, at the evaluation point by interpolating from Figure 4.6.

14. Compute the total ion density at the evaluation point, ni = nCEX +
∑

k np,k.

15. Calculate the potential (Equation 4.4),

Φ = Φ0 +
kBTe
q

ln
(
ni
ne,0

)
.

16. Output ni and Φ.

4.3 Computing Ion Trajectories Through the Electric Field

Sections 4.1 and 4.2 were devoted to computing the electric field present downstream of an ion

engine with arbitrarily shaped grids. This was due to the fact that the field exerts forces on the

scattered CEX ions, and thus affects the computed CEX-ion energy distribution at any particular

target point. The angle at which a group of CEX ions must be scattered from a small volume in

order to pass through the target point is influenced by the electric field. This scattering angle affects

the expected number of CEX ions, for any given primary ion flux, scattered to the target point, and

affects the energy of the scattered ions through the momentum transfer which takes place during

the collision. To determine the required scattering angle, the trajectories of the CEX ions through

the electric field must be known. In this section we present the method chosen to calculate the

trajectories of the CEX ions through integration of the equations of motion — the velocity-Verlet

method.
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4.3.1 The Velocity-Verlet Method

Ion particle trajectories were computed using a velocity-Verlet method, modified for time-step adap-

tation. In the form introduced for the original verlet method [54], the position and velocity of the

particle at a specific time are found using a central difference scheme;

x(t+ h) = 2x(t) − x(t− h) + h2f(x(t)), (4.15)

v(t) =
x(t+ h) − x(t− h)

2h
. (4.16)

At each time step, this algorithm requires only one evaluation of the force function, f(x(t)), and

the storage of the 6N positions of the N particles at the times t − h and t. The positions have an

error of order h4, and the velocities have an error of order h2. In addition to the limited accuracy of

the velocity in this algorithm, our knowledge of the velocity always lags behind the positions by one

time step. The algorithm can be modified for better precision for the velocities; the new algorithm

is commonly referred to as the velocity-Verlet algorithm [54]:

x(t+ h) = x(t) + hv(t) +
h2

2
f(x(t)), (4.17)

v(t+ h) = v(t) +
h

2
[f(x(t)) + f(x(t + h))] . (4.18)

Both the positions and velocities have an error of order h4, and both are known at the same time.

Each time step only requires one function evaluation, f(x(t + h)), and storage of the 9N positions,

velocities, and accelerations, f(x(t)), of the N particles at time t.

One issue encountered when computing ion trajectories is the possible large difference between

the initial and final velocities of any particles. Since this algorithm is an explicit method, care must

be taken to meet the Courant condition, which states that the time step, h, should be no greater

than the time it takes for the particle to traverse adjacent grid points in the discrete grid domain of

the function, f(x) [55]. If a particle starts initially with a very small or even zero velocity, a relatively

large time step can be used, since the positions will change very little between each successive step.
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However, as the particles are accelerated out of the main beam, the large time step appropriate

for the initially small velocity of these ions may be too large to meet the Courant condition for

the subsequent accelerated velocity. Unless a method to adapt the time step is used, a time step

appropriate for the final velocity must be used throughout the entire computation. This can make

the calculation computationally expensive when the final velocity is significantly larger than the

initial velocity.

However, implementing a time-adaptive technique at each time step could substantially increase

the number of computations required, since a new time increment, h, must be computed at each

step. A compromise was made, and a routine was developed where the time increment is updated,

but only periodically, after a specified number of time steps. Provision for the case when the velocity

may be very small, allowing for a very large time increment, was made by introducing a maximum

time increment, hmax. In cases where the Courant condition would allow for time increments larger

than this maximum value, we specify that h = hmax. The pseudo-code for the routine follows.

4.3.2 Pseudo-Code: Time-Adaptive Velocity-Verlet Algorithm

The following pseudo-code outlines the procedure used to implement the velocity-Verlet method

for computing the trajectory of an ion through an electric field. The method was modified to

allow for time-adaptation by recomputing the time-step size hk at regular intervals. The code was

implemented using Matlab.

1. Let x0 and v0 be the initial position and velocity of the particle, and R to be the minimum

distance to move the particle from x0 before terminating the computation.

2. Choose the maximum path length increment per time step, δs < δx, and the maximum time

increment, hmax, where δx is the grid point spacing of the function f .

3. Choose the number of steps between each time increment update, N , and the maximum number

of time steps to evaluate, K.

4. k = 0; n = N .
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5. If n = N , evaluate hk = min
{

δs
‖vk‖ , hmax

}
and go to 6; otherwise hk = hk−1 and go to 7.

6. n = 0; If ‖xk − x0‖ > R go to 11.

7. Evaluate xk+1 = xk + hkvk + h2
k

2 f(xk).

8. Evaluate vk+1 = vk + hk

2 [f(xk) + f(xk+1)].

9. k = k + 1; n = n+ 1.

10. if k = K, go to 11; otherwise go to 5.

11. Output x, v, and h.

4.4 The Differential Cross-Section

Sections 4.1 through 4.3 laid out the details of how we compute the electric field and the individual

ion trajectories through the field. However, to determine the flux of ions through a specific area of

space, we must also know the average number of ions scattered into the trajectory passing through

the area due to multiple similar collisions. This average quantity is determined by the differential

cross-section dσ/dΩ [56].

During an elastic collision between a primary ion and a thermal-neutral atom, there are two

possible outcomes, which are based on the end state of the outermost valence electron of the original

neutral atom. One possible result is that the electron remains with the neutral atom and the

collision is like any other elastic collision between two particles. The second possible outcome is for

the valence electron to transfer from the neutral atom to the primary ion during the interaction, in

what is called a charge-exhange collision. The trajectories of the two particles are no different than

in any other elastic collision between two particles in the same state, however what was originally

the neutral atom is now an ion. Referring to Figure 4.8, imagine a flux of collimated, monochromatic

ions, ϕ̄ û, through a volume of space, δV = δA δx, containing some number of neutral atom targets,

N0. The charge-exchange differential cross-section is defined to be such that the average number of

CEX neutrals due to a charge-exchange collision, δN0
s , measured per unit time, at a large distance
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Figure 4.8: CEX neutrals scattered from a small volume. A flux of collimated, monochromatic ions,
ϕ̄ û, pass through a small volume, δV , around the point P that contains some number of neutral
atoms, N0. The number of CEX ions, δN0

s , scattered into a small solid angle δΩ0 about a scattering
angle θ0 is determined by the charge-exchange differential cross-section, dσ0/dΩ.

from the volume, within some solid angle, δΩ0, of the scattering angle, θ0, measured with respect

to the direction of motion of the ions, û, is [23]

Ṅ0
s (θ0) =

δN0
s (θ0)
δt

≡ N0 ϕ̄
dσ0

dΩ

∣∣∣∣
θ0
δΩ0 = n0 (ϕ̄ û · n̂)

dσ0

dΩ

∣∣∣∣
θ0
δΩ0 δA δx. (4.19)

Similarly, the number of CEX ions due to a charge-exchange collision, δN+
s , measured per unit

time, at a large distance from the volume, within some solid angle, δΩ+, of the scattering angle, θ+,

measured with respect to the direction of motion of the ions, û, is

Ṅ+
s (θ+) =

δN+
s (θ+)
δt

≡ N0 ϕ̄
dσ+

dΩ

∣∣∣∣
θ+
δΩ+ = n0 (ϕ̄ û · n̂)

dσ+

dΩ

∣∣∣∣
θ+
δΩ+ δA δx. (4.20)

Since every collision results in one CEX ion and one CEX neutral, for every CEX ion measured

there must be a corresponding CEX neutral scattered (see Figure 4.9). Therefore, from any specific

volume, the two measured rates of CEX-ion and CEX-neutral production must be equal; i.e., the

quantities in Equations 4.19 and 4.20 must be the same. Therefore

dσ+

dΩ

∣∣∣∣
θ+
δΩ+ =

dσ0

dΩ

∣∣∣∣
θ0
δΩ0. (4.21)
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The quantities δΩ0 and δΩ+ are not independent, but are related to each other in a way such that

the kinematic constraints of conservation of momentum and energy are met. In the infinitesimal

limit:

dΩ0 = sin θ0 dθ0 dφ0, (4.22)

dΩ+ = sin θ+ dθ+ dφ+, (4.23)

since the elastic-collision dynamics between any individual ion and atom can be completely described

in the plane of motion of the two particles, dφ0 = dφ+. Additionally, for elastic collisions involving

identical species, conservation of momentum and energy dictate that the two particles scatter at

right angles to each other, as measured in the lab frame [57];

θ0 + θ+ = π/2. (4.24)

Therefore, in the case of charge-exchange collisions between identical species, Equation 4.21 reduces

to

sin θ+
dσ+

dΩ

∣∣∣∣
θ+

= sin θ0
dσ0

dΩ

∣∣∣∣
θ0

= cos θ+
dσ0

dΩ

∣∣∣∣
π/2−θ+

, 1 (4.25)

or

dσ+

dΩ

∣∣∣∣
θ+

=
cos θ+

sin θ+
dσ0

dΩ

∣∣∣∣
π/2−θ+

. (4.26)

If the charge-exchange differential cross-section between identical species can be measured for either

of the collision products (ion/neutral), the cross-section for the other product (neutral/ion) can be

obtained from Equation 4.26.

Measurements of the charge-exchange differential cross-section were performed at JPL [25]. A

monochromatic, collimated beam of singly charged xenon ions was passed through a target cell

containing neutral xenon atoms at a known pressure and temperature. The density of the xenon
1The pesky negative sign from the relation dθ0 = −dθ+ has been ignored, since we recognize that each quantity

on either side of the equal sign must be positive. The negative sign only affects the order of the limits of integration.
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Figure 4.9: Elastic charge-exchange collision angles in the lab frame. The rate at which ions are
scattered into δΩ+ must equal the rate at which neutral atoms are scattered into δΩ0. In a collision
involving identical particles, the two particles must scatter at right angles to each other, θ0 + θ+ =
π/2.

ions in the target cell was obtained from the ideal gas law. Located downstream of the target cell

was a detector which collected the neutrals produced as a result of the charge-exchange collisions

occuring in the target cell. The remaining ions left in the beam were deflected away from the collector

plate using charged deflection plates. The detector had an active area of 16 cm2, with 256 × 256

pixel resolution. In order to differentiate between different scattering angles, the array of collecting

pixels was divided into rings centered around the beam axis. The scattering angle to any ring was

assumed to be the average of the angles to the innner and outer pixels that define the ring. The

maximum measurable angle was 3.6◦.

The results of measurements (black dots) made for beam ions with an energy of 1100 eV, and

an extrapolated curve fit of the data (red line) up to a scattering angle of 90◦, are shown in Figure

4.10. For identical species, no scattering events can occur at angles greater than 90◦, thus requiring

the differential cross-section to drop off to zero at 90◦. The measurements did not extend up to

scattering angles of 90◦, and we have no further information as to what angle this drop off actually

occurs. The curve fit neglects the presence of a drop off, so we anticipate the extrapolation of the

data to be higher at larger angles than in reality.

The total charge-exchange cross-section is defined to be

σ0 =
∫

Ω

dσ
dΩ

dΩ. (4.27)
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Figure 4.10: Xe-Xe+ charge-exchange differential cross-section. Black dots in the left figure show
data taken from measurements of CEX neutrals from collisions involving primary ions with an
energy of E0 = 1100 eV. The red line in the left figure is a curve-fit to the measured data (black
dots). The right figure is the corresponding differential cross-section for the CEX ions obtained by
transformation of the data in the left figure, according to Equation 4.26.

For charge-exchange collisions between xenon ions and atoms, the total cross-section is finite and has

a value of approximately 55 Å2 for ion energies of 300 eV [58]. A cut-off angle very close to zero, θ0c ,

was imposed where the curve fit for the differential cross-section is constant for all angles less than

this value. This was necessary in order to maintain a finite total cross-section. The extrapolating

curve fit for the data has the functional form

dσ0

dΩ
= 7.2

(
θ0

10◦

)−5/2

Å2/str, θ0c = 0.038◦. (4.28)

The cut-off angle, θ0c , was chosen such that the total cross section was equal to the measured value,

σ0 = 55 Å2. Though this value for the total cross-section is the value for 300 eV ions, it has been

found that at low energies, the total cross-section changes little [58]. The functional form for the

differential cross-section can easily be modified to conform to accurate values of the total cross-

section by adjusting the cut-off angle; however for modest changes in the total cross-section the
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cut-off angle will change very little.

The differential cross-section for CEX ions is shown on the right of Figure 4.10. The rapid

increase of the differential cross-section at angles θ+ <∼ 30◦ is due to both the sin−1 θ+ conversion

from Equation 4.26, and that, as mentioned earlier, the differential cross-section is artificially high as

θ0 → 90◦. The decrease in the differential cross-section as θ+ → 90◦ is due to the cos θ+ conversion

from Equation 4.26, and the imposition of a constant value for θ0 < θ0c . Charge-exchange ion

quantities obtained from scattering angles near these two extremes may be suspect, however it will

be shown later that the scattering angles of relevance to this work do not lie close to either extreme.

4.5 The Sputter Yield

Sputtering is the result of collisions of energetic particles with a surface. As these particles collide

with the surface, any number of atoms may be ejected and, over time, erode the surface material.

Originally thought to be a thermal evaporation-like process, it was later found to be the result of

momentum-transfer cascades within the material being sputtered [30].

Experimental measurement confirms our intuition: Sputtering is a process dependent on the

energy of the colliding particle [33, 30]. As it turns out, the average number of atoms removed by a

collision from an energetic ion is also dependent on the angle at which the ion collides with the surface.

Some models have been developed which predict sputter yields that are in reasonable agreement with

experimental data from high-energy, normal-incidence measurements [28, 33]. However, significantly

less research has been invested in sputter yields of materials involving low-energy (< 1 keV) ions or

at angles other than normal-incidence. Largely motivated by sputtering issues of spacecraft surfaces,

attempts at measurements of low-energy, oblique-incidence sputter yields have been made recently

[26, 59].

As discussed in Chapter 2, for this work we make no assumption of orientation of the surface

being sputtered. Since we have no reason to assume the surface to be facing in one direction over

another, we will consider all collisions to be at normal incidence. This decision was also made

partly due to the limited availability of angular-dependent sputter yield data. Possible inclusion of
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Figure 4.11: Sputter yield for xenon on molybdenum. Measurements indicate a dramatic drop-off of
the sputter yield at ion energies less than approximately 20 eV. Both sets of measurement data were
obtained for oblique-incidence sputtering. The curve-fit is a piecewise continuous, cubic polynomial.

angular-dependent sputter yields in the future is not made forfeit in this model, however instead of

only computing the speed (or energy) of the ions as they reach the target point, calculation of the

velocity vector would be required.

Measurements of the sputter yield of xenon ions colliding with a molybdenum surface have been

made [26, 27], and are reproduced in Figure 4.11. As can be seen from the data, the amount of

material sputtered drops off dramatically for ions with energies less than approximately 20 eV. The

fact that the measured sputtering has been found to be significantly less for ions in this range than

for ions with energies greater than approximately 20 eV, may have serious implications on the ranges

of ion energies expected to do the most sputtering damage, and will be the basis for simplifications

made in the calculations later on.

A piecewise continuous, cubic polynomial curve-fit was used to represent the data in our model.

The functional form of the curve-fit is

log10 Y (E) = αÊ3 + βÊ2 + γÊ + δ, (4.29)

where Ê = log10(E/eV). The coefficients of the polynomial are dependent on the energy Ê, and are
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Table 4.1: Coefficients for piecewise continuous curve fit of the Xe+-Mo sputter yield

α β γ δ

Ê < 1.384 30.679 -144.55 231.39 -128.71
1.384 ≤ Ê < 1.803 0 -3.608 16.147 -19.432
1.803 ≤ Ê < 2.3 0 -2.236 11.105 -14.802

2.3 ≤ Ê 0 0 0.8203 -2.975

listed in Table 4.1. The extrapolating portion of the curve-fit was obtained by matching both the

value and the slope of the curve at Ê = 2.3. It is interesting to note that the slope of the curve-fit

at Ê = 2.3 is close to unity, which is equivalent to a linear relationship between the sputter yield Y

and energy E. Some have suggested that this may be the case for low energies (< 1 keV) [34].

4.6 Ion Behavior: Scattering Angle Solutions and Stream-

tube Divergence

It was stated at the beginning of this chapter that we wish to develop a method for solving the model

equations (Equations 2.18, 2.29, 2.33, and 2.34). The neutral atom density, n0, was dealt with in

Chapter 3. Our model for the primary ion flux, ϕ û du3, was presented in Section 4.2. Given the

required angle, θ+, into which the CEX ions are scattered, we can compute the CEX-ion energy, E,

through application of the methods presented in Sections 4.1 through 4.3. In addition, if we are given

the solid angle, δΩ+, into which the CEX ions are scattered, we can compute the number of CEX

ions scattered through the target area δÃ by using the charge-exchange differential cross-section

discussed in Section 4.4. The question remains as to how we solve for these two required quantities,

θ+ and dÃ/dΩ.

Some insight into how we determine these two quantities can be obtained by examining some

representative trajectories of CEX ions passing through the electric field. Before proceeding to the

full three-dimensional computation, in Section 4.6.1 we present a two-dimensional discussion based

on trajectories of CEX ions scattered on a radial plane of an axisymmetric NSTAR potential. This

discussion will qualitatively help us to interpret the behavior of CEX ions when we no longer restrict
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Figure 4.12: Transformation coordinates of scattered-ion initial conditions. The total speed of an
ion scattered at an angle θ+1,2 is equal to u cos θ+1,2. The initial velocity components are determined
by the angle of scattering, θ+1,2, as well as the direction of the primary ion flow, û.

their movement to two dimensions in Section 4.6.2.

4.6.1 A 2D Example

Imagine the group of CEX ions scattered from a specific volume in space as a result of collisions

with the primary ions associated with a given flux vector, û. We call this a scattering event. Note

that each scattering event produces a number of ions associated with all possible scattering angles.

Further, note that the scattering angle is defined in relation to the primary-ion flux vector, and

that the initial velocity of the scattered ion is dependent on both this scattering angle and the

direction of motion of the primary ions (see Figure 4.12). Some representative scattered CEX-ion

trajectories from a specific scattering event were computed, and are shown in Figure 4.13. The ions

shown are those that originate from the scattering event that occurs at a scattering center located

three centimeters downstream from the base plane of the grid, and two centimeters off the grid axis,

P (x, z) = (2, 3). The primary-ion flux vector from which the CEX ions scattered, û, was specified

to be moving parallel to the thrust axis, ẑ. All scattered ions were assumed to scatter in the same

plane as the scattering center (x-z plane), and to only scatter in the positive x direction.

An important observation to be made from these sample trajectories is that the CEX ions may

initially be swept downstream due to the nature of the electric field inside the main-beam region.
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Figure 4.13: 2D trajectories of ions from one scattering event. The primary ion velocity vector, û, is
specified to be moving parallel to the engine axis, ẑ, through the scattering center, P (x, z) = (2, 3).
All ions are scattered into the same plane as the scattering center (x-z plane) and in the positive
x direction. Note that the CEX ions with higher initial kinetic energy (eg. θ+ = 70◦) are affected
little by the electric field while those with less initial kinetic energy (zero in the case of θ+ = 90◦)
are affected considerably.

Once the ions reach the main-beam edge however, there is a significant gradient in the electric

potential which turns the ion trajectories back towards the spacecraft. This effect is seen to be more

prominent with the low-energy CEX ions that scatter at angles close to 90◦ (see Equation 2.18). This

is the primary reason that CEX ions collide with spacecraft surfaces and cause the sputtering that

we are concerned about. Another interesting observation to be made is that the ions swept farthest

upstream are not necessarily the ions scattered with the minimum initial energy at the largest angle,

i.e., θ+ = 90◦. A clearer demonstration of this can be seen by examining the downstream location

of ions scattered in a range of angles as they reach a specified distance from the grid axis.

Let us assume that we are interested in the location of all scattered ions when they reach an

off-axis distance of 60 cm. Figure 4.14 shows the downstream location of CEX ions scattered in

a range of angles as they pass through the plane at this specified radius. Ions scattered from the

four indicated scattering-center locations are shown. This demonstrates very clearly how there is

a maximum distance that ions will be swept upstream for any particular scattering center and

primary-ion flux direction. In general, the angle at which this maximum occurs is not 90◦. This has
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Figure 4.14: Downstream location at x = 60 cm for ions scattered at different angles. One line is
for each of the scattering events occuring at four scattering locations, PI−IV(x). The trajectories of
ions scattered at different angles from the primary-ion velocity vector, û = ẑ, were computed. The
downstream coordinate, z, of each ion as it passes through x = 60 cm is shown as a function of the
scattering angle. The angles corresponding to an ion passing through the target point S(x̃, z̃) =
(60, 0) are indicated. Top inset: Top view of the thruster, x positions of the four scattering centers,
and the location of the target point S(x̃). Bottom inset: Side view of the thruster and z positions
of the four scattering centers. Arrows indicate the primary-ion velocity vector, û.

a significant impact when determining the total flux of ions to a specific point.

For example, let us assume that we are concerned about the total flux of CEX ions through

the target point at S(x̃, z̃) = (60, 0). We find that one scattering angle from both of the scattering

centers at PI(x, z) = (8, 3) and PIII(x, z) = (-1.25,3) will result in CEX ions passing through the

target point, θ+I = 84.7◦ and θ+III = 87.3◦, respectively. From the scattering center located at

PII(x, z) = (2, 3), we find that there are two scattering angles, θ+IIa = 85.7◦ and θ+IIb = 89.3◦. On the

other hand, no ions from the scattering event occuring at PIV(x, z) = (-7,3) will reach the target

point.
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The physical explanation for the behavior exhibited in Figure 4.14 is as follows: Scattering

events with a relatively small scattering angle result in the ion emerging from the collision with a

relatively large fraction of the total energy in the collision (see Equation 2.16). The effect of the

electrostatic force from the plume on the ion is relatively small and the ion continues on a nearly

straight trajectory from the scattering point. For this specific example, where the primary ions

are moving parallel to the thrust axis, the limiting value of the downstream coordinate z̃ of an ion

scattered from P (x, z) is

z̃θ→0 = z +
x̃− x

tan θ
. (4.30)

An example of this is seen in the first ion trajectory (θ+ = 70◦) pictured in Figure 4.13.

As the scattering angle increases, the scattered CEX ion receives a smaller fraction of the total

collision energy and thus the effect of the electrostatic field on the trajectory of the ion increases. As

the ion passes through the edge of the main beam, it experiences a significant force in the upstream

direction which tends to decrease or even reverse the direction of the ion’s velocity component

parallel to the grid axis. The effect of this can be seen in the second and third ion trajectories

(θ+ = 88◦, 89◦) from Figure 4.13. As the scattering angle continues to increase, and the initial

energy of the scattered ion continues to decrease, the effect of the smaller electrostatic force in the

beam interior — in comparison to the force at the beam edge — grows. The electrostatic field in the

interior of the beam is generally directed downstream, and so begins to have an increasing impact

on sweeping the ion downstream before it reaches the beam edge. Once the ion does reach the

beam edge, it experiences an upstream force which once again sweeps it back upstream. However,

at some critical scattering angle, it will be such that the ion is swept so far downstream within the

beam before encountering the edge, that the force at the beam edge is insufficient to sweep the ion

upstream as far as ions with a slightly smaller scattering angle. For scattering angles larger than this

critical “turn around” angle, the resulting downstream coordinate z̃ at the desired radial distance

x̃ (60 cm in this example) will be located increasingly further downstream. The net result of this

is that it is possible for two unique scattering angles from the same scattering event to result in

ions passing through the same target point, S(x̃). The ions from the scattering point PII(x, z) in
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Figure 4.14 demonstrate this possibility of multi-valued solutions.

At first glance, we may expect that, of the four cases presented in our example, the scattering

event occurring at PII(x, z) would have the largest contribution of ions passing through our specified

target point. Not only does this event have two contributing scattering angle solutions, θ+IIa and

θ+IIb, but the largest scattering angle solution (associated with the largest cross-section) from all the

events shown also occurs for this event. To know if this is truely the case, we must compare the

total flux contribution, through some small area δÃ about the target point, from each scattering

event (Equation 2.27):

δF (x̃,v;x,u) =
δNs

δÃ δt
= n0 ϕ û · n̂ dσ+

dΩ

∣∣∣∣
θ+

(
δÃ

δΩ

)−1

δV δu3. (4.31)

For the moment, let us assume that the neutral density and primary-ion flux is the same for

each scattering center. The two factors which influence the flux contribution from each scattering

event are: (1) the charge-exchange differential cross-section, dσ+/dΩ, evaluated at the scattering

angle solution, and (2) the streamtube divergence, dÃ/dΩ, which describes the area enclosed by the

streamtube formed by the ions scattered in some small solid angle. A large value of the streamtube

divergence describes a situation where the scattered ions spread out due to the influence of the

electric field, where, on the other hand, a small value indicates a focussing effect. Thus we see that

the magnitude of the charge-exchange differential cross-section does not alone determine the amount

of CEX- ion flux from each scattering event, for in cases where the streamtube divergence is very

small, even a small number of scattered ions (small cross-section) can result in a very large flux due

to focussing.

In this two-dimensional example,

dÃ
dΩ

→
∣∣∣∣ dz̃
dθ+

∣∣∣∣ , (4.32)

where we have taken the magnitude, since this must be a positive quantity. Referring back to

Figure 4.14, we could expect the CEX-ion flux contribution to the target point S(x̃, z̃) = (60, 0)

from the scattering event at PIII(x, z) to be substantial, since there is a focussing effect evidenced
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by that fact that dz̃/dθ+ = 0 at the scattering angle solution, θ+III.

Thus we see that Figure 4.14 demonstrates four different possible cases for the solutions which

determine the CEX-ion flux contribution to any particular target point, S(x̃), from a scattering

event occuring at any scattering center, P (x) with a primary-ion flux direction û:

(I) One inclination scattering angle, θ+, results in the scattered ion passing through the target

point; the streamtube area at the target point is greater than zero (|dz̃/dθ+| > 0).

(II) Two unique scattering angles, “high” and “low” energy, result in a scattered ion passing through

the target point.

(III) One scattering angle results in the scattered ion passing through the target point; the stream-

tube area at the target point is equal to zero (dz̃/dθ+ = 0).

(IV) No ion from this scattering event passes through the target point.

The differential cross-section applicable in this situation is the three-dimenional cross-section

integrated over all azimuth angles, i.e.,

dσ
dθ

= 2π sin θ
dσ
dΩ

. (4.33)

Therefore, with all other quantities being equal, the CEX-ion flux contribution from each scattering

event is proportional to the quantity

δF (x̃,v;x,u) ∝ dσ+

dθ

∣∣∣∣
θ+

∣∣∣∣ dz̃
dθ+

∣∣∣∣−1

. (4.34)

This quantity, for each of the example scattering events occurring at the four scattering cen-

ters PI−IV(x, z), is shown in Figure 4.15. The scattering angle solutions for the target point

S(x̃, z̃) = (60, 0) (determined from Figure 4.14) are indicated, and point to the relative CEX-ion

flux contributions from each scattering event. Despite the fact that the largest scattering angle (and

larger cross-section) is associated with PII(x, z), the largest contribution of CEX ions to the target
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point seems to originate from PIII(x, z). This is a direct result of the focussing effect of the electric

field on the ions originating from this point (dz̃/dθ+ = 0).

Perhaps a clearer comparison of the contributions from each scattering center can be seen from

a coordinate transformation. Though it is not a one-to-one mapping, Figure 4.14 provides the re-

lationship between the scattering angle and the downstream distance, z = h(θ+). The inverse of

the function h, g = h−1, yields a multi-valued function describing the scattering angle in terms of

the downstream distance, i.e., θ+ = g(z). Using this inverse function, we can perform a coordinate

transformation of the abscissa of Figure 4.15. The result is shown in Figure 4.16, where the contri-

bution from each scattering event is shown as a function of the downstream location of the target

point S. The previous example for a target point located at S(x̃, z̃) = (60, 0) is indicated.

The multi-valuedness of the ion contribution from any scattering event is apparent. For the

specific example of a target point at S(x̃, z̃) = (60, 0), we can see the significant contribution from

the scattering event at PIII(x, z), the double contribution from the event at PII(x, z), and the single

contribution from the event at PI(x, z). It is also apparent that the event at PIV(x, z) makes no

contribution to the CEX-ion flux to any points (along x̃ = 60 cm) less than approximately z̃ = 4 cm

downstream.

The peaks in Figures 4.15 and 4.16 mathematically approach a value of infinity, for, at these

points, |dz/dθ = 0|. This may prove to introduce difficulty in dealing with the infinite flux predicted

at these points. Physically, an infinite flux is impossible; for here we have assumed a continuum

approach which eventually breaks down as the area through which the ions pass gets too small.

In reality, we must find the average flux through some finite but small area in the vicinity of our

target point. This average quantity can be found by integrating the quantities in Figure 4.16 over

some small, but finite distance — for example, the flux between z = 0 cm and z = 0.1 cm. The

only question that remains is whether the integral over any arbitrarily small but finite area of the

curves is finite, especially in the regions where the values approach infinity. The answer to this is

found by noting that the quantity computed is simply a coordinate transformation of the differential
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Figure 4.15: CEX-ion flux contribution as a function of scattering angle. With all other quantities
equal, the CEX-ion flux from any scattering event is proportional to the differential cross-section,
and inversely to the streamtube divergence. Values computed are for when ions reach a point
x̃ = 60 cm from the grid axis (refer to Figure 4.14). Infinite values occur when the streamtube
becomes focussed by the electric field, dz/dθ = 0. The scattering angle solutions for each scattering
event, such that the ion passes through S(x̃, z̃) = (60, 0), are indicated. Top inset: Top view of
the thruster, x positions of the four scattering centers, and the location of the target point S(x̃).
Bottom inset: Side view of the thruster and z positions of the four scattering centers. Arrows
indicate the primary-ion velocity vector, û.
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Figure 4.16: CEX-ion contribution as a function of downstream location. Obtained from Figure 4.15
by a coordinate transformation of θ+ → z using Figure 4.14. With all other quantities equal, the
CEX-ion flux from any scattering event is proportional to the differential cross-section, and inversely
to the streamtube divergence. Values computed are for when ions reach a point x̃ = 60 cm from the
grid axis (refer to Figure 4.14). Infinite values occur when the streamtube becomes focussed by the
electric field, dz/dθ = 0. The multi-valuedness of the functions indicates the possibility of multiple
scattering angles from the same scattering event that contribute CEX ions to any particular target
location. The contributions to the point at S(x̃, z̃) = (60, 0) are indicated.



83

cross-section, ie.,

σ0 =
∫ π/2

0

dσ
dθ

dθ =
∫ ∞

−∞

dσ
dθ

(
dz
dθ

)−1

dz. (4.35)

Since the integral over all z is bounded, the integral over any range of finite z will also be finite.

4.6.2 Extension to a 3D Example

In the previous discussion, we looked at only scattering events that (1) occurred in the radial

plane, (2) scattered in the positive x direction, and (3) had a primary-ion flux directed parallel to

the thrust axis. In general, not only are there multiple ion flux velocity directions through any

scattering volume, but the scattering event is not restricted to the radial plane. Since in general the

scattered ion will have an azimuthal velocity component (measured with respect to the grid axis),

the scattering locations are also not restricted to the radial plane, but can, in general, be located at

any point where there are primary ions present.

The two parameters fully defining the initial velocity vector for any scattered ion are defined

with respect to the primary-ion velocity vector, û, as shown in Figure 4.17. The primary scattering

angle, θ+, is the inclination angle and is measured from the initial primary ion velocity vector, û.

The initial speed and energy of the scattered ion is directly impacted by this angle, for

v = u cos θ+, (4.36)

where v and u are the magnitudes of the initial velocity of the scattered ion and the velocity of the

primary ion, respectively (see Equation 2.16 and Figure 4.12). The second scattering angle, φ+, has

no influence on the energy of the particle and merely reflects the axisymmetric nature of the collision

process. Where φ+ is defined to be equal to zero is inconsequential—due to the 2π periodicity—so

long as the choice is used consistently.

The initial state of the scattered ion is fully defined by these two scattering angles, θ+ and φ+, if

the primary-ion velocity vector û is known. Let the primary-ion velocity unit vector have the three
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Figure 4.17: Definition of the azimuthal and inclination scattering angles. Both the azimuthal and
inclination scattering angles, φ+ and θ+, are measured with respect to the primary ion velocity
vector, û. The zero-point for φ+ is arbitrary, due to the averaged 2π azimuthal symmetry of
the scattering process, and is of no consequence to the initial speed or energy of the scattered
ion. The φ+ = 0 convention shown here was chosen due to the resulting simple rotation matrices
(Equation 4.39). The initial speed of the scattered ion is v = u cos θ+.

velocity components, û = (ûx, ûy, ûz). Let us then define the two angles θu and φu, such that

sin θu ≡
√
û2
x + û2

y, and (4.37)

cosφu ≡ ûx√
û2
x + û2

y

. (4.38)

The initial velocity unit vector, v̂ = (v̂x, v̂y, v̂z), of the scattered ion can then be found from the

following rotation operation:

v̂ =

⎛⎜⎜⎜⎜⎜⎜⎝
v̂x

v̂y

v̂z

⎞⎟⎟⎟⎟⎟⎟⎠ =

⎛⎜⎜⎜⎜⎜⎜⎝
cos θu cosφu − sinφu sin θu cosφu

cos θu sinφu cosφu sin θu sinφu

− sin θu 0 cos θu

⎞⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎝
sin θ+ cosφ+

sin θ+ sinφ+

cos θ+

⎞⎟⎟⎟⎟⎟⎟⎠ (4.39)

It can be verified that û · v̂ = cos θ+. The magnitude of the initial velocity of the scattered ion is

described by Equation 4.36.
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In Section 4.6.1 we examined the locations that scattered ions passed through a specified plane

(x̃ = 60 cm), and obtained sets of curves — one curve for each scattering event. A procedure similar

to that used to construct the curves in Figures 4.14 through 4.16 can be used for the more general

3D case, however, instead of obtaining sets of curves, sets of surfaces will be obtained. Each point

on these surfaces will represent some parameter defining the position of a CEX ion scattered with

the pair of scattering angles, (θ+, φ+).

In the 2D example, the downstream distance z at which the ion trajectory passed through the

plane at x̃ = 60 was the quantity of interest, however this is inadequate for the 3D case. It is very

easy to imagine situations in which the scattered particle would never have a trajectory passing

through the plane at x̃ = 60; the value would not exist. Let us imagine a sphere that is centered

on the scattering center, P (x), and such that the target point, S(x̃), lies on the surface of this

sphere. The radius of this sphere is Rs = |x̃ − x|. For any scattered ion with scattering angles

(θ+, φ+), there exists a point on this sphere, T (x′), through which the ion will pass. We will make

the 3D analogy of the downstream distance z, from the 2D example, to be the length of the chord,

D(θ+, φ+), joining the location that the trajectory passes through the surface of the sphere, T (x′),

and the target point, S(x̃), i.e., D(θ+, φ+) = |x′ − x̃|. By this definition, the minimum attainable

value occurs when the ion passes through S(x̃): Dmin = 0. The maximum value occurs when the

ion passes through the point diametrically opposed to S(x̃): Dmax = 2Rs. Figure 4.18 graphically

depicts the definition described.

For any scattering location and primary-ion velocity vector, a surface can be constructed depict-

ing the relationship between the two scattering angles, φ+ and θ+, and the chord length described

above, D(θ+, φ+). For example, let us assume that now the scattering center is not located in the

radial plane passing through the point of interest, but is instead located at the general cartesian

coordinates, P (x, y, z), and the target point is located, as before, at S(x̃, ỹ, z̃) = (60,0,0). In this ex-

ample, rather than primary ions moving parallel to the thrust axis, we will assume that the primary

ions have the velocity angles θu = 10◦ and φu = 180◦. The resulting surfaces and contours for scat-

tering events occuring at four different scattering centers PI−IV(x) are shown in Figures 4.19 through
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Figure 4.18: Scattering target interception sphere. A sphere is centered on the scattering center P (x).
The target point S(x̃) is located on the surface of the sphere and defines the radius, Rs = |x̃ − x|.
An ion scattered from P with the scattering angles (θ+, φ+) passes through the surface of the sphere
at the position T (x′). The chord length, D(θ+, φ+) = |x̃ − x′|, is computed.

4.22. The scattering-angle solutions (those pairs of scattering angles which result in an ion passing

through the specified target point) for any scattering event are those angles for which D(θ+, φ+) = 0.

For example, the scattering event at PII(x) has two solutions: (1) (θ+1 , φ
+
1 ) = (110.0◦, 89.1◦), and

(2) (θ+2 , φ
+
2 ) = (159.5◦, 86.1◦). The scattering event at PIV(x), on the other hand, has no solutions

that result in scattered CEX ions passing through the specified target point, S(x̃, ỹ, z̃) = (60, 0, 0).

The 2π-periodicity in φ+ is apparent.

The four cases shown present the analogous 3D extension of the four cases discussed in the 2D

example:

(I) One unique pair of scattering angles, (θ+, φ+), results in the scattered ion passing through the

target point; the streamtube area at the target point is greater than zero (dÃ/dΩ > 0).

(II) Two unique pairs of scattering angles result in a scattered ion passing through the target point.

(III) One unique pair of scattering angles results in the scattered ion passing through the target

point; the streamtube area at the target point is equal to zero (dÃ/dΩ = 0).

(IV) No ion from this scattering event passes through the target point.
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Figure 4.19: Chord-length surfaces and contours for the scattering event at PI(x) = (12, 6, 2). The
chord length between the target point S(x̃) and the point T (x′) that an ion passes through the
target sphere, D(θ+, φ+), is a function of the scattering angles of the ion, (θ+, φ+). The primary-ion
velocity vector angles are specified to be θu = 10◦ and φu = 180◦. Top figure: Top view of the
thruster, indicating the relative position of the four example scattering centers PI−IV(x) and the
target point S(x̃) = (60, 0, 0). Middle figure: Chord-length surface as a function of the pair of
scattering angles (θ+, φ+). Bottom figure: Constant value contours of the chord-length surface.
One scattering solution (where D(θ+, φ+) = 0) exists for this scattering event.
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Figure 4.20: Chord-length surfaces and contours for the scattering event at PII(x) = (5, 6, 2). The
chord length between the target point S(x̃) and the point T (x′) that an ion passes through the
target sphere, D(θ+, φ+), is a function of the scattering angles of the ion, (θ+, φ+). The primary-ion
velocity vector angles are specified to be θu = 10◦ and φu = 180◦. Top figure: Top view of the
thruster, indicating the relative position of the four example scattering centers PI−IV(x) and the
target point S(x̃) = (60, 0, 0). Middle figure: Chord-length surface as a function of the pair of
scattering angles (θ+, φ+). Bottom figure: Constant value contours of the chord-length surface.
Two scattering solutions (where D(θ+, φ+) = 0) exist for this scattering event.
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Figure 4.21: Chord-length surfaces and contours for the scattering event at PIII(x) = (0.95, 6, 2).
The chord length between the target point S(x̃) and the point T (x′) that an ion passes through the
target sphere, D(θ+, φ+), is a function of the scattering angles of the ion, (θ+, φ+). The primary-ion
velocity vector angles are specified to be θu = 10◦ and φu = 180◦. Top figure: Top view of the
thruster, indicating the relative position of the four example scattering centers PI−IV(x) and the
target point S(x̃) = (60, 0, 0). Middle figure: Chord-length surface as a function of the pair of
scattering angles (θ+, φ+). Bottom figure: Constant value contours of the chord-length surface.
One scattering solution (where D(θ+, φ+) = 0) exists for this scattering event.
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Figure 4.22: Chord-length surfaces and contours for the scattering event at PIV(x) = (-14, 6, 2).
The chord length between the target point S(x̃) and the point T (x′) that an ion passes through the
target sphere, D(θ+, φ+), is a function of the scattering angles of the ion, (θ+, φ+). The primary-ion
velocity vector angles are specified to be θu = 10◦ and φu = 180◦. Top figure: Top view of the
thruster, indicating the relative position of the four example scattering centers PI−IV(x) and the
target point S(x̃) = (60, 0, 0). Middle figure: Chord-length surface as a function of the pair of
scattering angles (θ+, φ+). Bottom figure: Constant value contours of the chord-length surface.
No scattering solutions (where D(θ+, φ+) = 0) exist for this scattering event.
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Given a particular scattering event with a primary-ion velocity, u, a scattering center location,

P (x), and a target point location, S(x̃), we must solve a boundary value problem in order to

determine the solution angles, (θ+, φ+). The goal is to locate all scattering angle pairs for which

D(θ+, φ+) is a minimum. Any pair for which D(θ+, φ+) = 0 is a solution. Computing the surfaces,

of which Figures 4.19 through 4.22 are examples, for every possible scattering event is impractical.

Instead, a Gauss-Newton with an inexact line search root-finding algorithm was developed [35]. The

pseudo-code for the method is presented in the following section.

4.6.3 Pseudo-Code: Scattering Angle Partial Gauss-Newton Search Al-

gorithm

The following pseudo-code outlines the procedure used to implement a Gauss-Newton root finding

algorithm. Due to the presence of saddle points in the function for which we wish to find the locations

of the minimum values, a steepest-descent method was also incorporated for use when the hessian is

not positive-definite. The Gauss-Newton/steepest-descent method is used to compute the direction

in which to search for the minimum, and also computes an estimate to the step size to take in that

direction. An inexact line search was incorporated for obtaining an estimate to the actual location

the minimum is found in the search direction. This algorithm is used in all cases when it is desired

to compute the scattering angle at a certain location required to send CEX ions through the target

point. The code was implemented using Matlab.

1. Let x0 and v0 be the scattering center position and primary-ion velocity vector, respectively.

2. Let coordinates of target point, S, be x̃, and find the radius of the target sphere, R =‖ x̃−x0 ‖.

3. Choose threshold values to determine when to terminate iteration, εD, εφ, and εθ.

4. k = 0. Choose an initial guess for the azimuth and inclination scattering angles, Φ0 = [φ0, θ0].

5. k = k + 1.
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6. Find initial velocity vectors for nine sample ions, using all combinations of the scattering

angles, Φ̂ik = {φk − δφ, φk, φk + δφ} ∪ {θk − δθ, θk, θk + δθ}.

7. Integrate the equations of motion for the sample ions until all pass through the target sphere.

8. Locate coordinates for each ion where each trajectory intercepts the target sphere, x′i
k.

9. Compute the chord length between ion intercept points and target point, D̂i
k = ‖ x′i

k − x̃ ‖.

10. If there is any D̂i
k ≤ εD, then go to step 22; otherwise go to step 11.

11. Determine the gradient, gk = [gφk , g
θ
k]
T = ∇D̂k, and hessian, Hk = ∇

(
∇D̂k

)T
, using central

difference; compute the eigenvalues of Hk.
(
∇ ≡ [∂/∂φ, ∂/∂θ]T

)
.

12. If both eigenvalues are positive, go to step 13; otherwise go to step 15.

13. If gφk ≤ εφ and gθk ≤ εθ, then go to step 22; otherwise go to step 14.

14. Compute the Newton step, sk = −H−1
k gk. Go to step 17.

15. Compute the Jacobian, Jk = ∇ (x′
k − x̃), using central difference.

16. Solve for the Newton step, sk, such that (x′
k − x̃) = −sTk J.

17. Choose N equi-spaced scale lengths, α̂i, such that 0 < α̂i ≤ 1.

18. Find initial velocity vectors for N sample ions using the scattering angles, Φ̂ik = Φk + α̂isTk .

19. Repeat steps 7 through 9.

20. If there is any D̂i
k ≤ εD, then go to step 22; otherwise go to step 21.

21. Interpolate for αk such that Dk is a minimum at Φk+1 = Φk + αksTk . Go to step 5.

22. D* = D̂i
k and Φ* = Φ̂ik. Output Φ* and D*.



93

4.7 Computing the Ion Flux and Sputtering Rate

Sections 4.1 through 4.6 were devoted to developing methods for computing the individual quantities

included in the CEX-ion flux integral of Equation 2.29. The remaining tasks are to (1) develop a

method for evaluating the integral over all primary-ion velocity vectors and all space, (2) compute

the ion flux energy distribution through differentiation (see Equation 2.33), and finally (3) evaluate

the sputtering rate of a surface located at a specified target point (see Equation 2.34). The concept

of a beamlet shell is introduced in Section 4.7.1. The beamlet shell enables simple evaluation of all

the desired quantities by summing the contributions from each individual hole. An example of the

implementation of the model is given in Section 4.7.2.

4.7.1 The Beamlet Shell

For any grid hole, k, let us construct a spherical beamlet scattering shell with a radius rk and a

thickness δr. In Section 4.2.1 we defined a hole beamlet to be the isotropic emission cone with a

divergence half-angle ϑk, originating from a point source y′
k behind the hole. We define the sphere

from which this beamlet shell originates as centered on the emission point for the hole in question.

We construct a square mesh of scattering centers that conforms to the surface of the shell, and has

a width such that the mesh fully encompasses the perimeter of the shell. An example of a beamlet

shell and scattering-center mesh is shown in Figure 4.23.

A small volume element of the shell contained within the subtending solid angle, δω, is equal

to δV = r2 δω δr. Any point on the shell has a normal vector n̂ = r̂. Substituting Equation 4.13

into Equation 2.27 yields the flux of CEX ions from this volume element, due to collisions involving

primary ions originating from hole k:

δFk(x̃,v;x,u) =
n0Ik
qΔωk

dσ
dΩ

∣∣∣∣
θ+

(
dA
dΩ

)−1 x − y′
k

‖x − y′
k‖3

· r̂ r2 δω δr. (4.40)
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Figure 4.23: A beamlet shell. The shell is comprised of the portion of a sphere that is subtended by
the beamlet cone with divergence angle ϑk. The sphere is centered on the emission point y′

k, has a
radius r, and a thickness δr. A square mesh of scattering centers is constructed on the surface and
fully encompasses the perimeter of the shell.

Since the beamlet shell is centered on the emission point for the hole, x − y′
k ≡ r, we obtain

δFk
δr

=
n0Ik
qΔωk

dσ
dΩ

∣∣∣∣
θ+

(
dA
dΩ

)−1

δω. (4.41)

To reiterate, this expression is equal to the non-directional flux, per unit beamlet-shell radius,

through the target point S(x̃), due to scattering events occuring from a shell element subtended

by δω, located on the shell at x. The contribution from the whole beamlet shell is obtained by

integrating over the entire solid angle, subtended by the emission cone, Δωk = 2π(1 − cosϑk).

Evaluating this integral and allowing δr → 0 we obtain

dFk
dr

∣∣∣∣
r

=
Ik

qΔωk

∫
Δωk

n0
dσ
dΩ

∣∣∣∣
θ+

(
dA
dΩ

)−1

dω. (4.42)

The integral in Equation 4.42 is calculated numerically in the following manner: A mesh of J

scattering points within the shell of radius r is constructed, where the coordinates of point j are

xk,j . Each scattering point in the mesh is associated with a portion of the total surface area of the
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shell, δak,j , where
J∑
j=1

δak,j = r2Δωk. (4.43)

The solid angle enclosing the area associated with each scattering point is then computed to be

δωk,j =
δak,j
r2

. (4.44)

The quantites within the integral of Equation 4.42 are then computed for the scattering events at

each of the scattering points. The numerical integral is then equal to

dFk
dr

∣∣∣∣
r

=
Ik

qΔωk

J∑
j=1

[
n0,j

dσ
dΩ

∣∣∣∣
θ+k,j

(
dA
dΩ

)−1

j

δωk,j

]
, (4.45)

where n0,j is the neutral atom density at xk,j , θ+k,j is the scattering-angle solution obtained using the

search algorithm from Section 4.6.3, and (dA/dΩ)j is the streamtube expansion for the scattering-

angle solution.

Other than how they influence the plume potential, we have to this point assumed that the

primary ions are non-interacting, and so the contribution to the CEX-ion density at a specific target

point from one hole is completely independent of the contribution from any of the other holes in the

grid. Therefore, the total flux, per unit shell radius, through the target point S(x̃) is found from

the superposition of the contributions from all K grid holes:

dF
dr

∣∣∣∣
r

=
K∑
k=1

J∑
j=1

[
n0,jIk
qΔωk

dσ
dΩ

∣∣∣∣
θ+k,j

(
dA
dΩ

)−1

j

δωk,j

]
. (4.46)

To compute the sputtering rate, we need to know the CEX-ion flux energy distribution, Γ (see

Equations 2.33 and 2.34). Numerical differentiation of the CEX-ion flux is achieved by summing

only those areas of the shell, δωk,j from which CEX ions with energies between E and E + δE
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originate, i.e.,

dΓ
dr

∣∣∣∣
E,r

=
∂2F

∂E ∂r

∣∣∣∣
E,r

=
K∑
k=1

⎧⎪⎪⎨⎪⎪⎩
∑
j

E≤Ej<E+δE

1
δE

[
n0,jIk
qΔωk

dσ
dΩ

∣∣∣∣
θ+k,j

(
dA
dΩ

)−1

j

δωk,j

]⎫⎪⎪⎬⎪⎪⎭ , (4.47)

where Ej is defined by Equation 2.18. The sputtering rate, per unit shell radius, is thus obtained

from Equation 2.34:

dΥ
dr

∣∣∣∣
r

=

[
d
dr

∫ Emax

0

Y (E)Γ dE

]
r

=
∫ Emax

0

Y (E)
dΓ
dr

∣∣∣∣
r

dE. (4.48)

The integral can be approximated by dividing the energy range into M increments:

dΥ
dr

∣∣∣∣
r

=
M∑
m

⎛⎜⎜⎝ K∑
k=1

⎧⎪⎪⎨⎪⎪⎩
∑
j

Em≤Ej<Em+1

Y (Em)

[
n0,jIk
qΔωk

dσ
dΩ

∣∣∣∣
θ+k,j

(
dA
dΩ

)−1

j

δωk,j

]⎫⎪⎪⎬⎪⎪⎭
⎞⎟⎟⎠ . (4.49)

4.7.2 Example: Computing Quantities for One NSTAR Beamlet Shell

For the purpose of demonstration, a beamlet shell with a radius of r = 1.293 cm was constructed for

one hole on the NSTAR grid model. The center of the hole had coordinates, yk = (3.11, 8.07, 1.34),

and unit normal vector, n̂k = (0.061, 0.158, 0.986). The hole had a radius of h = 0.057 cm and a

beamlet cone half-angle of ϑk = 11◦. According to Equation 4.6, the emission point was located

at y′
k = (3.09, 8.03, 1.05). Using the plume potential computed for the NSTAR grid model (see

Figure 4.7), the scattering solution angles (θ+k,j , φ
+
k,j) to scatter an ion to the point S(x̃) = (60, 0, 3)

from each mesh point P (xk,j) were found using the Gauss-Newton algorithm (see Section 4.6.3).

The top figures in both columns of Figure 4.24 show the inclination angles θ+k,j corresponding

to a minimum chord length D(θ+, φ+)min. The angles are plotted as a function of the local shell

coordinates, such that the scattering point located at the center of the shell is specified to be

(x′, y′) = (0, 0). The multi-valuedness of the solution is evident for a majority of the scattering

centers. Of the four different cases outlined in Section 4.6.2, Case II applies to those points with

two solutions. The column of figures on the left graphically depict the quantities associated with
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the lower branch of solutions, which, for reasons made apparent later, we will refer to as the “high-

energy” branch. The right column of figures depict the quantities associated with the upper branch

of solutions, which we will refer to as the “low-energy” branch.

It can be seen that there is a locus of points where the two solutions merge. The bottom figures

in both columns present the chord length (on a logarithmic scale) used for determining if an ion

passes through the target point. The scattering points with two solutions all have a chord length

Dmin < 10−4 cm, which was the maximum tolerance value, εD, used for evaluating whether an ion

has passed through the target point. Along the locus of points where the two solutions merge it is

seen that the chord length rapidly increases. Scattering points located beyond this locus have no

solution resulting in an ion scattering through the target point (Case IV). It was found that the

root-finding algorithm used for locating the angles corresponding to the minimum chord length did

not operate optimally in cases where Dmin 	= 0, thus the data is significantly more noisy for those

points, with no solution than for those points where Dmin = 0.

In both columns, the second figure from the top displays the corresponding azimuth angle solu-

tion, φ+
k,j . The large jump seen to occur for both the high- and low-energy branches is due to the

2π-periodicity of the azimuth angle and the specific branch cut chosen for displaying the results;

while the azimuth solution may look discontinuous it is, in fact, continuous. An ion scattered from

the scattering point at the center of the shell at an azimuth angle φ+ = 0 would be scattered parallel

to the x′-axis.

In the absence of an electric field, the scattered ions would follow asymptotically straight trajec-

tories. If this were the case, the cross-sectional area of a streamtube δÃ subtended by a solid angle

δΩ, at a distance Rs from the scattering point, would be the area of the sphere, with a radius equal

to Rs, subtended by δΩ. Thus, for non-interacting ions on asymptotically straight trajectories,

(
dÃ
dΩ

)∗
=
R2
s dΩ
dΩ

= R2
s, (4.50)

where Rs is the distance between the scattering center P (x) and the target location S(x̃). With the
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Figure 4.24: Beamlet-shell mesh-scattering solution quantities. Each point in the beamlet shell mesh
(see Figure 4.23) has one or more inclination scattering angle solutions (top left and right figures)
that minimize the interception sphere chord length D (bottom figures). The left and right columns
correspond to the lower- and upper-solution branches, respectively. The apparent discontinuities
in the azimuth scattering angle solutions (second figures from the top) are due to the branch-cuts
chosen for display. A value of unity for the streamtube expansion coefficient (third figures from the
top) indicates expansion identical to that of uniform divergence. The energies of the scattered ions,
at the target point, are shown in the fourth figures from the top.
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presence of the plume, this relation no longer holds in general. We define a streamtube expansion

coefficient, which is a measure of how similar the streamtube expansion of ions scattered in an

electric field is to that of those scattered without the presence of an electric field, Λ:

Λ ≡ dÃ/dΩ
(dÃ/dΩ)∗

=
1
R2
s

dÃ
dΩ

. (4.51)

A coefficient value of unity would be interpreted to be that the streamtube, at that point, has

expanded to the same cross-sectional area as if the ions had followed asymptotically straight trajec-

tories. A value less than one would indicate a focussing effect on the ions, and a value greater than

one indicates that the streamtube has diverged more than those on asymptotically straight trajec-

tories. The third figure in both columns of Figure 4.24 shows the streamtube expansion coefficient,

Λ, for ions scattered within a small solid angle of the solution inclination scattering angle, θ+.

In the case of the high-energy branch, it is seen that the coefficient approaches a value of unity as

the scattering angle θ+ decreases. This is not unexpected, for as the scattering angle decreases, the

initial ion velocity and energy increases. As was seen with the trajectories in Figure 4.13, the electric

field has a diminishing influence as the initial ion energy increases (e.g., θ+ = 70◦ vs. θ+ = 90◦). As

the scattering angle increases it is seen that the coefficient increases up to a value of approximately

three for the high-energy branch ions, and to even larger values for the low-energy branch where the

scattering angle approaches 90◦. It is also seen that the coefficient drops off quickly and obtains a

zero value at the locus of points between the regions where there are multiple solutions and where

there is no solution. The scattering points along the dividing locus correspond to Case III where

there is one solution and dÃ/dΩ = 0. From our analysis of the 2D example, this is to be expected,

for Case III was found to be the solution at the transition between two solutions, and no solution,

and |dz/dθ| = 0.

The chaotic, noisy behavior of the streamtube expansion coefficient in the region where there is

no solution is attributed to the non-optimum execution of the root-finding algorithm in this region.

The values obtained in this region are inconsequential to our calculation since these points have no
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scattering solution, and thus make no contribution to the CEX-ion flux. The significant noise in the

coefficient values for the low-energy branch is attributed to the sensitivity of these ions to the plume

potential; computational error from interpolation and finite difference methods is more evident with

these ions.

The fourth figure in each column of Figure 4.24 shows the kinetic energy E (in electron-volts)

of the ion, scattered at (θ+, φ+), as it passes through the target point. It is clearly evident that

as the inclination scattering angle increases, the energy decreases, as per Equation 2.18. In this

example, the potential difference between the scattering point and the target point is ΔΦ = 13.0

eV, a value the ions scattered at the largest scattering angles are close to approaching. Though the

definition of “high” energy is relative, all ions scattered according to the lower branch have a larger

energy than those scattered according to the upper branch. Thus the lower branch is labeled as the

“high-energy” branch since the energies of ions from this branch are higher than those of ions from

the upper, or “low-energy” branch.

The plots in Figure 4.24 contain all the data needed in order to compute the contribution of

CEX ions scattered to the target point, S(x̃), from all scattering points, P (x), contained within this

beamlet shell. Figure 4.25 demonstrates how the summand of Equation 4.45 is constructed from the

data shown in Figure 4.24. All points, xk,j , in the mesh which are not in the actual beamlet shell

(i.e., not subtended by the beamlet), or for which there is no solution resulting in an ion passing

though the target point (Case IV), are removed from the mesh, as shown in the topmost plot of

Figure 4.25. Below this plot is shown the neutral density computed for each point remaining in

the mesh. Below these figures, the data is again split into two columns, where the data associated

with the lower branch of scattering angles are in the first column and the data associated with the

upper branch of scattering angles are in the second column. The top figure in each column shows

again the inclination scattering angles as from Figure 4.24. Following this figure is plotted the

corresponding values of the differential cross-section, as computed from Equation 4.28. As expected,

the differential cross-section for points in the “low-energy” branch have a larger value than for those

in the “high-energy” branch. The third plot in each column shows the streamtube area expansion,



101

dÃ/dΩ.

The contribution from mesh point j to the sum of Equation 4.45 is the product of the neutral

atom density n0,j , the differential cross-section dσ+/dΩ, and the inverse of the streamtube expansion

dÃ/dΩ evaluated at that point. The contribution from each mesh point in this example is shown in

the last plot of Figure 4.25. As in the 2D example, we see that the largest contributions come from

those points for which Case III applies (dÃ/dΩ = 0).

The CEX-ion flux energy distribution contribution to the target point from the shell of this

example is obtained by evaluating the quantity within the braces of Equation 4.47, i.e.,

dΓk
dr

∣∣∣∣
E,r

=
Ik

qΔωk δE

∑
j

E≤Ej<E+δE

[
n0,j

dσ
dΩ

∣∣∣∣
θ+k,j

(
dA
dΩ

)−1

j

δωk,j

]
. (4.52)

If there is a relatively small number of points in the beamlet shell from which to compute the energy

distribution, a large amount of numerical noise may arise. With a small number of beamlet-shell

points, very few of these points may contribute ions within any particular energy range. To increase

the probability of finding shell points contributing ions to any specific energy range, either the energy

range δE or the number of shell points must be increased. While increasing the energy range is a

viable option it reduces the resolution of the energy distribution; it is more desirable to increase the

number of shell points so that we can have a statistically significant number of points contributing

to each energy range from each shell.

Since the root-finding algorithm of Section 4.6.3 must be executed for each mesh point in the

shell, increasing the number of points in the beamlet shell could make computation of all quantities

highly impractical. Fortunately, all the quantities, as evidenced in Figure 4.24, seem to be well

behaved and vary slowly. This lends the computation to the use of interpolation. After computing

for a mesh with a relatively small number of points, the relevant quantities can be interpolated

to a finer mesh of the same beamlet shell through bilinear- or another 2D-interpolation method.

This provides essentially no limit to the number of particles we can simulate, and thus can supply

a sufficient number of particles to each energy range to significantly reduce statistical noise. The
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Figure 4.25: Beamlet-shell summand quantities. Mesh points within the beamlet shell example
that contribute to the CEX-ion flux are shown in the top figure. The neutral atom density at
each contributing point in the shell is shown in the second figure from the top. The left and
right columns correspond to the lower- and upper-inclination scattering angle solution branches (see
Figure 4.24). Differential cross-sections corresponding to the scattering angle solutions and the area
expansion dA/dΩ quantities are shown in the second and third figures from the top of each column,
respectively. The contributions to the summand of Equation 4.45 are shown in the bottom figures.



103

0
103

104

105

106

107

20 40 60 80

441 points
17,809 points

Energy (eV)

C
E

X
Io

n
F
lu

x
D

is
tr

ib
ut

io
n

dΓ
k
/d
r

(i
on

s/
cm

2
· s)

/e
V
· c

m

Figure 4.26: Beamlet-shell contribution to the CEX-ion flux distribution. The contribution to the
CEX-ion flux energy distribution, per unit shell radius, from the sample beamlet shell of Figure 4.25,
is found from evaluating the sum of Equation 4.52. Increasing the number of mesh points in the
beamlet shell can improve the resolution of the energy distribution and reduce statistical noise. The
17,809 points used to compute the distribution corresponding to the solid line were obtained using
bilinear interpolation of the quantites of the original 441 mesh points (see Figure 4.24). The shell
radius is r = 1.293 cm.

effectiveness of interpolation from a coarse to a finer mesh for the shell used in our example (see

Figures 4.24 and 4.25) is demonstrated in Figure 4.26.

The dotted line presents the contribution to the CEX-ion flux energy distribution, per unit shell

radius, computed using only the original J = 441 mesh points (see Figure 4.24). The statistical noise

is evident. Bilinear interpolation was used to interpolate the values for J = 17, 809 scattering mesh

points representing the same original shell. The solid line shows the resulting energy distribution

contribution computed from using this increased number of mesh points. The total distribution

was obtained using contributions calculated from both scattering branches (high- and low-energy).

The vast majority of the contribution for energies below E = 16 eV is from the low-energy branch,

whereas the high-energy branch is solely responsible for all contributions above E = 16 eV.
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4.7.3 Example: Sputtering Rate Contribution from One NSTAR Beamlet

The full energy distribution, as a function of both shell radius and CEX-ion energy, for the hole

and beamlet used in the previous example is shown in Figure 4.27, and was obtained by evaluating

Equation 4.52 for multiple beamlet-shell radii. The distribution of Figure 4.26 corresponds to the

line in Figure 4.27, at a constant radius of r = 1.293 cm. The apparent jaggedness of the forefront

edge of the surface is due to the fact that the flux drops to zero at this edge, which cannot be depicted

well in graphical form on a logarithmic plot. More frequent sampling by reducing the increments in

both the shell radius and ion energy would smooth the jaggedness of the edge.

It is evident that the most energetic ions originate from shells close to the grid surface. It is also

apparent that, in all shells, the largest flux comes from ions with energies less than approximately

20 eV. This is anticipated, for these low-energy ions come from collisions where the scattering-angle

solution is very close to 90◦, and the majority of the ion energy is obtained from the potential

difference between the scattering location and target point (see Equation 2.18). The cross-section

is largest for scattering angles close to 90◦, and thus explains the largest flux at low energies. For

this example, we can see that the contribution to the flux from shells with a radius greater than

approximately 11 cm drops to zero.

The complete contribution to the CEX-ion distribution at the target point from all collisions

that occur within one beamlet is obtained by integrating Equation 4.52, at constant energy, over all

shell radii, i.e., (using Equation 4.47)

Γk|E =
∫ ∞

rmin

dΓk
dr

∣∣∣∣
E,r

dr =
∫ ∞

rmin

∂2Fk
∂E ∂r

∣∣∣∣
E,r

dr. (4.53)

The lower limit of the integration, rmin, corresponds to the radius for which the shell is at the surface

of the grid. Using Equation 4.6,

rmin = |yk − y′
k| = R cotanϑk. (4.54)



105

0

0

103

104

105

106

107

2
4

6
8

10
20 40 60 80 100

Shell Radius r (cm)
Energy E (eV)

C
E

X
Io

n
F
lu

x
D

is
tr

ib
ut

io
n

dΓ
k
/d
r

(i
on

s/
cm

2
· s

)/
eV

·cm

Figure 4.27: Beamlet contribution to the CEX-ion flux distribution. Evaluating Equation 4.52 for
multiple beamlet-shell radii, yields a surface parameterized by the CEX-ion energy E and shell radius
r. The distribution of Figure 4.26 corresponds to the line at constant shell radius, r = 1.293 cm.
The vast majority of the flux is from ions with energies less than approximately 20 eV. The highest-
energy ions originate from collisions in beamlet shells closest to the grid surface. The contribution
from this beamlet to the energy distribution of CEX-ions at the target point, Γk, can be obtained
by integrating, at constant energy, over the shell radius.

In practice, the upper infinite limit of the integration can be replaced by the maximum shell radius,

rmax, from which any contribution is made. There is no closed-form solution to find this radius and

it must be found by trial and error. In the case of this example, Figure 4.27 indicates a maximum

shell radius of approximately rmax = 11 cm.

The energy distribution for the beamlet and target point used in this example, integrated over

shell radius using Simpson integration, is shown in Figure 4.28. An interesting fact to note is that,

even though there are significantly fewer ions at the high energies than at the lowest energies (3 to

4 orders of magnitude difference), the noise seems to be significant at the low energies. The primary

source of this noise is expected to be from the computation of the streamtube expansion. It was

discussed earlier, and seen in Figure 4.25, that an accurate and relatively noise-free computation of

dA/dΩ becomes difficult for low-energy ions.
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Figure 4.28: Spatially integrated beamlet contribution to the flux distribution. Simpson integration
of the lines at constant E of Figure 4.27, over shell radius, yields the contribution to the CEX-
ion flux energy distribution from the beamlet of our example. This is equivalent to evaluating
Equation 4.53. Further integration over energy yields the total flux contribution from the entire
beamlet to the sample target point, Fk.

Another contributing factor to the noise is the rapid increase of flux from points in the beamlet

shells where the streamtube expansion gets very small. We discussed in the 2D example of Section

4.6 how, mathematically, an infinite flux can arise, without violating mass conservation, due to

focussing of the streamtube by the electric field (dA/dΩ → 0). However, regardless of mathemat-

ical correctness, large flux contributions can be difficult to handle accurately in a computational

algorithm, where we approximate infinitesimal quantities with finite values, i.e., dV → δV .

We are now at a point that we can compute the total CEX-ion density at the target point. By

Equation 2.33, integration of the energy distribution over the CEX-ion energy E yields the scalar

value of the total CEX-ion density contribution at the target point from the entire beamlet chosen

in our example:

ns,k =
∫ ∞

0

v−1Γk dE. (4.55)

The total CEX-ion density at the target point is obtained by summing the contributions from all
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the grid beamlets:

ns =
K∑
k=1

ns,k. (4.56)

When discussing how we obtain the plume potential, from which we could determine ion trajec-

tories, we had to make an assumption about the form of the potential (see Sections 4.1 and 4.2).

The ability to determine the density at various target points is very desirable, for doing so closes the

loop in the path to computing ion trajectories and a potential that are self-consistent. The original

potential used can be compared to the one obtained here, and, if necessary, the potential can be

modified to recompute the densities.

As was seen in the shell contribution (see Figure 4.26), the vast majority of CEX ions arriving

at the target point from this beamlet have energies less than approximately 20 eV. This being the

case, the average CEX-ion energy would be expected to be in the vicinity of 20 eV — of the order of

the potential difference between the main beam interior and spacecraft surface. This is in agreement

with the assumption (discussed in Section 1.2) that others have used in their simulations of the

CEX-ion plume environment: they assume all CEX ions scatter at 90◦, with zero initial energy

[15, 16].

Unfortunately, due to the large amount of noise present in the flux distribution (Figure 4.28) at

low energies, the resulting computation of the density from numerical integration of the distribution

would be suspect. Resolving the aforementioned issues that cause the large amount of noise would

need to be resolved before confidence could be placed in the densities obtained through this method.

That being stated, integration of the distribution in Figure 4.28 yields a total density contribution

to the target point from this beamlet of ns,k = 1.67 × 104 /cm3. The energy below which 5% of

the total contribution is made occurs at approximately 14 eV. Similarly, 10%, 90%, and 95% of the

total density are from ions below approximately 15, 28, and 36 eV, respectively.

If we were to assume that this beamlet is typical of all the holes in the grid, we could obtain an

estimate of the total density at the target point. There are 14,845 holes in the grid, thus the total

density would be estimated to be approximately ns = 2.5 × 108 /cm3. The density at this same

point computed from the CEX-ion densities used to obtain the initial plume potential (see Section
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4.2.2) is approximately ns = 1.1 × 107 /cm3, about an order of magnitude less than our estimated

value.

For several reasons, the difference in the two computed values of the CEX-ion density at the

chosen target point is not unexpected. First, the assumption that this particular beamlet is typical

is not accurate. It was described earlier that the total beamlet current depends on the location

of the hole with respect to the grid axis. With the beamlet current profile used (Equation 4.12),

21.8% of the total beam current comes from the inner 11.1% of the total grid area, or all the holes

within the first third of the total radius. Conversely, 32.4% of the total beam current comes from

the outer 55.5% of the grid area, or all holes in approximately the outer third of the radius. In other

words, there are a large number of beamlets with a total current greater than the current of the

beamlet from our example, and an even larger number of beamlets with less total current. Second,

the hole used in our example, located at yk = (3.11, 8.07, 1.34), is in the half of the grid closest to

the target point, and has a normal vector partially directed towards the target point. Many of the

holes located in the other half of the grid, with normal vectors pointed away from the target point,

will contribute very little or nothing to the ion density. Additionally, there are other factors which

make direct comparison of our computed density with that obtained from the other computation

difficult. There are many specific parameters used in each computation that are not directly used

in the other. Assumptions and conversions must be made in order to make the two computations

loosely correspond with the same operating conditions. For example, the upstream neutral density,

while specified in this model, is not an explicit parameter of the other.

For the purposes of this work, while computing the total CEX-ion density at any point is desirable,

our primary goal is to know how much sputtering we can expect at the target point. Using the form

for the sputtering yield presented earlier (Equation 4.29), the integrand of Equation 4.48 is shown,

as a function of energy and shell radius, in Figure 4.29. The data for this figure was obtained by

multiplying the value at each point in the surface of Figure 4.27 with the value of the sputtering yield

evaluated at the corresponding energy. One of the most important results to note from this figure is

that the entire low-energy ion population has been all but wiped out, due to the high sensitivity of
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Figure 4.29: Beamlet contribution to the sputtering rate. Multiplying the sputter yield with the
distribution contributation from each beamlet shell of Figure 4.27, results in a surface depicting the
sputtering rate parameterized by the CEX-ion energy E and beamlet shell radius r. The beamlet of
this example contributes an amount equal to the volume under the surface to the sputtering rate at
the target point. The high sensitivity of the sputter yield to energy results in a very minor sputtering
contribution from the dominant population of low-energy ions.

the sputter yield to energy. The total sputtering rate, per unit area, due to CEX ions originating in

this sample beamlet is obtained by integrating over both shell radius and energy (equivalent to the

volume under the surface). Thus we see that, though the low-energy ions are the most populous,

they make a very small contribution to the sputtering integral. Additionally, the significant noise we

found associated with our computation of the flux of the low-energy ions will have an insignificant

impact on the computed value for the sputtering.

In a manner similar to how we obtained the CEX-ion flux energy distribution of Figure 4.28, the

distribution of sputtered atoms, integrated over shell radius, is shown as a solid curve (left axis) in

Figure 4.30, i.e.,

dΥk

dE

∣∣∣∣
E

=
∫ ∞

rmin

Y (E)
dΓk
dr

∣∣∣∣
E,r

dr. (4.57)

The curve can be obtained from the product of the sputter yield with the energy distribution (see



110

00
0

10

20

30

0.2

0.4

0.6

0.8

20 40 60 80 100

5%

10%

90%

95%

n90%
s n95%

s Energy (eV)

Sp
ut

te
re

d
F
lu

x
D

is
tr

ib
ut

io
n

dΥ
k
/d
E

(×
10

3
at

om
s/

cm
2
· s

)/
eV

C
um

ul
at

iv
e

Sp
ut

te
re

d
F
lu

x

Υ
(E

) k
=
∫ E 0

dΥ
k
/d
E

′ d
E

′

(×
10

3
at

om
s/

cm
2
· s

)

Figure 4.30: Integrated beamlet sputtering contribution. The solid line (left axis) is obtained from
the product of the sputter yield with the energy distribution of Figure 4.28, or by integrating
Figure 4.29, at constant E, over all beamlet radii. The dashed line (right axis) is the cumulative
integral, over energy, of the quantity represented by the solid line. The CEX-ion energies below
which 5%, 10%, 90%, and 95% of the total sputtering contribution from this beamlet are indicated.
For reference, the energies below which 90% and 95% of the total density contribution from this
beamlet are also shown. The most energetic ions (upper 5%) are responsible for nearly 90% of the
total sputtering from this beamlet.

Figures 4.11 and 4.28), or by integrating, at constant E, the data of Figure 4.29 over shell radius.

Note that the energy E of both Figures 4.28 and 4.29 is the CEX-ion energy, not the energy of the

sputtered atom. The quantity of Equation 4.57 is the rate that atoms are sputtered from the surface,

per unit area, per unit CEX-ion energy, due to all the CEX ions originating from the beamlet of

our example and colliding with the surface with energies between E and E+ dE. The dash-dot line

in Figure 4.30 is the cumulative integral (right axis), over energy, of the sputtering rate (solid line):

Υ(E)k =
∫ E

0

dΥk

dE′ dE′. (4.58)

Ions with energies less than approximately 30 eV are responsible for 5% of the total sputtering

contribution from this beamlet, as indicated in the figure. Similarly, 10%, 90%, and 95% of the total
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sputtering is due to ions with energies less than approximately 35, 77, and 82 eV, respectively. The

energies at which the computed density reaches 90% and 95% of the contribution are also indicated,

for reference. As can be seen, 95% of the density contribution, composed of CEX ions with energies

less than approximately 36 eV, only accounts for a little more than 10% of the total sputtering

contribution: nearly 90% of the sputtering is due to the 1-in-20 ions with energies more than 36 eV.

The largest contribution to the sputtering rate originates from CEX ions with energies in the vicinity

of 56 eV.

The average potential drop between points within the beamlet and the target point is approx-

imately 13 eV. Assuming this to be a typical value for ΔΦ, CEX ions arriving at the target point

with energies of E = 36 eV, 56 eV, and 82 eV would have scattering angles of θ+ = 81.7◦, 78.6◦, and

75.5◦, respectively. These results seem to provide a very strong case for the argument that CEX

collision dynamics, while it only has a minor effect on the CEX-ion density at any point, plays a

very important role in determining the sputtering rate of surfaces within the vicinity of the thruster.

Other models, which assume all CEX ions emerge from collisions with zero initial energy (θ+ = 90◦),

do not account for the dynamics of these collisions.

We must keep in mind the role that the sputter yield plays in these calculations. The results

obtained in our one-beamlet example are dependent on the sensitivity of the sputter yield to CEX-

ion energy. The data we used to obtain the sputter yield was from measurements made from xenon

colliding with molybdenum. While previous ion engine grids have been made using molybdenum,

current designs frequently use carbon-fiber material, which is much more resistant to sputtering.

Additionally, since we are looking at locations surrounding the engine, and not the grid surface itself,

there are many other materials which may be used to construct different spacecraft components,

such as solar arrays, which are of concern to those designing the craft. All these different materials

may be more- or less-sensitive to sputtering overall. More importantly, however, is the sensitivity of

the sputtering to the energy of the impinging ions. Materials with sputter yields that do not have

such a dramatic decline in sputtering with decreasing energy, compared to molybdenum, may not

have the same results as found here: the low-energy ions may not only dominate the density, but
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the sputtering as well.

It took approximately 30 minutes on a modern desktop computer to do the entire computation

required to obtain the data contained in Figure 4.30. The large majority of this time was spent

executing the root-finding algorithm which determines the scattering-angle solutions. This execution

time is impractical, for, to obtain the final expected sputtering rate at a specific point around any

particular grid, the computations shown in this example must be repeated for all of the nearly 15,000

holes. Some savings in time could be made by both reducing the number of mesh points (J = 441

in this example), and reducing the number of shells computed in each beamlet (some beamlets

may also not require as many shells as others, due to a small contribution). Additionally, since

the model is based on the superposition of individual beamlets, the model is amenable to parallel

computing methods which, given the required computing resources, could significantly decrease the

time required.

All of these time-saving methods make little difference in an optimization problem, as we are

attempting to do. Incorporating this model into an optimization routine requires computing the

sputtering rate for multiple grids, not only the multiple holes of one grid. In order to implement an

optimization routine using this model, we must reduce the computational time required. In Chapter

5 we discuss some time-reducing simplifications made.

4.8 Chapter Summary

In this chapter we developed the means to compute the remaining quantites required in order to

evaluate the CEX-ion flux and sputtering integrals derived in Chapter 2. The primary-ion flux is

modeled as mono-energetic ions originating from point emission sources located behind each grid

hole. Superposition of the density contributions from each hole yields the total main-beam ion

density at any individual point in space. The barometric law is assumed to model the plume

potential, from which we obtain the electric field, which relates the potential to the logarithm of the

total ion density. For the sole purpose of computing the potential, an unchanging CEX-ion density

map is assumed, and was obtained from previous simulations of the NSTAR plume. Individual ion
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trajectories through the plume are calculated using a time-adaptive velocity-Verlet algorithm.

Both the charge-exchange differential cross-section and the sputter yield were obtained from

physical measurements, which were parameterized by applying simple curve-fits. The differential

cross-section data was from scattering measurements of xenon ions, with an energy of 1100 eV,

colliding with stationary (thermal) neutral xenon atoms. The data for the sputter yield was obtained

from measurements of xenon ions impinging on a molybdenum surface.

A two-dimensional problem was analyzed from which information was obtained that assists both

in developing the model, as well as in interpreting results from the full three-dimensional problem. It

was found that, from any small scattering volume, there may be multiple scattering angle solutions,

which result in CEX ions passing through the specified target point, associated with any primary ion

velocity vector. The presence of multiple solutions imply that there are certain “turn around” angles

where the streamtube of ions scattered at these angles gets focussed. Scattering-angle solutions that

approach one of these “turn around” angles result in a very large flux through the target point,

due to the focussing effect, dA/dΩ → 0. A Gauss-Newton root-finding algorithm was developed in

order to locate the scattering-angle solutions for any primary-ion velocity vector passing through a

specified point in space.

In order to facilitate numerical integration of the ion flux and sputtering rate equations, the idea

of a beamlet shell and mesh were introduced. As an implementation example, one beamlet shell

within an NSTAR beamlet was modeled. It was demonstrated how all the required quantities are

computed for mesh points in the beamlet shell, and from which the numerical integral was computed.

An example was also shown of how the sputtering rate contribution from one beamlet is obtained

by integration over multiple beamlet shell radii. The vast majority of CEX ions were found to have

energies comparable to the potential difference between the scattering point and the target point

ΔΦ. This is in agreement with the assumption made in other models: most CEX ions receive very

little energy from the charge-exchange collision process. Though the calculated CEX-ion density

was found to be within the range of values computed by other models, it was determined that the

current model inadequately treats the lowest-energy ions. Since the low-energy ions are the most
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populous, density calculations from this model are unreliable.

Despite the inadequacies of the model in its treatment of low-energy ions, it was found that the

majority of the sputtering is due to collisions involving CEX ions that have significantly more energy

than ΔΦ. This is a direct result of the sensitivity of the sputter yield to energy. Since the sputtering

contribution from the low-energy ions was found to be so small, it was determined that the errors

in computing the number of these ions have little impact on the computed sputtering rate. It was

found that the highest-energy CEX ions originate from a region very close to the grid surface. These

ions are the products of ion-atom encounters involving collision angles smaller than 90◦, and were

found to have values in the low 80◦s or lower. This finding is in disagreement with other models,

where the the assumption is that collision dynamics play a minor role in sputtering, due to the vast

majority of low-energy ions.

Implementation of the model, as presented in this chapter, was found to be a formidable task,

due to the large amount of time required. If the computation was to be done for only one grid,

parallel computing methods could be used to reduce the required time to a reasonable amount.

However, incorporating the model into an optimization routine, for which computation of multiple

grids would be required, is impractical. We compare, in Chapter 5, the results obtained using

some simplifications with those obtained using the full computational description discussed in this

chapter.
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Chapter 5

Approximation Technique

In order to obtain the complete energy distribution at any particular point due to CEX ions, the

computation described in Chapter 4 must be done for every hole in the mesh modeling the grid. The

time required to do this computation for all of the approximately 15,000 holes is impractical, and

thus an approximating technique was sought to reduce the amount of time to compute the energy

distribution, yet still yield approximately the same results.

5.1 LOS Approximation Method

5.1.1 Description of the Approximation

One of the simplest approximations is to assume that the plume potential has no effect on the

trajectories of the CEX ions; i.e., upon scattering, an ion will follow an asymptotically straight,

line-of-sight (LOS) trajectory from the scattering point. This approximation makes computing the

scattering angle required for any ion to scatter to the target point relatively simple: it is the angle

between the primary-ion velocity vector, and the vector from the scattering point to the target point,

cos θLOS =
û · (x̃− x)
|x̃ − x| . (5.1)

This is significantly faster to compute than integrating the equations of motion! Additionally, as

discussed in the previous chapter, an ensemble of such trajectories will have a streamtube area

expansion equal to R2
s; the expansion coefficient defined in Equation 4.51 has a value of unity
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Figure 5.1: Beamlet shell mesh scattering solution quantities: LOS approximation method. The
figures in the left column show the scattering angle solutions and ion energies of the “high-energy”
solution branch (lower), from points in one beamlet shell computed using the full-trajectory method
(from Figure 4.24). Only mesh points that contribute to the CEX-ion distribution at the target
point are shown (Dmin = 0). The right column of figures shows the same properties computed using
the energy-conserving LOS scattering approximation. Only mesh points with physically possible
scattering angles (θLOS ≤ 90◦) are shown.

everywhere.

A different approximation that can improve on the above, that is also relatively simple to com-

pute, is to enforce conservation of energy for each particle. In general, there is a potential drop

between any scattering center located in the main beam and the target point, which results in the

scattered ion having more kinetic energy (and velocity) at the target point. In this approximation,

Equation 2.18 is still satisfied:

E = E0 cos2 θLOS − ΔΦ. (5.2)

A comparison of some of the beamlet-shell scattering properties found through full computation,

and the energy-conserving LOS assumptions, are shown in Figure 5.1. The top figure on the left

side shows both scattering-angle solution branches found through the full trajectory computation
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(see Figure 4.24). Those points in the beamlet shell for which there is no contributing solution have

been removed. Immediately below this figure is the corresponding energy of each ion upon arrival

at the target point (also reproduced from Figure 4.24). Only the energy of those ions scattered from

the “high-energy” branch (lower) are shown. The top figure on the right side shows the scattering

angle found simply based on the LOS assumption. Using the full computation method of Chapter

4, an ion scattered from a point in the beamlet shell was determined to contribute to the CEX-ion

distribution at the target point if the scattered ion passed through the target point (i.e., Dmin = 0).

The LOS method has no way to determine the accuracy of the assumed scattering angle θLOS, nor

how close any trajectory scattered at such an angle actually comes within the vicinity of the target

point, if it were to actually pass through the electric field. Under the LOS-scattering assumption,

the only means by which to decide whether a particle contributes to the CEX-ion distribution at

the target point is by whether the angle is physically possible. Therefore for LOS scattered ions,

only those scattered at angles less than the physical limit of 90◦ are shown and considered to have

trajectories passing through the target point. The lower-right plot of Figure 5.1 shows the energy the

particle has upon arriving at the target point, if energy conservation is enforced (see Equation 5.2).

Significant differences and similarities can be found between the inclination angles computed

using the two methods. The first significant difference between the two methods is the simple fact

that the LOS method only yields, at most, one solution whereas we showed earlier that the full

trajectory analysis yields, in general, multiple solutions. Comparison of the scattering angles shows

that the LOS trajectories are similar to the lower branch of scattering-angle solutions, corresponding

to the ions scattered with more energy than those from the upper branch. These “high-energy” ions

are less susceptible to the effects of the plume potential, than those ions scattered from the upper

branch, and thus have straighter trajectories, which are more similar in nature to the trajectories

assumed in the LOS approximation. The contributing area of the beamlet shell to the ion distribution

at the target point is smaller for the LOS method than for the full-trajectory analysis method.

Though it may be difficult to tell from the figure, the LOS scattering-angle solution is greater than

the angle computed using the full-trajectory analysis at every point in the beamlet shell. Insight
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into the reason for this (and exceptions) can be obtained by examining the situation presented

in Figure 4.2. In this case, the LOS trajectory is represented by Path 1, and the ion trajectory

computed using the full analysis is represented by Path 3. As we saw earlier in Figure 4.13, the

effect of the plume potential on the scattered ions generally tends to deflect the ions back towards

the engine or spacecraft. Thus, an ion scattered at the LOS angle θLOS will take a trajectory passing

further upstream if the electric field is considered (Path 2) than if it is not (Path 1). The ion for

which the effect of the electric field is considered (in the full trajectory analysis) must scatter at an

angle smaller than the LOS angle in order to pass through the same target point (compare Paths 1

and 3). Of course, also demonstrated by Figures 4.13 and 4.14, is that this is only the case for ions

scattered at angles less than the critical “turn-around” scattering angle, where the ions begin to drift

downstream due to lack of sufficient energy or momentum to overcome the increasing relative impact

of the electric field inside the main beam. This suggests that an even more accurate approximation

would include not only a correction to the ion energy (through ΔΦ), but also a correction to the

LOS scattering angles, to account for the deflection of the trajectories due to the plume potential.

There are different possible methods one could use to implement this correction. The simplest

would be to add or subtract a constant value to the LOS angles, in order to make the computed

angle and LOS angle match at one point in the shell; knowledge of only one angle, computed using

the full-trajectory analysis, in each shell is required. Another method could, in addition to matching

the scattering angle at one point in the shell, also match the gradient of the surface at one point;

a minimum of three angles, again computed using the full-trajectory analysis, would be required

for this procedure. Progressively more sophisticated approximations could be made such as to

conform the shape of the beamlet shell LOS scattering-angle surface (upper-right plot of Figure 5.1)

function closer to that of the surface obtained from full computation (lower branch, upper-left plot

of Figure 5.1). Such approximations would also require increasingly more information about the

shape of the surface. Due to the time required to compute each correct scattering angle through the

full-trajectory analysis, we choose to implement the simplest method here — adding or subtracting

a constant value to the LOS solution angles.
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How to choose the position in the shell at which to make the two beamlet scattering-angle solution

surfaces match is arbitrary, and depends on which region of the surface the most accuracy is desired.

The results from the complete computation outlined in the previous chapter demonstrated how the

largest amount of sputtering is expected from the energetic ions. Since we are concerned about

sputtering for this work, it was decided to match the maximum ion energy for each beamlet shell.

Since we have already assumed to implement energy conservation through inclusion of ΔΦ, matching

the maximum ion energy is equivalent to matching the smallest scattering angle.

Beamlet-shell functions like those shown in Figure 4.24 were computed for various beamlet-shell

radii, and for holes at different locations on the NSTAR grid model. In all those computed, it was

found that the scattered ion with the most energy from any particular beamlet shell originated from

the beamlet-shell edge nearest to the target point. For example, the highest-energy ions scattering

from the beamlet shell in Figure 4.24 originate from the edge at x′ ≈ 0.23 cm, and the target

point is located in the vicinity of x′ ≈ 57 cm. We are confident that this is generally the case,

and thus implementation of matching the smallest scattering angle only requires computation of the

scattering angle using the full-trajectory analysis at points along that edge. Of the points computed,

the minimum scattering-angle solution is found, and the minimum LOS scattering angle solution is

made to match:

θ∗LOS = θLOS − θLOS,min + θ+min. (5.3)

While the minimum-scattering-angle-corrected, energy-conserving LOS angles provide an approx-

imation to the lower branch of actual scattering-angle solutions, an approximation to the second

branch is still missing. The previous chapter demonstrated that the ions coming from the second

scattering branch typically scatter at angles close to 90◦, and so have very little energy. Since it was

found that the low-energy particles contribute very little to the sputtering, it was decided to neglect

the second scattering branch in this approximation. Based on the analysis of Chapter 4, omission

of this branch is justified for purposes of computing sputtering rates; however, this approximation

would be inappropriate for computing the CEX-ion density at the target point. The majority of the

the density contribution originates from the low-energy scattering events characteristic of the upper
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Figure 5.2: Beamlet-shell contribution to the CEX-flux distribution: Approximations. Contribu-
tions from the same beamlet shell from the example in Section 4.7.2 were computed using different
simplifying approximations. The line-of-sight (LOS) only approximation assumes the CEX ions
scatter directly to the target point and does not take account of the change in potential ΔΦ. The
energy-corrected LOS approximation also assumes the CEX ions scatter directly to the target point,
but accounting for the change in potential between the scattering and target points is also made.
The energy- and angle-corrected LOS approximation adjusts all LOS scattering angles such that the
maximum ion energy matches that from the distribution obtained by full trajectory analysis (from
Figure 4.26).

scattering angle solution branch.

5.1.2 Comparison of Results with the Full Trajectory Analysis

To judge the appropriateness of the assumptions, distributions obtained using only LOS trajectories,

LOS trajectories with energy conservation, and angle-corrected, energy-conserving LOS trajectories

were obtained for the same beamlet shell used in the example from Chapter 4. In Figure 5.2, the

CEX-ion flux distribution computed using the full-trajectory analsysis (see Figure 4.26) is compared

with the distributions obtained using these different approximations.

The distribution obtained using only LOS trajectories (dotted line) is seen to be very different

from the actual distribution obtained from the complete trajectory computation (solid line). The

distribution obtained by enforcing particle energy conservation (dash-dotted line) has approximately

the same minimum energy as the actual distribution, however the maximum energy of the approxi-
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Figure 5.3: Sputtering-rate-distribution contribution comparison. Contributions, Y (E) dΓk/dr,
from the same beamlet shell from the example in Section 4.7.2 were computed using different simpli-
fying approximations. The expected sputtering is obtained from the flux distributions in Figure 5.2.

mate distribution is significantly less. When the scattering angle is corrected to match the maximum

energy, the approximation yields a distribution (dashed line) very similar to the actual distribution.

At the lowest energies, we can do little in the way of comparison, for as we found in our analysis in

Chapter 4, even the complete-trajectory computation method is inaccurate at these energies. Since

the majority of the CEX ions populate the low-energy region, as anticipated, integration of each of

these functions yields vastly different results for the total density contribution from this particular

beamlet shell.

Our ultimate goal is to predict the amount of sputtering expected. For each distribution resulting

from the different approximations, the expected sputtered flux from ions originating from this shell

is shown in Figure 5.3. As we found for the ion flux distribution, the sputtering rate expected

using only LOS trajectories is very different from the rate predicted by the complete trajectory

computation. Even enforcing energy conservation is insufficient to produce a distribution similar

to the full-trajectory analysis. On the other hand, the sputtering rate distribution obtained using

both the energy and scattering-angle corrections to the LOS approximation is very similar to the

distribution computed using complete-trajectory analysis, however it still predicts a lower rate.
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To obtain a better idea of how well the energy- and angle-corrected LOS approximation does in

duplicating the results obtained using the full-trajectory analysis, the sputtering rate contributions

from three entire NSTAR beamlets were computed using both methods, and compared. The results

for each of the beamlets are shown in Figures 5.4 through 5.6. The contributions to the CEX-

ion flux distribution from each beamlet are shown at the top of each figure. The inset depicts a

representative inclination scattering-angle solution surface for one of the shells in the beamlet. The

lower-left plot in each figure shows the contribution to the flux distribution (left axis), integrated

over the beamlet-shell radii, and the sputtered flux distribution (right axis), also integrated over the

beamlet-shell radii. The solid lines correspond to the solutions found based on the full-trajectory

analysis and the dashed lines correspond to the solutions found using the energy- and angle-corrected

LOS approximation. The lower-right plot in each figure shows the contribution to the sputtering

rate (left axis), integrated over CEX-ion energy, as a function of the beamlet-shell radii, and the

cumulative integral of the sputtering rate (right axis), integrated over the beamlet-shell radii. Again,

the solid lines correspond to the solutions found based on the full-trajectory analysis, and the dashed

lines correspond to the solutions found using the energy- and angle-corrected LOS approximation.

The total contributions to the sputter rate, Υk, due to the approximating method in the first and

second examples shown (Figures 5.4 and 5.5) are less than that predicted using the full-trajectory

analysis by approximately 10%. The beamlet in the first example originated from the hole located

at (x, y)k = (−0.111, 5.96)cm, which is nearly on the axis transverse to the axis on which the target

point was located (S(x̃) = (60, 0, 3)), and at approximately a third of the grid radius from the center

of the grid (Rg = 15 cm). The beamlet in the second example originated from the hole located at

(x, y)k = (5.994, 0) cm, which is on the same axis as the target point, and also approximately a third

of the grid radius from the center of the grid.

It is interesting to note from the second example the presence of the “valley” in the CEX-ion

flux distribution at energies around 30 eV for shell radii less than approximately 4 cm. As the shell

radii increase, the valley disappears, indicating a merging of two separate populations (“high”- and

“low”-energy). The reason for this is apparent from the scattering-angle solutions shown in the
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Figure 5.4: Full-beamlet approximation comparison: Hole (x, y)k = (−0.111, 5.96)cm. Top: The
contribution to the CEX-ion energy distribution, as a function of energy and beamlet shell radius,
computed using the full-trajectory analysis. The inset displays a characteristic inclination scattering-
angle solution surface. Lower-left: The total beamlet contribution to the (1) CEX-ion energy
distribution (left axis), integrated over beamlet-shell radii, and (2) sputtering rate (right axis), as a
function of CEX-ion energy. Lower-right: The total beamlet contribution to the sputtering rate (1)
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radius (right axis). Solid lines indicate results obtained using the full-trajectory analysis. Dashed
lines indicate results obtained using the energy- and angle-corrected LOS approximation.
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Figure 5.5: Full-beamlet approximation comparison: Hole (x, y)k = (5.994, 0) cm. Top: The contri-
bution to the CEX-ion energy distribution, as a function of energy and beamlet shell radius, com-
puted using the full-trajectory analysis. The inset displays a characteristic inclination scattering-
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Figure 5.6: Full-beamlet approximation comparison: Hole (x, y)k = (0, 11.92) cm. Top: The contri-
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radius (right axis). Solid lines indicate results obtained using the full-trajectory analysis. Dashed
lines indicate results obtained using the energy- and angle-corrected LOS approximation.
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top inset. For shell radii less than approximately 4 cm, all points within the beamlet shell have

scattering events that contribute CEX ions to the target point. Additionally, all of the contributing

points within the shell fall within Case II: there are multiple scattering-angle solutions. For these

small shell radii, there are no points where Case III arises: a situation where the multiple solutions

merge to a single solution and dÃ/dΩ → 0. Thus, there is a range of energy which no CEX ions

originating from these beamlet shells close to the grid can have. The eventual merging of the two

CEX-ion populations at larger beamlet shell radii is due to the scattering-angle solutions eventually

becoming more like that shown previously in Figure 4.24 or the inset of Figure 5.4: the two solution

branches merge at some point within the beamlet shell, and some points within the shell make no

contribution to the CEX-ion population at the target point.

The total contribution to the sputter rate, Υk, due to the approximating method in the third

example (Figure 5.6) is also less than that predicted using the full-trajectory analysis, but only by

approximately 1%1. The beamlet in this last example originated from the hole located at (x, y)k =

(0, 11.92) cm, which is on the axis transverse to the axis on which the target point was located, and

at nearly 80% of the grid radius from the center of the grid. Note that the contributions from each of

the beamlets in these examples have values ranging over two orders of magnitude. The contribution

from the third beamlet is an order of magnitude less than that from the first beamlet, which, in

turn, is less by another order of magnitude than the contribution from the second beamlet.

The three examples shown indicate that the approximations made — LOS trajectories corrected

for energy conservation with an adjustment to the scattering angles to match the maximum CEX-

ion energy — give a good approximation of the results expected from the full-trajectory analysis,

with an error within the range of 10%. These approximations reduce the computations required by

limiting the number of scattering-angle solutions that need to be found to only a few mesh points,

instead of all the mesh points within any beamlet shell. The computational time saved is exceptional,
1The large difference in error between this example and the previous two (10%) is now thought to be attributed

to the expected contributing area of the beamlet shell. Figure 5.2 indicates that the LOS approximation reduces the
contributing area, since the gradient of the surface is larger for the LOS solutions than for those found using the
full-trajectory analysis. If effort was made to match the surface gradients as well, it is expected that the contributing
area from the LOS approximation would increase, and yield better agreement with the full analysis. In the case of
this third example, the contributing area is already small (see inset of Figure 5.6), so it is expected the differing
surface gradients do not have as much impact as for the others. We arrived at this line of thought after the work was
completed, and therefore were not able to test it further.
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since the majority of the computation during the full-trajectory analysis is spent on locating the

scattering-angle solutions using the Gauss-Newton search algorithm of Section 4.6.

The pseudo-code outlining the procedure for adjusting the scattering-angle solutions is presented

next. Section 5.2 addresses the case where the grid is not axisymmetric. In such cases, the compu-

tational time required can substantially increase, since the electric field cannot be expected to be

axisymmetric either.

5.1.3 Pseudo-Code: Adjusting the Scattering Angle

The following pseudo-code outlines the procedure used to determine the adjustment made to the

scattering-angle solution calculated using the line-of-sight approximation. The adjustment changes

all LOS-angle solutions within a beamlet shell, such that the maximum ion energy is the same as

that computed using the full-trajectory analysis detailed in Chapter 4. The code was implemented

using Matlab.

1. Let y′
k and x̃ be the locations of the emission point of hole k and the target point, respectively.

2. Define the square beamlet scattering mesh with J scattering points, {x1...xJ}.

3. j = 1.

4. Find the radial emission primary ion velocity unit vector, ûk,j = (xj − y′
k)/‖xj − y′

k‖.

5. Compute the unit vector between the target point and scattering point, R̂j = (x̃−xj)/‖x̃−xj‖.

6. Compute θLOS,k,j = cos(ûk,j · R̂j).

7. If j < J , j = j + 1, go to step 4; otherwise go to step 8.

8. Compute the required scattering angle for each of the scattering points at the corners and

midpoint of the mesh edge located closest to the target point, θ+1,2,3.

9. Find θLOS,min = min{θLOS,k,j}.

10. Find θmin = min{θ+1,2,3}.
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11. Compute Δθ = θLOS,min − θmin.

12. Output adjusted LOS scattering angles, θ∗LOS,j = θLOS,j − Δθ.

5.2 In the Case of Grid-Shape Asymmetry

In general, the spacecraft we intend to place an ion engine on is not cylindrically symmetric. Since

there will be asymmetries in the shape of the craft, we can expect there will be certain regions

around the engine that are more sensitive to sputtering than others. As a result, an optimum engine

grid shape could, in all likelihood, be asymmetric also. Unlike the axisymmetric NSTAR grid shape,

which has a corresponding axisymmetric plume potential (Figure 4.7), the plume obtained using the

procedure outlined in the previous chapter will be asymmetric for any arbitrary grid shape. While

the procedure for integrating the equations of motion change very little between a 2D-axisymmetric

and 3D-asymmetric plume, obtaining a fully three-dimensional plume of sufficient resolution could

be impractical; to complete an optimization calculation, a new plume is required to be computed at

each new grid configuration from each iteration. It would be preferable if an approximating method

could be found such that the need for finding the complete three dimensional potential is eliminated,

but that still gives sufficiently accurate trajectories and results.

It was hypothesized that approximating the potential as axisymmetric, despite the asymmetry of

the grid shape, could yield sufficiently correct results. A sensible candidate for the two-dimensional

potential assumed to be axisymmetric would be the potential in the radial plane that the target

point falls on. This hypothesis was tested using a highly asymmetric grid shape considered to be at

the engineering limits of the asymmetry possible to construct. The shape of the grid was that of a

“barrel vault” and is shown in Figure 5.7. The radius of curvature in the second principal axis is

that of the NSTAR — 50.8 cm. The two-dimensional potentials occuring in the two radial planes

along each of the principal axes are shown in Figure 5.8.

The contribution to the CEX-ion energy distribution at the target point (60,0,3) was computed

for this grid shape using both a full asymmetric-3D plume potential as well as the axisymmetric
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Figure 5.7: Barrel-vault grid shape. Shape chosen to represent an asymmetric grid. The radius of
curvature in the direction of the second axis is the same as for NSTAR — 50.8 cm. For this example,
Axis 1 corresponds to the x-axis. The target point is again located at S(x̃) = (60, 0, 3).

extension of the 2D potential that lies in the same plane as the target point and the grid axis (x− z

plane). For this comparison, the x-axis corresponded to the first principal axis and the y-axis corre-

sponded to the second principal axis. For both cases, both the full-trajectory as well as the energy-

and angle-corrected LOS methods were used. The resulting contributions from three different beam-

lets are shown in Figures 5.9 through 5.11. The estimated contributions from the 2D approximation

is shown for both the full-trajectory analysis assuming a 2D potential, as well as for the LOS energy-

and angle-corrected approximation. The contributions predicted using all three methods are similar

for the first two beamlets. The approximations for the first beamlet under-estimate the sputtering

rate contribution predicted using a full asymmetric plume by approximately 20% and 27%, for the

2D full-trajectory analysis and the LOS energy- and angle-corrected approximations, respectively.

The maximum energy predicted by both the 2D and 3D plumes are approximately the same, at

72 eV and 75 eV, respectively.

For the second beamlet, the 2D full-trajectory approximation over-estimates the sputter rate

contribution by approximately 11%, and the 2D energy- and angle-corrected approximation under-

estimates the contribution by approximately 9%. The maximum energy predicted by both the 2D



130

11

-10

-20

0

0

10
10

20

20

20

30

40

40

50

60

60

70

80

80 100
4

4

5

5

6

7

8

9

12

13

14

15

16
17

18

19

Radial Distance (cm)

A
xi

al
D

is
ta

nc
e

(c
m

)

11

-10

-20

0

0

10
10

20

20

20

30

40

40

50

60

60

70

80

80 100
4

4

5

5

6

7

8

9

12

13

14

15
16

17

18

19

Radial Distance (cm)

A
xi

al
D

is
ta

nc
e

(c
m

)

Figure 5.8: Barrel-vault plume potentials. Two examples of the aymmetry of the plume due to the
shape of the barrel-vault grid. Top figure: Plume potential of Axis 1 from Figure 5.7. Bottom
figure: Plume potential of Axis 2 from Figure 5.7.
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and 3D plumes were identical at 69 eV. Note that though the hole from which this beamlet originates

is located on the plane from which the 2D plume was obtained, the contributions are not the same.

This is a result of the fact that the scattering centers located within the beamlet itself are not

restricted to this same plane.

The 2D approximation was inadequate for estimating the contribution from the third beamlet

shown in Figure 5.11. Though the 2D energy- and angle-corrected approximation yielded a result

similar to the full-trajectory analysis using the 2D plume, both of these methods under-estimated

the contribution by more than 75%. The maximum energy estimated by the 2D approximation was

45 eV, 10 eV less than the maximum energy predicted using the full 3D plume.

Though this analysis indicates that approximating an asymmetric plume by the symmetric ex-

tension of the 2D plume corresponding to the plane in which the target point is located is inaccurate,

it must be considered that the total predicted sputtering rate contribution from the third beamlet is

two orders of magnitude less than that from the first beamlet. Though the 2D approximation yields

inaccurate values for the third beamlet, the error contribution is small. Though the 2D approxima-

tion is not an ideal approximation to make, we proceeded with using this approximation for ease of

implementing the model into a grid shape optimization which we discuss further in Chapter 7.



132

0
0

0
0 0

1

2

2

2

23

4

4

4

6

6

68

20
40

60
80

Sh
el

l
R

ad
iu

s
(c

m
)

E
ne

rg
y

(e
V

)

Γk(ions/cm
2
·s)/eV

Y(E)Γk(×10
3

atoms/cm
2
·s)/eV

dΥk/dr(×10
4

atoms/cm
2
·s)/cm

Υk(r)(×10
4

atoms/cm
2
·s)

2D
-
Fu

ll
tr

aj
ec

to
ry

2D
-
L
O

S
ap

pr
ox

im
at

io
n

3D
-
Fu

ll
tr

aj
ec

to
ry

10
2

10
3

10
4

10
5

10
6

10
7

10
8

10
9

F
ig

ur
e

5.
9:

Fu
ll-

be
am

le
t

3D
ap

pr
ox

im
at

io
n

co
m

pa
ri

so
n:

H
ol

e
(x
,y

) k
=

(-
0.

11
1,

5.
96

).
L
ef

t
fig

ur
e

is
th

e
sp

at
ia

lly
in

te
gr

at
ed

en
er

gy
di

st
ri

bu
ti
on

(l
ef

t
ax

is
)

an
d

en
er

gy
-d

iff
er

en
ti
at

ed
sp

ut
te

ri
ng

co
nt

ri
bu

ti
on

(r
ig

ht
ax

is
).

R
ig

ht
fig

ur
e

is
th

e
en

er
gy

-i
nt

eg
ra

te
d

sp
ut

te
ri

ng
co

nt
ri

bu
ti

on
(l
ef

t
ax

is
)

an
d

cu
m

ul
at

iv
e

in
te

gr
al

ov
er

be
am

le
t-

sh
el

l
ra

di
us

of
th

e
sp

ut
te

ri
ng

co
nt

ri
bu

ti
on

(r
ig

ht
ax

is
).

T
he

so
lid

lin
e

in
di

ca
te

s
th

e
co

rr
ec

t
co

m
pu

ta
ti
on

us
in

g
th

e
fu

ll
3D

po
te

nt
ia

l
to

co
m

pu
te

tr
aj

ec
to

ri
es

.
T

he
da

sh
ed

lin
e

is
th

e
co

rr
ec

t
co

m
pu

ta
ti
on

us
in

g
th

e
2D

-p
ot

en
ti
al

as
su

m
pt

io
n.

T
he

da
sh

-d
ot

lin
e

is
th

e
en

er
gy

-
an

d
an

gl
e-

co
rr

ec
te

d
L
O

S
as

su
m

pt
io

n
us

in
g

a
2D

po
te

nt
ia

l.



133

0
0

0
0 0

1
2

2

23

4

4

4

4

6

6

8

812

20
40

60
80

Sh
el

l
R

ad
iu

s
(c

m
)

E
ne

rg
y

(e
V

)

Γk(ions/cm
2
·s)/eV

Y(E)Γk(×10
2

atoms/cm
2
·s)/eV

dΥk/dr(×10
3

atoms/cm
2
·s)/cm

Υk(r)(×10
3

atoms/cm
2
·s)

2D
-
Fu

ll
tr

aj
ec

to
ry

2D
-
L
O

S
ap

pr
ox

im
at

io
n

3D
-
Fu

ll
tr

aj
ec

to
ry

10
2

10
3

10
4

10
5

10
6

10
7

10
8

10
9

F
ig

ur
e

5.
10

:
Fu

ll-
be

am
le

t
3D

ap
pr

ox
im

at
io

n
co

m
pa

ri
so

n:
H

ol
e

(x
,y

) k
=

(5
.9

94
,
0)

.
L
ef

t
fig

ur
e

is
th

e
sp

at
ia

lly
in

te
gr

at
ed

en
er

gy
di

st
ri

bu
ti
on

(l
ef

t
ax

is
)

an
d

en
er

gy
-d

iff
er

en
ti

at
ed

sp
ut

te
ri

ng
co

nt
ri

bu
ti

on
(r

ig
ht

ax
is

).
R

ig
ht

fig
ur

e
is

th
e

en
er

gy
-i
nt

eg
ra

te
d

sp
ut

te
ri

ng
co

nt
ri

bu
ti

on
(l
ef

t
ax

is
)

an
d

cu
m

ul
at

iv
e

in
te

gr
al

ov
er

be
am

le
t-

sh
el

l
ra

di
us

of
th

e
sp

ut
te

ri
ng

co
nt

ri
bu

ti
on

(r
ig

ht
ax

is
).

T
he

so
lid

lin
e

in
di

ca
te

s
th

e
co

rr
ec

t
co

m
pu

ta
ti
on

us
in

g
th

e
fu

ll
3D

po
te

nt
ia

l
to

co
m

pu
te

tr
aj

ec
to

ri
es

.
T

he
da

sh
ed

lin
e

is
th

e
co

rr
ec

t
co

m
pu

ta
ti
on

us
in

g
th

e
2D

-p
ot

en
ti
al

as
su

m
pt

io
n.

T
he

da
sh

-d
ot

lin
e

is
th

e
en

er
gy

-
an

d
an

gl
e-

co
rr

ec
te

d
L
O

S
as

su
m

pt
io

n
us

in
g

a
2D

po
te

nt
ia

l.



134

0
0

0
0 0

1

2
2

2
3

4

4

46

68

810

1020

20

3040

40
60

80
Sh

el
l
R

ad
iu

s
(c

m
)

E
ne

rg
y

(e
V

)

Γk(ions/cm
2
·s)/eV

Y(E)Γk(atoms/cm
2
·s)/eV

dΥk/dr(×100atoms/cm
2
·s)/cm

Υk(r)(×100atoms/cm
2
·s)

2D
-
Fu

ll
tr

aj
ec

to
ry

2D
-
L
O

S
ap

pr
ox

im
at

io
n

3D
-
Fu

ll
tr

aj
ec

to
ry

10
2

10
3

10
4

10
5

10
6

10
7

10
8

10
9

F
ig

ur
e

5.
11

:
Fu

ll-
be

am
le

t
3D

ap
pr

ox
im

at
io

n
co

m
pa

ri
so

n:
H

ol
e

(x
,y

) k
=

(0
,
11

.9
2)

.
L
ef

t
fig

ur
e

is
th

e
sp

at
ia

lly
in

te
gr

at
ed

en
er

gy
di

st
ri

bu
ti
on

(l
ef

t
ax

is
)

an
d

en
er

gy
-d

iff
er

en
ti

at
ed

sp
ut

te
ri

ng
co

nt
ri

bu
ti

on
(r

ig
ht

ax
is

).
R

ig
ht

fig
ur

e
is

th
e

en
er

gy
-i
nt

eg
ra

te
d

sp
ut

te
ri

ng
co

nt
ri

bu
ti

on
(l
ef

t
ax

is
)

an
d

cu
m

ul
at

iv
e

in
te

gr
al

ov
er

be
am

le
t-

sh
el

l
ra

di
us

of
th

e
sp

ut
te

ri
ng

co
nt

ri
bu

ti
on

(r
ig

ht
ax

is
).

T
he

so
lid

lin
e

in
di

ca
te

s
th

e
co

rr
ec

t
co

m
pu

ta
ti
on

us
in

g
th

e
fu

ll
3D

po
te

nt
ia

l
to

co
m

pu
te

tr
aj

ec
to

ri
es

.
T

he
da

sh
ed

lin
e

is
th

e
co

rr
ec

t
co

m
pu

ta
ti
on

us
in

g
th

e
2D

-p
ot

en
ti
al

as
su

m
pt

io
n.

T
he

da
sh

-d
ot

lin
e

is
th

e
en

er
gy

-
an

d
an

gl
e-

co
rr

ec
te

d
L
O

S
as

su
m

pt
io

n
us

in
g

a
2D

po
te

nt
ia

l.



135

Chapter 6

Perforated Shell Structure Analysis

Both thin and thick plate theory is well understood. Even if exact analytical expressions cannot

be found for any particular plate under a specified loading, there are a multitude of finite-element

software packages available, which do an excellent job at modeling even very complex problems.

Computational modeling of any specific problem can get extremely time consuming if the number

of elements defining the structure gets large. Modeling a shell containing many thousands of holes

could become too time consuming for application to an optimization problem requiring repeated

computation. This chapter will discuss the concept of equivalent elastic properties commonly used

when dealing with perforated structures, which significantly simplifies analysis. Section 6.1 will

present both theoretical and experimental work done in the past in attempts to determine these

effective properties for flat plates of varying thickness and hole pattern. Discussion of applicability

of these properties to shells that are not flat will follow in Section 6.2. The chapter will end with a

brief presentation, in Section 6.3, of some simulations done of both flat plates and NSTAR-shaped

grids, and how these results affect the implementation of the structural analysis into the optimization

discussed in Chapter 7.

6.1 Previous Results

Research into the response of flat plates with periodically drilled hole patterns, commonly referred to

as tubesheets, came into prominence in the 1950s. Interest in such structures was highly motivated by

application to pressure vessels and heat exchangers — especially those in the newly emerging nuclear
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reactor technology [60]. Without exact theoretical solutions for the displacements and stresses

occuring within a tubesheet under some specified load, Gardner [61] introduced the concept of

an equivalent solid plate with elastic properties such that, under the same load, this solid plate

would undergo the same displacements as the tubesheet. Stress concentration factors then assist in

predicting the maximum stress that occurs at the hole edges [60]. Research since then has focussed

on measurements and theories that predict these equivalent elastic properties. A thorough review

of the historical development of tubesheet theory and experimentation can be found in [62].

One of the seminal works in tubesheet theory was the thesis by Meijers [63]. In this work, Meijers

primarily dealt with determining analytical solutions for the equivalent elastic properties of doubly-

periodic perforated plates. The plane stress condition is typically only encountered when there are

in-plane loads acting on a thin plate. A plate is considered to be thin when t/L� 1, where t is the

thickness of the plate and L is any characteristic dimension of the plate. Plane strain conditions,

on the other hand, are typically encountered when dealing with thick plates under the influence of

in-plane loading. Conversely, a thick plate is one for which t/L � 1, and traditionally has been

defined to be any plate for which t/L ≥ 2 [64].

In the past, researchers [65] have asserted, and Duncan [66] demonstrated, that the equivalent

elastic properties are very similar for thick perforated plates in tension or under bending loads.

Meijers argued that, while this assertion may be supported by experimental data, the reasoning is

not soundly based in theory. He then proceeded to derive approximate relations between the effective

elastic constants applicable to thick plates under plane stress and bending. Using these relations,

effective elastic properties for perforated plates in the bending state could be found in the two limits:

thin and thick. Figure 6.1 shows the effective properties, under bending, found from Meijers’ theory

for the triangular hole pattern (see Figure 3.2) in thin and thick plates. Data obtained by Duncan

[66] for thick perforated plates (t/R = 2.29) is also shown. The results are plotted as a function of

the total open-area fraction, Θ. For a triangular hole pattern,

Θ =
√

3π
6

(
R

p/2

)2

, (6.1)
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Figure 6.1: Effective moduli as a function of open-area fraction. Effective moduli predicted from
theory and measured from experiments for varying-open area fractions of plates in the thin (t/R� 1)
and thick (t/R� 1) limits. Poisson’s ratio used to obtain the data from theory is ν = 0.3. Poisson’s
ratio for the material used in the physical experiments is ν = 0.27. The open-area fractions of the
NSTAR screen and accel grids, Θs = 0.67 and Θa = 0.24, are indicated.

where R is the hole radius and p is the pitch. The open-area fraction has a maximum value of

Θmax = 0.907 for this hole pattern. With Ra = 0.57mm, Rs = 0.955mm, and p = 2.22mm, the

open-area fractions of the NSTAR accel and screen grids are Θa = 0.24 and Θs = 0.67, respectively.

The NSTAR open-area fractions are indicated in the figure.

It can be seen that theory predicts a large difference in the effective properties depending on

whether the plate is considered to be thin or thick. Note that for thick plates under bending, the

effective Poisson’s ratio, ν∗, is expected to be larger than the undrilled bulk value, ν, for all open-

area fractions. Duncan’s results seem to verify this. On the other hand, the effective Poisson’s ratio

for thin plates under bending is expected to always be less than the undrilled bulk value, and may

even be negative for sufficiently large open-area fractions.

While Meijers’ initial work is useful in the situation of dealing with perforated plates that are

within either of the two limits, it provides no information in cases where the thickness is of the same

order as the other dimensions in the plate, such as t/R ∼ 1. Later work of his [67] extended the
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Figure 6.2: Effective moduli as a function of plate thickness. Effective moduli predicted from theory
and measured from experiments for various open-area fractions. Poisson’s ratio used to obtain the
data from theory is ν = 0.3. Poisson’s ratio for the material used in the physical experiments is
ν = 0.33. The data points for t/(p + t) = 0 and t/(p + t) = 1 in the measured data sets were not
obtained by measurement but from theory. The thickness-pitch ratios of the NSTAR screen and
accel grids, t/(p+ t) = 0.15 and t/(p + t) = 0.19, respectively, are indicated. Dotted lines through
the measured data sets are simply to guide the eye.

previous to include terms of O(t/R), which, in addition to yielding the limit values for t/R = 0 and

t/R → ∞, allows for computation of the effective properties as t/R → 0. If the effective properties

are viewed as a function of t/R, the additional analysis yields the slope of this function at t/R = 0.

Using finite element analysis, Meijers was able to fill in the range between the two limits for all

possible values of t/R. Physical experiments were carried out by O’Donnell [64] on perforated metal

plates of varying thickness under bending. The effective properties found by theory, finite element

analysis, and experiment are shown in Figure 6.2. The first quantity shown is the first Lamé constant,

normalized by the undrilled bulk value, or shear modulus. It has been argued [64, 67] that, under

equi-biaxial bending, the quantity (1 − ν)/E should be relatively constant for all plate thicknesses.

It is this quantity, again normalized by the bulk value, shown in the second figure. The limit values

for the experimental data are taken from [64], which originally were obtained from Miejers’ theory

[63]. The NSTAR accel and screen grids have thicknesses of t = 0.51mm and t = 0.38mm, yielding
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thickness-pitch ratios, t/(p + t), of 0.19 and 0.15, respectively. The NSTAR thickness-pitch ratios

are indicated in the figure. Figure 6.2 enables us to interpolate the effective elastic constants, E∗

and ν∗, for a plate of any thickness, and with an open-area fraction 0.227 ≤ Θ ≤ 0.735.

6.2 Shallow Shells vs. Flat Plates

The entire discussion in the previous section referred to flat plates under bending loads. Unfortu-

nately, the grids we are concerned with are not usually flat. For example, the NSTAR grids are

spherically dished, with a radius of 51 cm. With a diameter of 30 cm, a thickness of 0.51mm, and

a height of approximately 2 cm, the accel grid can hardly be considered to be a flat plate. The

measurements, and all theory from which the data in the previous section was obtained were based

on flat plate theory where the kinematic equations reduce to a two-dimensional problem. Do we

have any reason to believe the effective elastic properties obtained from the previous section can be

applied to shells that are not flat?

Much theoretical work has been done on deriving the full three-dimensional equations for shells,

and, like the Airy potential for flat plates, can be reduced to the solution of a pair of differential

equations involving the displacements and a stress function or potential [68, 69, 70]. There has also

been some work in attempting to model shallow shells with periodically spaced holes [71]. Despite

this work, the author is unaware of simple reductions that can be made for perforated arbitrary

shaped shells like those made for flat plates in the previous section. It would seem that full analysis

of these types of structures remains only within the realm of computer modeling. With no other

option available to us that we are aware of, we will assume that the effective elastic properties

found for a flat plate with a certain pitch-to-thickness ratio and open-area fraction are also, at least

approximately, applicable to a perforated shell of the same dimensions.

As stated in the previous section, the whole purpose for finding effective elastic properties is

to simplify the analysis of an otherwise complex problem. Our desire is to mesh the plume model

developed in Chapters 4 and 5 with structural modeling of an engine grid, to optimize the sputtering

under certain structural constraints. As the method for finding a solution to a particular optimization
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set will be manifest in multiple evaluations of both the plume and structural quantities, we wish to

be able to do the structural analysis of any particular grid shape rapidly. This would not be possible

if we attempted to model a shell with all 15,000 holes. Thus, we use the effective elastic properties.

A finite element analysis tool tailored specifically for thin-shell analysis developed at Caltech was

used for doing the structural analysis. Details pertaining to the operation of this code can be found

elsewhere [72, 73, 74].

6.3 The Loading

The stress on the grids due to acceleration while in operation in space is negligible, and is not

considered to be one of the limiting factors on the effective lifetime of the spacecraft; the NSTAR

engine produces 92.67 mN of thrust at the highest throttle level, TH15 [9]. However, in order for

the spacecraft to have an opportunity to successfully fulfill its mission, it must survive the few

minutes it takes to place the spacecraft in orbit. Depending on the launch vehicle used, the entire

spacecraft will be subjected to acceleration forces, vibrations in a large range of frequencies, as well

as possibly impulsive shocks from the ignition of explosive bolts [18]. If the engine grids fracture,

either from excessive stress or from a mutual collision, the entire mission could be jeopardized due

to an ineffective or inoperable engine.

In order to safeguard against such catastrophic failures, all components of a spacecraft must meet

certain random vibration specifications [75, 76]. Ideally for this work, we would like to be able to

simulate the effects of this same stress test on a model of any candidate grid geometry, and analyze

both the expected stresses and displacements achieved in such a test. If the stress is too great, such

as to expect the grid to fracture, or if the displacements are too large, such that the two grids would

be expected to collide with each other, the candidate geometry would be deemed inadequate.

The finite-element modeling software used in this study, to be discussed further in Chapter 7,

has been shown to be capable of dynamic loading [77]. Once again we face the issue of being able

to model the structural response of the grid rapidly. Unfortunately time-dependent loading was

deemed to require too much time to be implemented into the current optimization problem, and
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it was decided to limit the current study to static loading of the grid under simulated constant

acceleration.

Since we have chosen to only simulate static loads, it is unclear as to what an appropriate

simulated load would be to, at the very least, provide insight into which grid shapes are optimal.

Not only is the magnitude of the load an unknown quantity, but the direction in which this load

should be applied to the grid is unclear. Depending on the specific craft and launch vehicle, the

engine grid could have any orientation with respect to the direction of travel during launch. With

nothing to give us preference to one loading direction over another, it was decided to apply the load

in the direction opposite to the engine thrust vector.

In order to first gain some confidence in the structural analysis code, simulations for circular flat

plates, with the same diameter and thickness as the NSTAR accel grid, under a range of uniformly

distributed transverse loads were performed. The effective elastic properties were used, assuming the

plate was made from molybdenum and perforated in the same hole pattern as the NSTAR accel grid.

The elastic properties were found in the following way: The two effective quanties from Figure 6.2

were interpolated for a thickness-pitch ratio of 0.19, corresponding to the NSTAR accel grid, on all

five curves shown. From these five values, corresponding to the five indicated open-area fractions,

the quantities were interpolated for an NSTAR accel grid open area-fraction of 0.24. The following

values were found:

E∗

E

(
1 + ν

1 + ν∗

)
= 0.682, and

E∗

E

(
1 − ν

1 − ν∗

)
= 0.540.

Using a value of ν = 0.30 for molybdenum [78], solving these two equations for the effective Young’s

modulus and Poisson’s ratio yields

E∗

E
= 0.625, and ν∗ = 0.201.

The Young’s modulus of molybdenum is E = 329GPa, which yields an effective modulus of E∗ =

196.7GPa.
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Figure 6.3: Theoretical- and FEM-deflection comparison. Comparison of deflections computed from
FEM analysis of a flat plate under large deflection is shown to have less than 8% difference from
the deflections predicted by non-linear large-deflection plate theory. NSTAR accel and screen grids
of various thicknesses were analyzed using the FEM code. The effective moduli were computed by
interpolation of the data of Figure 6.2, and summarized in Table 6.1. The radius of the plate was
specified to be Rg = 15 cm.

The maximum displacements, δmax, predicted by the code for various loads, Q, were compared

with those predicted by large-displacement flat plate theory [79]. The normalized results are shown

in Figure 6.3. The displacements obtained from the simulations were systematically less than theory,

where the difference increased with increasing load. The results differed by no more than 8% over a

range of loads spanning three orders of magnitude.

To obtain an idea of the magnitudes of the expected displacements from different loads, the

NSTAR grids were modeled in a similar manner to the flat plates above. Grids with 1x, 2x, and

4x the accel grid thickness, and 4x the screen grid thickness were all modeled under a range of

transverse static loads. The results are also shown in Figure 6.3. The effective properties used for

each are shown in Table 6.1.
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Table 6.1: Effective properties for simulated NSTAR grids of different thickness: Obtained from
interpolation from Figure 6.2

Thickness Thick-Pitch Open-Area
Grid (mm) Ratio t

p+t Fraction E∗
E

(
1+ν
1+ν∗

)
E∗
E

(
1−ν
1−ν∗

)
E∗
E ν∗

Accel (1x) 0.51 0.187 0.239 0.682 0.540 0.625 0.201
Accel (2x) 1.02 0.315 0.239 0.634 0.540 0.598 0.226
Accel (4x) 2.04 0.479 0.239 0.576 0.540 0.563 0.281
Screen (4x) 1.52 0.406 0.671 0.102 0.147 0.114 0.457

It was found that as the thickness of the simulated grid decreased, the time required to complete

the computational analysis increased, and was less likely to converge to a solution. To avoid possible

issues of non-convergence during the optimization procedure outlined in Chapter 7, we decided in

some situations to increase the thickness of the simulated grid. The data from Figure 6.3 will be used

to obtain scaling factors for the expected displacements. The constraint on our optimization will be

that the maximum grid deflection must not exceed a certain value under a specified loading. Since

increasing the thickness of the grid makes it more resistant to deflection, the scaling factors obtained

from Figure 6.3 will enable us to scale the allowable maximum displacement of the thickened grid

appropriately, such that both the grid of correct thickness and the artificially thickened grid will

violate the displacement constraint under approximately the same load.
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Chapter 7

Optimization Procedure and
Results

We started this work with two goals in mind: (1) develop a model that accounts for the energy

and momentum transfer process during charge-exchange collisions for purposes of predicting the

amount of sputtering that one would expect at any particular point around an ion engine, and (2)

to implement a constrained optimization problem that adjusted the shape of the grids in order to

minimize the sputtering rate at specified points while meeting certain constraints on the structural

strength. The first goal, the model, was developed in Chapters 3 through 5. We now tackle the

second goal.

In any constrained optimization problem, as outlined in Section 2.2, there are three quantities

required. The first quantity is the objective function, Υ, which we wish to minimize. In our problem,

the objective function is the sputtering rate at specified points. The CEX-ion model developed in

the previous chapters provides us with the value of this objective function. The second quantity that

is required is the set of all optimization parameters, ξ, that define the value of the objective function.

Since the goal is to adjust the grid shape to minimize the sputtering, the parameters required are all

quantities that can parameterize and fully define any grid surface shape. The procedure followed for

obtaining a parameterized surface, a subdivision technique used within the structure code, will be

discussed in Section 7.1. The third, and final, quantity needed to execute an optimization procedure

is the set of constraints on either the optimizing parameters, or on the objective function itself.

In this problem, we have chosen the constraints to be those quantities that determine and limit
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the physical strength of the grid. The Matlab function used to execute the optimization, fmincon,

will be discussed in Section 7.2 as will how the constraints are chosen in our implementation of

the optimization procedure. The chapter will end in Section 7.3 with a presentation of the results

obtained from various optimization runs.

7.1 Control Mesh and Limit Surface Construction

The tool used to conduct the finite-element analysis on the grid structure was a code ideally suited

for thin, shell-like structures and is discussed at length elsewhere [73, 72]. The geometry of the shell

structure in question is input to the code in the form of a mesh defining the shape of the surface.

The mesh is composed of the coordinates of numerous points, and the surface is formed by the set

of triangular areas created by vectors joining the points within the mesh.

The nature of the hole layout on the NSTAR grid, an equilateral triangular pattern (see Fig-

ure 3.2), would seem to imply that the mesh defining the location of all the holes on the grid is a

natural choice for input to the finite-element code. However, with nearly 15,000 holes in the grid, the

number of triangular elements formed by the vectors joining the points representing the positions of

these holes would be of the order of 60,000. This number of holes and points in the input mesh is

troublesome for at least two reasons. First, the time required to model the response to even a static

load imposed on a surface represented by a mesh with so many elements would make optimization

impractical. The mesh that we ended up using had nearly 5,000 elements, and simulation of a

steady load took anywhere between five and fifteen minutes. In an optimization procedure, where

we may need to compute hundreds of different grid shapes, times much longer than this make the

computation too expensive. Second, we must be able to parameterize the surface in some way in

order to execute an optimization based on the shape of the surface, which is exactly what we wish

to do. Though the coordinates of 15,000 points located on the surface (defined by the locations of

the hole centers) provides one parameterization of the surface, this also means that the optimization

parameter vector, ξ, has at least 15,000 elements. Minimizing a function of 15,000 variables is no

easy task, and could prove to be nearly impossible in a computational optimization algorithm [80].
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Figure 7.1: Control mesh and imposed symmetry. Requiring that any grid considered must conform
to the current mounting systems of existing ion engines restricts the free parameters to the locations
of the five labeled points (1-5). All unlabeled points always have zero height. Two diametrically
opposed sputtering locations impose two planes of symmetry on the shape of the grid, and thus
points 2 & 4 and points 3 & 5 must have identical heights. The optimizing parameters are the
heights of points 1, 2, and 3: ξ = {z1, z2, z3}.

Rather than using the mesh defining the locations of the 15,000 holes in the grid as the input to

the finite-element code, we need a mesh with many fewer points and elements. Doing so will enable

us to parameterize the surface with relatively few variables, and the time to compute the response

to a static load will not yield the procedure as impractical. The method of subdivision allows for the

specification of a limited number of design parameters, through a control mesh composed of a few

points, that fully parameterize a surface. Additionally, subdivision provides the means for which

a finite-element mesh, with an appropriate number of elements, can be obtained from the control

mesh. As the name implies, the subdivision technique subdivides all the elements in the control

mesh into smaller elements through the addition of more mesh points. The positions of these new

mesh points are calculated based on the positions of the original control mesh points. Iterative

subdivision of the resulting mesh can produce a final mesh with any number of points and elements.

The algorithm by which the positions of consecutive mesh points are calculated is determined such

that, in the limit of an infinite number of subdivision iterations, a limit surface is obtained where

every point on the surface is defined. A discussion of the use of the subdivision technique for the

problem of optimization of surfaces can be found in Reference [74].

The control mesh developed for this work is shown in Figure 7.1. It was assumed that any
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candidate grid shape should be required to conform to the current mounting system used in existing

ion engines. This requirement forces the edges of the grid to have no height nor any slope. Based

on the algorithm used for subdivision, any limit surface will meet these requirements if all unlabeled

points in the control mesh always have a height equal to zero. There is no restriction on the heights of

the labeled points (1-5) imposed by these requirements. For simplicity, it was assumed for this work

that there were two diametrically opposing points, S, where we wished to minimize the sputtering.

Such an assumption creates two planes of symmetry within the grid shape. Thus, by symmetry,

points 2 and 4 must have the same height and points 3 and 5 must have the same height. There

remain only three free parameters which define the geometry of any limit surface derivable from this

control mesh, and any combination of values for the heights of these points fully parameterizes a

unique limit surface. Consequently, the heights of these three points are the optimization parameters:

ξ = {z1, z2, z3}.

Each time a mesh is subdivided, each element is divided into four new elements. The large

variation in control mesh element size would result in a large concentration of very small elements

in some regions after subdivision. In order to even out the distribution of elements within the finite

element mesh, a series of subdivison and element-removal steps was implemented every time a new

grid shape was created (by the specification of new values for ξ). The same procedure was followed

for each grid to keep the evolution of the control mesh to the finite element mesh, and eventually

the limit surface, consistent. The progression of subdivision steps and element removal is shown in

Figure 7.2. It is the last mesh with 661 points and 1248 elements that is defined to be the finite

element mesh, and is that which is input into the analysis software. The shell code subdivides the

input mesh once in order to separate irregular vertices [72], resulting in a final mesh with 2569 points

and 4992 elements.

Further subdivision of the mesh results in a finer mesh that approaches a limit surface which

defines the location of every point in the shell. Though it requires an infinite number of subdivisions

to actually obtain the limit surface, in practice only a few subdivisions yields a mesh that nearly

conforms to the limit surface [72]. The same mesh with 661 points that is used as input to the shell
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Figure 7.2: Creating the finite-element mesh. The finite-element mesh is produced by a repeated
series of subdivision and element-removal, beginning with the control mesh. Arrows from left-to-
right indicate a subdivision step. Rows advancing down a row indicate a step where the smallest
elements are removed from the mesh. The finite-element code subdivides one further time before
computing the load response. An approximation to the limit surface, from which hole coordinates
and normal vectors are computed, is obtained by three further subdivisions of the last mesh shown.
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Figure 7.3: Sample of a control mesh and resulting limit surface. Following the subdivision and
element-removal procedure shown in Figure 7.2 with three additional subdivisions yields an ap-
proximation to the limit surface (lower figure), represented by a control mesh (upper figure). For
easier visualization, the height of the grid has been increased significantly and is larger than that
encountered in any optimizations.

code is subdivided three more times, to obtain a mesh with 40225 points and 79872 elements. An

example of a control mesh, and the surface obtained using the procedure outlined above, is shown in

Figure 7.3. For purposes of visualization, the height of the grid is significantly larger in this example

than we will encounter in our problem.

The locations of the grid holes are interpolated from this subdivided mesh using 2D spline

interpolation. The Matlab function griddata is used to do the interpolation. The pitch, or distance

between holes, is measured along the surface of the grid. Since we are dealing with shallow shells

where the shape changes relatively slowly, the pitch is very nearly p =
√

(Δx)2 + (Δy)2 + (Δz)2.

We assume that (Δz)2 � (Δx)2 + (Δy)2, and thus keep the (x, y) locations of the holes constant,

regardless of the grid shape, and simply interpolate for the height. Under this assumption, the pitch

between any two adjacent holes is only precisely correct if they are of the same height.
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Table 7.1: Optimization procedure (fmincon) input and output arguments

Output
param opt vector containing the values of the parameters found to minimize

the objective function
optvalue the scalar value of the objective function at the constrained minimum

Input
obj fun the function that evaluates the objective for the input parameters

• has one scalar output
param init vector containing the initial guess at the values of the optimizing

parameters (x)
A matrix expressing the equations of the linear inequality constraints: NULL
b vector of the values of the inequality constraints: NULL (A x ≤ b)
A eq matrix expressing the equations of the linear equality constraints: NULL
b eq vector of the values of the equality constraints: NULL (Aeq x = beq)
param min vector of minimum values the optimization parameters can have
param max vector of maximum values the optimization parameters can have
nonlincon fun function that evaluates the nonlinear parameter constraints

• must return two vectors
nonlincon eq all values must equal zero at the minimum solution: NULL
nonlincon ineq all values must be less than zero at the minimum solution

options a structure specifying various parameters used in the optimization
routine

DiffMinChange minimum amount to change the optimization parameters for
determining objective function derivatives

DiffMaxChange maximum amount to change the optimization parameters for
determining objective function derivatives

TolX tolerance value on the objective function for determining convergence
and termination of optimization

TolCon tolerance value on the constraints

7.2 Setting Up the Problem

7.2.1 The Optimization Routine

The Matlab function fmincon was used to execute the optimization. The syntax used for this function

is the following:

[param opt, optvalue] = fmincon(obj fun, param init, A, b, A eq, b eq, ...

param min, param max, nonlincon fun, options).

The input and output arguments are summarized in Table 7.1.

Some of the inputs do not apply to our specific problem, and therefore must be specified as null
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Figure 7.4: Optimization procedure flowchart

vectors. As discussed in the following section, the only constraints present are (1) the maximum

displacement of the grid under a specified load, and (2) the maximum and minimum height the

grid can have. All three of these constraints are nonlinear inequality constraints. Thus the input

arguments A, b, A eq, b eq, and nonlincon eq are null, or zero vectors for our application. In the

first optimizations attempted param min and param max were not specified either, however, it was

found that large derivatives could be cause for large step sizes and result in unreasonable values of the

three control point positions. Following this discovery, param min and param max were specified

in every optimization run. A flowchart for the optimization procedure is shown in Figure 7.4.

7.2.2 The Load and Constraints

The issue of time-dependent loading for the shell structure analysis was discussed in Chapter 6. Due

to the significantly larger amount of time needed, it was decided to only model the grid response to

a steady load similar to that of constant acceleration. The question remains as to what magnitude

of load is appropriate. The grid separation for the NSTAR engine is 0.66mm [9]. It was decided to
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choose the load such that the maximum deflection of the correct thickness accel grid is approximately

half of the grid separation. The finite-element code did not output the resulting stresses in the shell

due to loading, so we have limited the constraints on our optimization to only the maximum allowable

displacement of the grid.

From Figure 6.3, it was found that an NSTAR grid with a thickness of 0.51 mm has a maximum

deflection of approximately δNSTAR
1 = 0.293 mm under a normalized load of Q̄ = 2806. Applying

Newton’s First Law to a small element of the shell with a surface area, δA, and thickness, t, yields

Q =
δF

δA
=

1
δA

∫ t

0

∫
δA

ρ̃ dA′ dt′, (7.1)

where a is the acceleration of the element, and ρ̃ is the average material density. Thus, the normalized

load is

Q̄ =
QR4

E∗t4
=

(1 − Θ)ρ aR4
g

E∗t3
, (7.2)

where the average density, ρ̃, has been replaced with the expression using the bulk density, ρ, using

the definition of the open area fraction, Θ. With a grid radius, Rg = 15 cm, and using the results

from Table 6.1, we find that the constant acceleration corresponding to the normalized load of

Q̄ = 2806 for the NSTAR accel grid is a = 1.93 × 104 m/s2, or a = 1.97 × 103g.

It was found that using a correct thickness for the accel grid of t = 0.51 mm was cause for

convergence issues with the finite-element shell code. It was observed that for grid shapes other

than the NSTAR, the applied force often caused buckling, or snap-through, of the grid. In these

instances, the shell code would often terminate, due to reaching the maximum allowable number of

iterations before convergence was reached.

Some success was met by increasing the thickness of the grid. Using the corresponding effective

elastic properties (Table 6.1) and the same acceleration of a = 1.97 × 103g, normalized loads for

twice and four times the actual thickness were found to be Q̄ = 367 and Q̄ = 48.7, or Q = 1.54 kPa

and Q = 3.09 kPa, respectively. Under these loads the maximum deflection of the NSTAR accel

grid with twice and four times the actual thickness is predicted to be (Figure 6.3) δNSTAR
2 = 0.133
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mm and δNSTAR
4 = 0.110 mm, respectively. It was decided to assume that the maximum deflection

any grid could undergo was approximately twice that of the NSTAR grid under the same load.

In addition to the deflection constraint, two constraints on the grid shape were imposed such

that the maximum and minimum heights of the grid could not exceed specified values. These were

imposed in consideration of the limitations on manufacturing the grids [76, 81]. The values chosen

for all optimizations were a maximum height of 3 cm and a minimum height no less than -1 cm.

7.3 Optimization Results

In this section we present the results of the optimization runs executed. The sensitivity of the

results to changing different optimization input variables (see Table 7.1) was tested and the results

are sorted according to each of these studies.

7.3.1 Sensitivity: param init

Due to concerns about global convergence of the optimization routine, the first optimization runs

varied the values of the initial parameters, param init, to see how the starting point affected the end

result. The optimization input variable param init specifies the initial values of the optimization

parameters ξ. Optimizations using both twice and four times the NSTAR accel grid thickness were

done. For all cases, except those noted otherwise, options, param min, and param max were held

constant:

DiffMinChange = 0.01, TolX = 0.05,

DiffMaxChange = 0.5, TolCon = N/A,

param min = [-2, -2, -2], param max = [10, 10, 10].

The two diametrically opposed points for which the sputtering was minimized were located at S(x̃) =

(−60, 0, 3) and (60, 0, 3), and the load was a = 1.97×103 g as discussed in the previous section. The

input parameters and the results are summarized in Table 7.2. Runs in italics indicate optimization

runs for which either no optimizing solution (due to non-convergence or a constraint violation) was

found. Constraint violations are indicated in bold.
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Table 7.2: Optimization results demonstrating dependence on param init

ΥNSTAR = 7.36 × 108 atoms/cm2·s
δNSTAR
2 = 0.133 mm δNSTAR

4 = 0.110 mm
t δmax δ optvalue

Run # (mm) param init (mm) param opt (mm) ×108 (ratio)
42 1.02 3.0, 3.0, 3.0 0.30 3.22, 2.28, 3.12 0.300 9.02 (1.23)
49 1.02 3.5, 3.5, 3.5 0.30 2.80, 0.69, 3.29 0.310 6.05 (0.82)
54 1.02 3.0, 1.4, 1.4 0.30 2.69, 0.77, 1.63 0.298 5.63 (0.76) �

63 1.02 3.0, 1.4, 1.4 0.30 2.66, 0.84, 1.59 0.300 5.74 (0.78) †,�

72 1.02 2.25, 1.0, 1.0 0.30 2.70, 1.27, 0.92 0.281 6.43 (0.87) †

43 1.02 0, 0, 0 0.30 -1.35, -0.60, -0.59 0.596 5.38 (0.73)
46 1.02 2.5, 2.5, 2.5 0.30 N/A N/A N/A
48 1.02 2.8, 2.8, 2.8 0.30 N/A N/A N/A
52 1.02 2.8, 2.8, 2.8 0.30 N/A N/A N/A �

65 1.02 1.5, 0.7, 0.7 0.30 N/A N/A N/A †,�

44 2.04 3.0, 3.0, 3.0 0.15 3.46, 1.04, 2.47 0.149 7.32 (0.99)
47 2.04 2.5, 2.5, 2.5 0.15 3.40, 1.67, 1.07 0.150 8.72 (1.18)
50 2.04 2.8, 2.8, 2.8 0.15 3.17, 1.57, 1.75 0.150 7.83 (1.06)
51 2.04 3.5, 3.5, 3.5 0.15 3.32, 0.89, 3.54 0.150 6.54 (0.89)
55 2.04 3.0, 1.4, 1.4 0.15 3.12, 1.35, 1.52 0.150 7.32 (0.99)
57 2.04 3.0, 1.4, 1.4 0.22 2.64, 1.02, 1.46 0.207 5.94 (0.81)
61 2.04 3.0, 1.4, 1.4 0.22 2.62, 0.96, 1.48 0.217 5.80 (0.79) †

67 2.04 3.0, 1.4, 1.4 0.22 2.75, 0.84, 1.97 0.221 5.37 (0.73) †,‡

68 2.04 -2.0, -1.0, -1.4 0.22 -2.42, -0.93, -1.40 0.220 9.92 (1.35) †,‡,��

45 2.04 0, 0, 0 0.15 -1.44, -0.58, -0.61 0.518 5.51 (0.75)
† TolCon = 0.002 mm
‡ DiffMinChange = 0.002 DiffMaxChange = 0.1
� param min = [0, 0, 0]
�� param min = [-4, -4, -4]
Note: Runs in italics indicate runs for which either no solution was found or
a constraint violation occurred. Violations are indicated in bold.

The thickness, t, of the grid under question is shown in the second column, and the initial values

of the three control points, param init, are listed in the third column. The height of point 1 (see

Figure 7.1) is specified by the first value, and similarly point 2 by the second, and point 3 by the

third. By symmetry, the height of point 4 is the same as 2, and the height of point 5 is the same

as 3. The maximum allowed displacement due to the steady load, δmax, is specified in the fourth

column. For grids with twice the thickness of the NSTAR accel grid, t = 1.20mm, the maximum

displacement was specified to be 0.30mm — a factor of 2.26 larger than the NSTAR grid under the

same load, δNSTAR
2 = 0.133mm.



155

Initially (Runs 44-55), for grids with four times the NSTAR accel grid thickness, t = 2.04mm,

the maximum displacement was 0.15mm — a factor of 1.36 larger than the NSTAR grid. The

convergence to a solution occurred sporadically for these optimizations, which was thought to be

a result of the limited degrees of freedom that are available to altering the grid shape. Since the

NSTAR shape can not be identically replicated with the specific control mesh used, it was thought

that a maximum displacement factor of only 1.36 was too restrictive. After Run 55, δmax was

increased to twice the displacement of the NSTAR grid, δNSTAR
4 = 0.110mm.

The fifth column displays the optimizing parameter values found to optimize the sputtering rate

within the constraints, ξ∗. Except for Runs 47 and 72, point 3 was found to always have a height

larger than point 2; and except for Runs 49 and 51, point 1 was always found to have a height

larger than both of the other points. This trend that the solutions take corresponds to grids similar

in shape to the barrel vault, with the axis of curvature (Axis 2, Figure 5.7) occuring on the axis

transverse to that on which the target point lies.

Especially for the t = 1.02 mm grids, the optimization would often not converge to a solution

when the initial control points were all of the same height. The resulting grid from such parameter

values has a flat top, and was found to often buckle under the load. This seemed to cause the Quasi-

Newton search algorithm, used by the Matlab function fmincon, problems in determining a direction

and step size to take at the next iteration. Grids from subsequent iterations were often found to be

unstable in regards to the structure analysis, and would not converge to a solution, as evidenced by

multiple entries containing N/A. Though the NSTAR shape cannot be reproduced exactly with only

the five points in the control mesh, a shape similar to the NSTAR can be constructed by specifying

the control mesh point values to be [3, 1.4, 1.4]. The probability of convergence was found to

significantly improve if the initial parameters were set to those that approximate the NSTAR shape.

The sixth column of Table 7.2 lists the maximum displacement of the grid, δ, at the solution

point. The final column lists both the computed sputtering rate, in atoms/cm2·s, at the solution,

followed in parentheses by the ratio of this value to that computed for the NSTAR grid. For target

points located at S(x̃) = (−60, 0, 3) and (60, 0, 3), the NSTAR is computed to have a sputtering
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rate of ΥNSTAR = 7.36× 108 atoms/cm2·s. All of the runs, except for Runs 42, 47, 50, and 68, were

found to have solutions that decreased the sputtering over the NSTAR shape. The greatest decrease

in sputtering was found to occur in Run 67, where the solution yielded an expected sputtering rate

that was only 73% of that expected by the NSTAR.

The grid cross-section for the NSTAR grid, the initial state, and the optimized state from Run 67

are shown in the top figure of Figure 7.5. The bottom two figures show the CEX-ion flux distribution

and the contributions to the sputtering from each energy range and shell radius.
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Figure 7.5: Sample optimization results for Run 67. The top figure shows the cross-sections of the
NSTAR, axisymmetric initial state, and of the optimized result in the two symmetry planes. The in-
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plane in Figure 7.1). The transverse plane is that running perpendicular to the other. The lower-left
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the cumulative integral over radius (right axis).
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7.3.2 Sensitivity: Evaluation Points

The sensitivity of the optimization routine to the choice in location of the target point S(x̃) was

tested. If the two diametrically opposed target points are located at (60,0,z̃) and (-60,0,z̃), the effect

on the optimization result was tested for both small and large changes in the value of z̃. For all

cases, except those noted otherwise, options, param min, and param max were held constant:

param init = [3.0, 1.4, 1.4],

DiffMinChange = 0.01, TolX = 0.05,

DiffMaxChange = 0.5, TolCon = 0.002 mm,

param min = [-2, -2, -2], param max = [10, 10, 10].

The steady load corresponded to a = 1.97 × 103 g. The input parameters and the results are

summarized in Table 7.3.

The thickness, t, of the grid under question is shown in the second column, and the height of

the target point, z̃, is listed in the third column. The maximum allowed displacement due to the

steady load, δmax, is specified in the fourth column, followed by the optimizing parameter values

found to optimize the sputtering rate in column five. The sixth column tabulates the maximum

displacement of the grid computed at the solution point. The final column lists both the computed

sputtering rate, in atoms/cm2·s, at the solution, followed in parentheses by the ratio of this value

to that computed for the NSTAR grid at the specified target location (if available).

Υ(1.5)NSTAR = 5.19 × 108 atoms/cm2 · s,

Υ(3.0)NSTAR = 7.36 × 108 atoms/cm2 · s.

In all cases, the height of point 1 was greater than the heights of both points 2 and 3, and the

height of point 3 was greater than that of point 2. Additionally, between all runs, the height of point

1 at the solution varied little, with a minimum value in Run 62 of z1 = 2.61 cm and a maximum value

in Run 58 of z1 = 2.76 cm. Between all runs, the height of point 2 at the solution varied a bit more,

with a minimum value in Run 54 of z2 = 0.77 cm and a maximum value in Run 60 of z2 = 1.08 cm. If
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Table 7.3: Optimization results demonstrating dependence on evaluation point location

t Height δmax δ optvalue
Run # (mm) z̃ (cm) (mm) param opt (mm) ×108 (ratio)

54 1.02 3.0 0.30 2.69, 0.77, 1.63 0.298 5.63 (0.76) †,�

58 1.02 2.9 0.30 2.76, 0.82, 1.44 0.289 5.57 †

63 1.02 3.0 0.30 2.66, 0.84, 1.59 0.300 5.74 (0.78) �

57 2.04 3.0 0.22 2.64, 1.02, 1.46 0.207 5.94 (0.81) †

59 2.04 2.9 0.22 2.63, 1.00, 1.33 0.210 5.75 †

60 2.04 1.5 0.22 2.65, 1.08, 1.35 0.200 4.14 (0.80) †

61 2.04 3.0 0.22 2.62, 0.96, 1.48 0.217 5.80 (0.79)
62 2.04 1.5 0.22 2.61, 0.98, 1.54 0.217 3.86 (0.74)
67 2.04 3.0 0.22 2.75, 0.84, 1.97 0.221 5.37 (0.73) ‡

83 2.04 0 0.22 2.62, 0.93, 1.52 0.221 2.60 ‡

84 2.04 6.0 0.22 2.63, 0.88, 2.21 0.220 10.75 ‡
† TolCon = N/A
‡ DiffMinChange = 0.002 DiffMaxChange = 0.1
� param min = [0, 0, 0]

the runs for which TolCon was not specified are removed, the variation decreases, with a minimum

value in Runs 63 and 67 of z2 = 0.84 cm and a maximum value in Run 62 of z2 = 0.98 cm. Between

all runs, the height of point 3 at the solution varied between a minimum value of z3 = 1.33 cm in

Run 59 and a maximum value of z3 = 2.21 cm in Run 84. For all cases for which the sputtering rate

was computed for the NSTAR grid, the optimized solution yielded sputtering rates between 73%

and 81% of the expected NSTAR rate.
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7.3.3 Sensitivity: Options

The first optimization cases (Runs 42-60) did not have a tolerance limit on the constraint values,

TolCon. For all runs after this, the constraint tolerance was specified. Pairs of runs are listed in

Table 7.4 that compare results from identical conditions except for the specification of the constraint

tolerance. The last pair compares the results obtained from specifying different values for DiffMin-

Change and DiffMaxChange. These option values specify the minimum and maximum amount,

respectively, that the control mesh point parameters are changed in order to compute finite differ-

ence derivatives used for the Quasi-Newton search in the Matlab function fmincon. In all cases,

except where noted, the following were kept constant:

param init = [3.0, 1.4, 1.4], TolX = 0.05,

param min = [-2, -2, -2], param max = [10, 10, 10].

The steady load corresponded to a = 1.97 × 103 g.

The thickness, t, of the grid under question is shown in the second column and the height of the

target point, z̃, is listed in the third column. The option values are specified in the fourth column,

followed by the control mesh point heights found to optimize the sputtering rate in column five. The

sixth column tabulates the maximum displacement of the grid computed at the solution point. The

final column lists both the computed sputtering rate, in atoms/cm2·s, at the solution, followed in

parentheses by the ratio of this value to that computed for the NSTAR grid at the specified target

location.

Υ(1.5)NSTAR = 5.19 × 108 atoms/cm2 · s,

Υ(3.0)NSTAR = 7.36 × 108 atoms/cm2 · s.

In all cases, the height of the point 1 was greater than the heights of both points 2 and 3, and

the height of point 3 was greater than that of point 2. The largest change in the solution occurred

when TolCon was changed from N/A for a target point height z̃ = 1.5 cm (Runs 60 and 62).
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Table 7.4: Optimization results demonstrating dependence on algorithm parameters

DiffMinChange = 0.01 DiffMaxChange = 0.5
t Height TolCon δ optvalue

Run # (mm) z̃ (cm) (mm) param opt (mm) ×108 (ratio)
54 1.02 3.0 N/A 2.69, 0.77, 1.63 0.298 5.63 (0.76) �

63 1.02 3.0 0.002 2.66, 0.84, 1.59 0.300 5.74 (0.78) �

57 2.04 3.0 N/A 2.64, 1.02, 1.46 0.207 5.94 (0.81)
61 2.04 3.0 0.002 2.62, 0.96, 1.48 0.217 5.80 (0.79)

60 2.04 1.5 N/A 2.65, 1.08, 1.35 0.200 4.14 (0.80)
62 2.04 1.5 0.002 2.61, 0.98, 1.54 0.217 3.86 (0.74)

� param min = [0, 0, 0]

TolCon = 0.002
t Height DiffMin / δ optvalue

Run # (mm) z̃ (cm) DiffMax param opt (mm) ×108 (ratio)
61 2.04 3.0 0.01 / 0.5 2.62, 0.96, 1.48 0.217 5.80 (0.79)
67 2.04 3.0 0.002 / 0.1 2.75, 0.84, 1.97 0.221 5.37 (0.73)

When the restriction on DiffMinChange and DiffMaxChange were made stricter, the height of

points 1 and 3 increased and the height of point 2 decreased, thus increasing the asymmetry of the

grid shape. Additionally, the stricter restrictions on DiffMinChange and DiffMaxChange resulted

in a larger decrease in the expected sputtering, compared to the NSTAR: the expected sputtering

dropped from 79% of that expected by the NSTAR shape to 73% of the expected NSTAR sputtering

rate.
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7.3.4 Sensitivity: Neutral-Density Effects

The effect of the distribution function used to calculate the neutral density was tested. Optimization

runs were performed using both the cosine distribution and that obtained for a single aperture in

an infinite plane to calculate the neutral density downstream. The results are given in Table 7.5. In

all cases, except where noted:

param init = [3.0, 1.4, 1.4], δmax = 0.22 mm,

DiffMinChange = 0.01, TolX = 0.05,

DiffMaxChange = 0.5, TolCon = 0.002 mm,

param min = [-2, -2, -2], param max = [10, 10, 10].

The steady load corresponded to a = 1.97 × 103 g, and all were computed for the target points

S(x̃) = (60, 0, 3) and (−60, 0, 3).

The thickness, t, of the grid under question is shown in the second column. The distribution

used to compute the neutral density (cosine or single aperture) are listed in the third column. The

control mesh point heights found to optimize the sputtering rate are shown in column four. The fifth

column tabulates the maximum displacement of the grid computed at the solution point, and the

final column lists both the computed sputtering rate, in atoms/cm2·s, at the solution, followed in

parentheses by the ratio of this value to that computed for the NSTAR grid using the given neutral

distribution.

ΥNSTAR
cos = 7.95 × 108 atoms/cm2 · s,

ΥNSTAR
ap = 7.36 × 108 atoms/cm2 · s.

In all cases, the height of the point 1 was greater than the heights of both points 2 and 3, and the

height of point 3 was greater than that of point 2. The solutions for Run 61 (aperture) and Run 70

(cosine) vary little. The heights of the control mesh points are nearly identical, and the reduction in

the sputtering rate, compared to the NSTAR rate (using the given neutral distribution) is the same

for both, 79%. When the restrictions on DiffMinChange and DiffMaxChange were made stricter,
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Table 7.5: Comparison of optimization results from different neutral densities

t δ optvalue
Run # (mm) Distribution param opt (mm) ×108 (ratio)

61 2.04 aperture 2.62, 0.96, 1.48 0.217 5.80 (0.79)
67 2.04 aperture 2.75, 0.84, 1.97 0.221 5.37 (0.73) ‡

70 2.04 cosine 2.59, 0.95, 1.46 0.220 6.26 (0.79)
‡ DiffMinChange = 0.002 DiffMaxChange = 0.1

the expected sputtering rate using the neutral distribution of a single aperture dropped to 73% of

the expected NSTAR rate.

7.3.5 Sensitivity: Sputter-Yield Effects

In all the previous computations the sputter yield for xenon on molybdenum (Section 4.5) was used.

One of the simplifying assumptions made in Chapter 5, in order to reduce the computational time

required, was based on the fact that the sputter yield is orders of magnitude larger for high-energy

ions than for low-energy ions, and has a dramatic drop-off for energies less than approximately 30

eV. Though the majority of the ions have energies less than this value, the drop-off allowed for us to

neglect them because of their insignificant contribution to the predicted sputtering. We were thus

able to ignore the “low-energy” solution branch which we had no way to compute other than using

the full-trajectory analysis developed in Chapter 4.

Measurements have shown that not all materials, such as C2 [26], have such a dramatic decrease

in sputter yield for low energies. For such materials, the assumptions made in Chapter 5 may not

be valid. To investigate the effect of the sputtering yield on the optimization results, two artificial

sputter yields were created by modifying the sputter yield of xenon on molybdenum. Though neither

of these sputter yields are derived from any measurements on actual materials, they were constructed

such as to place emphasis on one energy range or the other: “low” or “high.” The first artificial

sputter yield increases the effect of ions with energies below 60 eV, compared to the Mo-Xe+ yield,

but is the same as xenon on molybdenum for energies higher than 60 eV. Conversely, the second

artificial sputter yield increases the effect of ions with energies above 60 eV, compared to the Mo-Xe+

yield, but is identical to the xenon on molybdenum yield for energies less than 60 eV. Both sputter
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Table 7.6: Coefficients for low-energy emphasis sputter yield

α β γ δ

Ê < 1.778 0 0 3.316 -8.024
1.778 ≤ Ê < 1.803 0 -3.608 16.147 -19.432
1.803 ≤ Ê < 2.3 0 -2.236 11.105 -14.802

2.3 ≤ Ê 0 0 0.8203 -2.975

Table 7.7: Coefficients for high-energy emphasis sputter yield

α β γ δ

Ê < 1.384 30.679 -144.55 231.39 -128.71
1.384 ≤ Ê < 1.778 0 -3.608 16.147 -19.432

1.778 ≤ Ê 0 0 3.316 -8.024

yields were made such that the value and slope at 60 eV is continuous.

As for the original curve fit from Section 4.5, a cubic curve (4.29) was used to represent the data

for both constructed sputter yields and is reproduced here:

log10 Y (E) = αÊ3 + βÊ2 + γÊ + δ,

where Ê = log10(E/eV). The coefficients of the polynomial for the yield with low-energy emphasis

are listed in Table 7.6. The coefficients of the polynomial for the yield with high-energy emphasis are

listed in Table 7.7. The original sputter yield and the two artificial yields are shown in Figure 7.6.

In all other regards, the optimization parameters were identical to that of Run 67:

param init = [3.0, 1.4, 1.4], δmax = 0.22 mm,

DiffMinChange = 0.002, TolX = 0.05,

DiffMaxChange = 0.1, TolCon = 0.002 mm,

param min = [-2, -2, -2], param max = [10, 10, 10].

The steady load corresponded to a = 1.97 × 103 g, and all were computed at the target points

S(x̃) = (60, 0, 3) and (−60, 0, 3).

The optimization using the low-energy emphasis curve did not converge. After 94 iterations,

the solution was found to have made no progress and was oscillating about the initial control point
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Figure 7.6: Original and constructed low/high energy emphasis sputter yields. The low energy
emphasis sputter yield has increased yield, over the original yield (Figure 4.11), for energies less
than 60 eV. The high energy emphasis sputter yield has increased yield for energies greater than
60 eV. Both the low and high energy emphasis have yields identical to the original for energies
higher(lower) than 60 eV.

values.

For the sputter yield with emphasis on the high-energy ions, the NSTAR grid was found to

have a sputtering rate ΥNSTAR = 11.16× 108 atoms/cm2·s. The grid shape optimization was found

to converge to the solution at param opt = [2.57, 0.97, 1.26], with an optimum sputtering rate of

optvalue = 8.11 × 108 atoms/cm2·s, yielding a ratio of 0.73. In comparison, the solution using the

original sputter yield (Run 67) was found to be param opt = [2.75, 0.84, 1.97], with a sputtering

rate of optvalue = 5.37 × 108 atoms/cm2·s, or a ratio to the NSTAR of 0.73. It is seen that, in

comparison, the high-energy emphasis sputter yield resulted in a lower height of both control mesh

points 1 and 3, however point 1 was still higher than the other two, and point 3 was still higher than

point 2.

7.3.6 Thickness Effects

The optimization of thinner grids was found to be more stable at smaller acceleration loads. The

load was reduced to that of a 25 g acceleration, and all three grid thicknesses — 1x, 2x, and 4x (the
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Table 7.8: Comparison of optimization results for different grid thickness

t δmax δ optvalue
Run # (mm) (×10−3 mm) param opt (×10−3 mm) ×108 (ratio)

85 0.51 6.94 2.62, 1.08, 1.99 6.93 6.10 (0.83)
86 1.02 4.12 2.90, 0.83, 1.87 4.12 6.03 (0.82)
87 2.04 3.61 2.80, 0.78, 1.98 3.59 5.34 (0.73)

NSTAR accel grid thickness) — were optimized. In all three cases the maximum deflection allowed

was specified to be twice that of an NSTAR grid of the same thickness under the same load. The

results are shown in Table 7.8. The optimization parameters were as follows:

param init = [3.0, 1.4, 1.4],

DiffMinChange = 0.002, TolX = 0.05,

DiffMaxChange = 0.1, TolCon = 2 × 10−5 mm,

param min = [-2, -2, -2], param max = [10, 10, 10].

The thickness, t, of the grid under question is shown in the second column. The maximum

allowable deflection (twice the NSTAR deflection under the same load) is listed in the third column.

The control mesh point heights found to optimize the sputtering rate are shown in column four. The

fifth column tabulates the maximum displacement of the grid computed at the solution point, and

the final column lists both the computed sputtering rate, in atoms/cm2·s, at the solution, followed

in parentheses by the ratio of this value to that computed for the NSTAR grid.

In all cases, the height of the point 1 was greater than the heights of both points 2 and 3, and

the height of point 3 was greater than that of point 2. Additionally, the sputtering rate at the target

points decreased as the grid thickness increased.
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Chapter 8

Discussion of Results and
Conclusions

8.1 Summary of Work Done and Discussion of Results

A plume model describing the energy distribution of charge-exchange (CEX) ions at any point —

particularly at points located at large angles with respect to the ion engine thrust axis and beyond

the main ion beam — has been developed. Other models that have been developed for this same

purpose have typically used Direct Simulation Monte Carlo (DSMC) and Particle-in-Cell (PIC)

methods for solving for the electric fields, particle trajectories, and densities [14, 45, 46]. These

methods simulate the motion of a pre-determined number of “macro-particles” through a time-

iterative computation. At each time step, the electric field is found through application of Poisson’s

equation from which the motion of each particle until the next time step is computed. All properties

— such as density, average particle energy, and the electric field — are obtained through weighting

factors which determine the number of atoms that each macro-particle represents. The restriction

on the number of particles that can be simulated due to availability of computing resources or time

can lead to an issue of “shot” noise in these simulations. As a result, obtaining a highly resolved

energy or velocity distribution of ions at any particular point in space is difficult, at best. This

difficulty can be apparent especially in cases where the number of ions with one energy is orders of

magnitude larger or smaller than the number with another energy. Obtaining relative sputtering

contributions due to ions of different energies is thus made difficult when an accurate distribution
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can not be computed [11].

Despite the inability to obtain highly resolved ion energy distributions, these models are generally

successful in predicting total ion densities and average ion energies at positions surrounding the

engine. The reason behind this is the assumption made in these models: the assumption that there

is no transfer of energy in a charge-exchange collision and that an ion emerges from a collision with

the neutral atom thermal velocity. As the results of this work support, the majority of charge-

exchange collisions involve little to no energy transfer between the primary ion and neutral atom.

Thus, the assumption made is applicable to most ions and these models are successful at predicting

the dynamics of these particular ions which are the most populous.

In this work, we have not made the same assumption. Assuming elastic collisions, the model

developed in this thesis accounts for the collision dynamics during the charge-exchange process,

permitting the primary ion to transfer energy and for the CEX ion to be scattered at all available

scattering angles as determined by conservation of energy and momentum. In addition, the method

chosen to solve the model equations is different than the DSMC-PIC methods chosen by others. In

this work, a continuum approach is used where the properties of the scattered CEX ions are assumed

to vary smoothly and continuously. Though individual ion trajectories are computed, it is assumed

that an ensemble of ions with similar initial conditions behave similarly, and so the properties of any

ion can be interpolated based on the behavior of a select few representative ions. It is in this way

that this model differs from the discretized method used by PIC models where a specific number of

“macro-particles” are simulated, each of which represents a certain number of real ions.

The neutral atoms are assumed to be a cold gas and have zero velocity before the collision.

The probability of finding a CEX ion at any specific angle is determined by the differential cross-

section for charge-exchange and is obtained from a curve fit to previously measured data. To find

an accurate estimate of the neutral atom density at any point where CEX collisions may occur,

simulations of the diffusion of a rarefied gas through a two-hole aperture were performed using the

Direct-Simulation Monte Carlo method. The flows through a single aperture in an infinite plane

and one hole of a pseudo-periodic hole pattern were simulated. The farfield distribution for points
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far from the aperture, compared to the hole radius, was found for both cases and compared to the

modified cosine distribution used frequently in current models. The effective Clausing factor, which

relates the flux compared to that from an infinitely flat hole, for both aperture configurations was

also found.

The modified cosine distribution and the neutral-density distribution obtained for a single aper-

ture in an infinite plane were used to compute the total neutral-atom density at any point down-

stream of the engine grid by superposition of the contributions from all grid holes. Comparisons of

the densities computed using both distributions were made. It was found that the density in the

region up to approximately 13 cm downstream of the grid surface dropped off more quickly for the

cosine distribution than for the aperture distribution. Beyond approximately 13 cm and to the sides

of the engine the density dropped off more slowly for the cosine distribution. Since the contribution

to the CEX-ion density at any point is proportional to the neutral density within the volume where

collisions occur, these results can have an impact on the relative contributions to the ion density

from different regions within the main beam. For target points located at large angles with respect

to the grid axis, it was found that the majority of the CEX-ion contribution came from the region

within a few centimeters of the grid surface. Thus, a model using the cosine distribution would be

expected to yield higher sputtering rates, due to the larger neutral density in this region, than a

model incorporating a beamed neutral distribution such as that from the simulations of an NSTAR

aperture.

In order to predict the motion of the CEX ions downstream of the engine, a method for computing

the plasma potential and electric field was sought. The Boltzmann distribution, or barometric

potential model, for computing the plasma potential downstream of an ion engine was presented

in Chapter 4. Assuming the neutralizing electrons are in thermal equilibrium, this model permits

computation of the plume potential at any point with knowledge of the total ion density and electron

temperature only. The primary ions were assumed to emit isotropically from a point source behind

each grid hole into a cone of specified divergence angle. The superposition of the contributions

from all grid holes enabled us to compute the primary-ion density at any point. To overcome the
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issue of needing both the ion density and plume potential simultaneously at any point in order to

compute the other, the CEX-ion density, for purposes of computing the electric field, was assumed

to be unaffected by the grid shape. The CEX-ion density at any point was found from the results of

previous simulations using a different model. Comparison showed that the plume potential computed

in this manner was qualitatively similar to the potential obtained from self-consistent Particle-in-

Cell computations. It was proposed that the potential could be corrected and updated by repetitive

iteration of the model presented to recompute the CEX-ion density at a series of points, though it

was found that doing so would require extensive computational resources and an improvement to

the method for computing the contributions from the lowest energy (and most populous) ions.

A scattering event was defined to be all possible collisions between primary ions with a specific

velocity vector passing through a small volume and the neutral atoms contained within the same

volume. One, initially unexpected, result in developing the model was the possible existence of

multiple scattering angle solutions from any particular scattering event that could result in a CEX

ion passing through any specified target point. Not only that, but it was found that for most

scattering events, if a solution exists, there are two or more solutions. The reason for this was found

to be the following. The most energetic CEX ions, which are scattered at relatively small angles, are

affected little by the electric field and follow asymptotic trajectories along vectors of motion similar

to their initial asymptotic scattering vectors. The effect of the electric field on a CEX ion increases

as the scattering angle increases, since less energy is imparted to the ion from the collision. Passing

through the main beam edge results in a CEX ion being swept farther upstream as the initial energy

of the ion decreases. Additionally, as the initial energy of the CEX ion decreases, the electric field

within the main beam has an increasing influence and results in sweeping the CEX ion some distance

downstream before the ion encounters the upstream-directed electric field of the beam edge. The

net result is that, at some critical scattering angle, the effect of the electric field within the main

beam overcomes that of the beam edge: increasing the scattering angle further results in a CEX

ion travelling farther downstream than an ion scattered at a smaller angle. Thus it is possible for

multiple scattering angles from any scattering event that result in an ion passing through the target
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point.

The presence of two possible scattering-angle solutions leads to an unexpected, but potentially

significant, contribution to the CEX-ion density at any point. The streamtube area expansion dÃ/dΩ

expresses the divergence of a streamtube formed by the trajectories of an ensemble of ions scattered

within a small solid angle about the same scattering angle. An expansion approaching a value of zero

describes a focussing situation where ions scattered within a finite range of angles all pass through

a vanishing area. Such an occurrance happens when the scattering angle approaches the critical

scattering angle at which the interior electric field begins to dominate the trajectory of the ion,

and typically results in relatively low-energy ions. In situations when the scattering angle solution

approaches this critical angle, ions scattered within a small range of the solution get focussed into

a vanishingly small area at the target point and results in a large contribution to the flux of ions

through that point.

Thus, it was found that the CEX ions from any scattering event that passed through any specified

target point could be divided into four different cases:

(I) One pair of scattering angles, (θ+, φ+), results in the scattered ion passing through the target

point; the streamtube area at the target point is greater than zero (dÃ/dΩ > 0).

(II) Multiple pairs of scattering angles result in a scattered ion passing through the target point.

(III) One pair of scattering angles results in the scattered ion passing through the target point; the

streamtube area at the target point is equal to zero (dÃ/dΩ = 0).

(IV) No ion from this scattering event passes through the target point.

Unfortunately, the infinite contributions from scattering events where the the streamtube is

focussed (dÃ/dΩ → 0) present a computational problem. It was discussed in Chapter 4 that, though

these events contribute an infinite CEX-ion flux through the point, conservation of mass bounds the

total flux through any finite area surrounding the target point. The model was developed to compute

the flux through a vanishingly small area (point) rather than a finite area surrounding the target

point, and thus presented difficulty in computing accurate contributions from these events. Since
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these events occur when the interior electric field begins to dominate the ion trajectory, the ion

energy is typically low. Thus, error in the distribution was found to increase for lower energy ions.

There is no precise definition for “low” and “high” energy, however, in the cases presented here

where the target point was located at a large angle with respect to the thrust axis, “low” energy

was typically found to apply to those ions with energies less than approximately 30-40 eV.

Except for situations where the CEX ions are focussed (Case III), the streamtube area expansion

was found, for the high-energy ions, to approach the value of uniform divergence in a force-free

region, i.e., dÃ/dΩ = R2. The streamtube area expansion was found to be larger for low-energy

ions, or equivalently, was found to be larger for large scattering-angle solutions. This is simply due

to the increasing effect the electric field has on ions of decreasing energy. Conversely, the differential

cross-section is largest for the low-energy ions. Thus, the effects of a large divergence and a large

cross-section of the low-energy ions tend to counteract each other when computing the flux. However,

whereas the divergence of low-energy ions may typically be an order of magnitude larger than that

for the higher-energy ions, the differential cross-section is multiple orders of magnitude larger for

low-energy ions than for high-energy ions. The net result is that the low-energy ions still make the

largest contribution to the CEX-ion density. Since the ions of Case III have relatively low energy

as well, the issues presented by these ions due to a computed infinite flux do not affect this result:

The low-energy ions make the largest contribution to the CEX-ion density. This result supports the

hypothesis made in the development of other CEX models: The majority of the CEX ion density at

any point is from low energy ions. These other models assume that all CEX ions scatter with the

minimum energy, i.e. θ+ = 90◦.

The difficulties and inaccuracies in computing the energy distribution at the low energies, due

to the issue of a computed infinite flux, lead to a problem with verifying the assertion made when

computing the potential. Without a priori knowledge of the CEX-ion density it was assumed that

the densities computed from another model could be used and were assumed not to change with

changing grid shape. It was hypothesized that the initial guess at the potential could be corrected

and updated by iterative computation of the densities. Since the greatest contribution to the density



173

was found to come from the low-energy ions, until the distribution of these ions can be computed

more accurately, iterative correction of the potential is not feasible. However, the results here support

the assumption made in other charge-exchange models: the largest density contribution comes from

low-energy ions. Therefore, it is reasonable to assume that the densities computed by these other

models are adequate for determining the potential, and that further iteration of this model, were it

corrected for low-energy ions and computationally feasible, will yield little change.

In order to solve for the scattering angle solutions associated with any particular scattering

event, the scattering target interception sphere was introduced. Any CEX ion scattered from a

specific scattering event was parameterized by the chord length D(φ+, θ+) between the target point

and the point on the surface of this sphere through which the ion passed. A Gauss-Newton root-

finding algorithm was developed which allowed for determination of the scattering-angle solution

pairs (φ+, θ+) that minimize the chord length D(φ+, θ+) (solutions for which Dmin = 0 apply to one

of Cases I, II, or III, and solutions for which Dmin > 0 apply to Case IV).

The concept of a beamlet shell was then introduced, which allowed for simple evaluation of the

integral equations derived in Chapter 2. It was demonstrated how the beamlet shell uniquely defines

all scattering events within any shell, of a specific radius, within the primary ion beamlet emission

cone of each hole. The scattering angle solutions, (φ+, θ+), required to scatter a CEX ion into a

trajectory passing through a specific target point, for the scattering event defined by each point

within a beamlet shell were found by minimization of the chord length D(φ+, θ+). For each solution

the streamtube expansion, dÃ/dΩ, and the energy of the ion as it passes through the target point

were found. Using the beamlet shell approach had the result of making these quantities amenable to

interpolation to a much greater number of scattering mesh points within the shell due to the smooth

and slowly varying nature of these quantities over the surface of the shell. Such an interpolation

allowed for highly resolved evaluation, by numerical integration, of the contribution to the CEX ion

energy distribution at the target point from each shell.

It was demonstrated how the contributions from shells of various radii, spanning the entire

beamlet emission cone, could be numerically integrated to obtain the entire contribution to the
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CEX-ion energy distribution at the target point due to the beamlet. It was found that the greatest

contribution to the density came from ions scattered at angles corresponding to the upper scattering-

angle solution branch (“low-energy”, Case II) and from the case where the streamtube area expansion

was equal to zero (Case III). Similarly, the total sputtering rate of material at the target point due

to the CEX ions from each beamlet was shown to be the CEX-ion energy distribution, multiplied by

the sputter yield, integrated over all space and ion energy. For xenon on molybdenum, it was found

that the sputter yield dropped off at energies lower than approximately 30 eV, such that the ions

with energies less than this contributed very little to the total sputtering rate. This is fortunate, for

the model is not ideally suited for computing the distribution of ions at these low energies, due to the

reasons stated earlier. For this reason, the validity of the sputtering rates computed by this model,

and subsequent optimizations based on the sputtering rate, is critically dependent on the specific

material being sputtered. The sputtering yield for molybdenum used in this work was found to drop

off dramatically for low ion energies, and allowed for the inaccuracies of the energy distribution at

energies less than approximately 30 eV to be ignored. If a different material with a sputter yield

that does not drop off as dramatically for low ion energies is chosen, attention must again be given

to correcting the inaccuracies of the distribution at these energies.

Reducing the sputtering rates of sensitive surfaces on the spacecraft is highly desirable, since it

may lengthen the lifetime of the craft. It was a further goal of this work to implement the charge-

exchange model into an optimization algorithm that minimizes the sputtering rate at specified

surfaces by modifying the shape of the engine grids. It was found that complete computation of

the CEX-ion energy distribution and sputtering rate due to all beamlet shells was found to be

too computationally demanding for application to a grid shape optimization routine. Chapter 5

presented several simplifying assumptions made to the model, developed in Chapter 4, to reduce the

number of required computations. Based on the results of xenon on molybdenum, it was chosen to

disregard the larger of the two possible scattering-angle solutions since these were found to typically

have energies less than approximately 30 eV and contributed very little to the quantity of interest,

the sputtering rate. The quantities associated with the “high”-energy scattering-angle solution
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were compared to the line-of-sight (LOS) scattering solutions for ions that scattered directly to

the target point with no electric field acting on them. It was found that the two solutions yielded

similar CEX-ion energy distributions and sputtering rates if the LOS scattering-angle solutions were

adjusted by matching the energies of the highest-energy ion originating from the beamlet shell.

Further improvement could be made by making further approximations that conform the surfaces

created under the LOS assumption to those computed using the full-trajectory analysis. The uniform

streamtube area expansion characteristic of trajectories scattered in a region free of electric forces

(dÃ/dΩ ∝ R2) was used for all scattering events in the LOS approximation.

Computation of a fully three-dimensional plume potential was also found to be computationally

demanding when applied to an optimization routine. It was hypothesized that the computed CEX-

ion energy distribution would not be greatly affected if the potential was assumed to be axisymmetric

where the two-dimensional potential in the same radial plane as the target point was used as the ax-

isymmetric potential. The distributions computed using an asymmetric three-dimensional potential

as well as the axisymmetric approximation were compared. Of the beamlets compared, the general

shape of the energy distribution and sputtered distribution were found to be similar for most, how-

ever, the total sputtering rate was found to differ by as much as 77%. This provides motivation for

further work in improving the computational efficiency of the model, or the introduction of different

approximations and simplifications within the model to deal with three-dimensional plumes.

Though the goal was to minimize the sputtering rate at specified surfaces by modifying the grid

shape, structural constraints on the strength of the grids does not allow for completely arbitrary

alteration of the shape. All grid shapes that minimize the sputtering may not be suitable for practical

application to a flight mission, due to concern of the grids not surviving the launch environment. A

method for estimating the response of any candidate minimizing grid shape to a specified loading

was sought.

Finite-element modeling of the perforated grids (15,000 holes in the case of NSTAR) is compu-

tationally impractical, so the practice of implementing effective elastic properties was implemented.

The effective elastic properties of a perforated plate were defined in Chapter 6. Theory and mea-
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surements have found the effective properties to vary as a function of not only the open-area fraction

of the plate, but as a function of the relative thickness to the characteristic dimension of the hole

pattern. Results from theory and measurements were compiled from which the effective properties

for plates of the same thickness and hole pattern as the NSTAR grids could be found. For verifi-

cation purposes, the software for analyzing the structural response of shells was used to simulate

the response of a flat plate to various uniform static loads and compared to the non-linear theory

for large displacements. Displacements computed from the simulations were found to agree within

approximately 5% of those predicted by theory. The effective properties for a flat plate were assumed

to be the same for shallow shells with the same bulk properties and hole pattern. A parameter study

was performed for NSTAR-shaped grids of varying thickness under numerous uniform static loads

and compared to the displacements of flat plates under identical loads. As expected, the NSTAR

grids suffered significantly less deflection than a flat plate under the same load, and the deflection

decreased for increasing grid thickness. It was found that difficulties with convergence were often en-

countered when executing the finite-element code for very thin grids under large loads. The results

from this parameter study provided information for approximate scaling of loads so that thicker

grids could be simulated to avoid the convergence issues often encountered.

A development of the optimization method used for minimizing the sputtering rate at a specific

point by altering the grid shape was presented in Chapter 7. The grid surface was parameterized by

the specification of the height of 3 node points in a control mesh. A process including subdivision

and the removal of small elements yielded a mesh representing the grid surface that contained an

adequate number of node points and elements for finite-element analysis. An approximation to the

limit surface, corresponding to the physical shape of the parameterized surface, was also obtained

by further subdivision. A triangular pattern of holes, like that of the NSTAR, were overlaid onto

the limit surface. The coordinates of the simulated holes, as well as the suface normal vectors at the

locations of the holes, were then computed which were used for implementing the charge-exchange

model.

The sensitivity of the optimized shape to the (1) neutral density, (2) sputter yield, (3) initial
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grid shape, (4) location of the target point, and (5) grid thickness were tested. The results of the

optimizations were compared to the shape and sputtering rate predicted for the NSTAR grid and,

in most cases, were found to reduce the sputtering.

As expected by the nature of the different neutral distributions investigated in Chapter 3, the

sputtering rates predicted using the cosine distribution were higher than for rates predicted using

the NSTAR aperture distribution computed from the DSMC simulations. This is a result of the

higher neutral density expected in the region immediately downstream of the grid surface using

the cosine distribution. The majority of the CEX ions that reach the target point originate from

this region. The optimizing grid shapes obtained under the same initial conditions for both neutral

density distributions were very similar and both predicted a reduction of the sputtering rate of

approximately 20% over the NSTAR grid.

The sensitivity of the optimization results to the sputter yield was tested by altering the yield

to emphasize both the low-energy and the high-energy ions respectively. The optimization using

the sputter yield that emphasized the low-energy ions more than the original sputter yield did

not converge to a minimizing solution. This is not unexpected, for sputtering rates computed

using this sputter yield will be more sensitive to the inaccuracies of the model in dealing with the

low energy ions. Since the computed flux of low energy ions has a large amount of noise, this

noise will be reflected in the sputtering rates. Such noise can result in discontinuities of the hyper-

surface describing the function being minimized. The Newton search method used by the optimizing

algorithm requires both the function and the gradients of the function to be continuous in order to

locate a minimum.

The optimization using the sputter yield that emphasized the high-energy ions more than the

original sputter yield did converge to a minimizing solution. As expected, the total predicted sput-

tering rate was higher due to the increase sputtering activity of the energetic ions. The minimizing

grid for the high-energy yield was flatter than the minimizing grid for the original yield, as evidenced

by the reduced difference between the heights of all three control mesh points. This is not surprising,

for in flattening the grid, the normals of the surface are inclined at larger angles with respect to
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the line-of-sight vectors pointing to the target point, and thus typically require larger scattering

angles, which are less energetic. Intuitively, this makes sense, for a flat grid would be expected to

do less sputtering damage to a surface located at a large angle with respect to the grid axis than

a domed grid such as used on the NSTAR which has holes emitting primary ions directed more

towards the target point. The minimizing surfaces obtained for both the high-energy yield and the

original yield were both predicted to reduce the sputtering rate at the target point by approximately

27% compared to the NSTAR grid shape.

The extent to which optimization solutions are global minimums of the sputtering rate hyper-

surface was tested by varying the initial values of the optimizing parameters. It was found that, for

many initial values, the optimization algorithm failed to locate any minimizing solution. Such cases

were usually associated with initial parameters that created grid surfaces that had a plateau-like

quality. These grid shapes were domed, but with a large flat area at the center. From the structural

analysis, it was found that often these grids buckled under the imposed load, and are believed to

have thus created discontinuities in the optimizing constraints. A minimizing solution must meet

the condition that the gradient of the Lagrangian, as defined in Chapter 2, must equal zero, and the

Hessian of the Lagrangian must be positive-definite. Since the Langrangian includes the constraint

conditions through use of Lagrange multipliers, discontinuties in the constraint conditions can render

the problem unsolvable using a numerical algorithm.

It was found that the minimizing solution was dependent on the values of the initial optimization

parameters. Not all solutions were found to reduce the sputtering rate compared to the NSTAR,

but rather had greater predicted rates. The expected sputtering rates of the minimizing solutions

were found to be as great as 135% and as little as 73%, the rate predicted for the NSTAR grid

shape. However, nearly all cases had similar characteristics in the values of optimization parameter

solutions. With the exception of a few cases, the height of the first control mesh point (at the center

of the mesh) was the greatest. Similarly, the third control mesh point (located in the same plane as

the target point) was almost always greater than the second (located in the plane transverse to that

which the target point is on). Such a configuration of control mesh point heights results in a grid
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shape reminiscent of the barrel vault shape discussed in Chapter 5.

The location of the target point was found to have little impact on the shape of the optimally

shaped grid. For all target points within a few centimeters of the original point, the optimum shape

had the same characteristics: (1) the height of the first control mesh point was the greatest, and (2)

the height of the third control mesh point was always greater than the second. The values of the

optimum control mesh point heights also changed relatively little indicating that the same shape

would be effective at reducing the sputtering over an extended area located around the target point

instead of only at the target point itself. The results from varying the grid thickness were very

similar. In all cases, the optimal grid shape reduced the sputtering in comparison to the NSTAR

shape by as much as 27%.

The two goals of this work were: (1) to develop a model that accounts for the energy and mo-

mentum transfer process during charge-exchange collisions and can predict the amount of sputtering

that one would expect at any particular point around an ion engine due to impacts from the CEX

ions, and (2) to combine both the charge-exchange dynamics model and structural strength analy-

sis into an optimization problem based on the shape of the grid, such that the sputtering rate at

specified locations is minimized under imposed structural constraints. The model enabled high res-

olution of the expected energy distribution of CEX ions, especially those with energies greater than

approximately 30 eV, which can only be accounted for if the energy and momentum transfer process

of charge-exchange collisions is included. Results indicated that the density of CEX ions is due in

most part to the slowest ions, which recieve little to no energy from the collision. This supports the

approximations used currently in other Particle-in-Cell models of the CEX-ion environment, where

all CEX ions are assumed to emerge from the charge-exchange collisions with zero energy.

In a departure from what is currently thought, the results indicated that the significantly smaller

population of high-energy ions, created due to transfer of energy during charge-exchange collisions,

may be responsible for the majority of the sputtering at locations around the engine and at high

angles with respect to the grid axis. Though this was demonstrated, it was also found that this

result is highly dependent on the material being sputtered and its attendent sputter yield. In cases
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where there is a less significant difference in the yield from high-energy ions as from low-energy ions,

this result may not apply.

A limited application of the model to a grid shape optimization procedure was demonstrated.

All results indicated that alteration of the grid shape can result in reduced sputtering of certain

surfaces and the reduction can be expected to be of the order of 20-30% compared to the sputtering

expected when using the NSTAR grid.

8.2 Future Work

Further work could be pursued in improving the accuracy of the CEX-ion energy distribution and

sputtering rates predicted by the CEX-ion model, and in improving the integration of the CEX-ion

model into an optimization problem for enhancing engine grid design. There are many ways in which

the work can be expanded, but here we provide recommendations for extensions that could reap

obvious benefits.

As stated in the previous section, difficulties were encountered in computing the density contri-

butions from scattering events where the streamtube area expansion approaches zero at the target

point. This could likely be resolved by computing the average energy distribution over a small but

finite area, instead of an infinitesimal target point. Such an approach would eliminate the compu-

tational issues due to infinite contributions from infinitesimal volumes, and enable more accurate

determination of the CEX-ion distribution over all energies. This would enable one to compute more

accurate CEX-ion densities, which would then permit calculation of a self-consistent potential by

iterative computation. Additionally, a CEX-ion distribution accurate over all energies would also

yield more reliable sputtering rates in the cases when the sputter yield does not decrease rapidly for

small energies.

This work could also benefit from additional consideration of methods for speeding up the com-

putation. Currently, iterative computation of the potential, computation of an asymmetric potential,

and inclusion of all scattering-angle solutions (high- and low-energy branches) is practically infeasible

without the use of supercomputing resources.
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Accounting for the reduction in the flux of the primary ions due to depletion from CEX collisions

could also be implemented, however in Chapter 2 we found that the depletion of the primary ions

due to collisions (at least in space-based applications) is minimal. This would likely only make a

difference of a couple of percent in the predicted sputtering rate. Though the effects were assumed

to be negligible, secondary CEX collisions between the CEX ions and neutrals can also occur. The

significant increase in computational requirements to include these secondary processes would have

to be considered against the expected gain offered by doing so. Since the majority of the CEX ions

are found to originate from within the region extending a few centimeters downstream of the grid

surface, a more in-depth study of the CEX ion behavior near the grid as a CEX ion passes between

beamlets, or gets absorbed by the negatively charged accel grid, could be performed.

With regard to practical implementation of the model into an optimization problem, increasing

the number of control mesh points could yield more flexibility in terms of the achievable shapes of

the optimum grid. In this work, only three control points were used, which significantly limited

the shapes available. Of course, increasing the number of control points also has its attendant

problems of possible convergence instability, and manufacturability of the grid. Including the grid

stresses within the contraints and extension to time-dependent loading could also yield results more

applicable to the particular mission under consideration.

Any effort invested in continuing this work will have to be considered in terms of the balance

between the extra computational time or resources required and the expected improvement in the

results.
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