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The end of our exploring 

will be to arrive at where we started, 

and to know the place for the first time. 

T. S. Eliot 
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Abstract 

The lateral intraparietal area (LIP) of macaque posterior parietal cortex participates 

in the sensorimotor transformations underlying visually guided eye movements. Area 

LIP has long been considered unresponsive to auditory stimulation. However, re­

cent studies have shown that neurons in LIP respond to auditory stimuli during 

an auditory-saccade task, suggesting possible involvement of this area in auditory­

to-oculomotor as well as visual-to-oculomotor processing. This dissertation describes 

investigations which clarify the role of area LIP in auditory-to-oculomotor processing. 

Extracellular recordings were obtained from a total of 332 LIP neurons in two 

macaque monkeys, while the animals performed fixation and saccade tasks involving 

auditory and visual stimuli . No auditory activity was observed in area LIP before 

animals were trained to make saccades to auditory stimuli, but responses to audi­

tory stimuli did emerge after auditory-saccade training. Auditory responses in area 

LIP after auditory-saccade training were significantly stronger in the context of an 

auditory-saccade task than in the context of a fixation task. Compared to visual 

responses, auditory responses were also significantly more predictive of movement­

related activity in the saccade task. Moreover, while visual responses often had a fast 

transient component, responses to auditory stimuli in area LIP tended to be gradual 

in onset and relatively prolonged in duration . 

Overall, the analyses demonstrate that responses to auditory stimuli in area LIP 

are dependent on auditory-saccade training, modulated by behavioral context, and 

characterized by slow-onset, sustained response profiles . These findings suggest that 

responses to auditory stimuli are best interpreted as supramodal (cognitive or motor) 

responses, rather than as modality-specific sensory responses. Auditory responses in 

area LIP seem to reflect the significance of auditory stimuli as potential targets for 

eye movements, and may differ from most visual responses in t he extent to which 

they arc abstracted from the sensory parameters of the stimulus. 
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Organization of the Thesis 

This dissertation is organized into five chapters , of which three present original results 1 

concerning responses to auditory stimuli in macaque parietal cortex. A brief chapter 

summary is provided on the first page of each chapter. The three central chapters 

(Training Effects, Behavioral ModulaLion, and Temporal Features) address different 

questions about auditory responses in the lateral intraparietal area, and Lherefore 

contain chapter-specific introductions and discussions. The remaining two chapters 

(Introduction and Conclusions) provide a more general overview of Lhe context of the 

work and the possible implications of the results. 

Chapter 1 (Introduction) begins with a brief review of the anatomy and physiology 

of the posterior parietal cortex, with particular focus on the lateral intraparietal area. 

Debates over the function of the lateral intraparietal area in visual and oculomotor 

processing are summarized, and recent findings suggesting a possible role for area LIP 

in auditory processing are presented. The chapter continues with reviews of sound 

localization and saccadic eye movement systems in primates, and closes with some 

speculation on possible interactions between t he auditory and oculomotor systems. 

Chapter 2 (Training Effects) presents the first neurophysiological study in this 

thesis: an investigation of the effects of training on auditory responses in area LIP. 

This chapter includes a summary of training effects observed in other areas, and a 

discussion of the possible implications of training-induced changes in area LIP. 

Chapter 3 (Behavioral Modulation) explores the dependence of auditory responses 

in area LIP on behavioral context. This chapter also addresses t lH' relationship be­

tween auditory and visual responses, and the link between auditory responses and 

movement-related activity. A brief review of movement-related auditory responses 

found in other parts of the brain is provided in the chapter discussion. 

1 Please see Acknowledgements for a summary of the contributions of other researchers to the 

work which appears in this thesis. 
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Chapter 4 (Temporal Features) presents a detailed comparison of auditory and 

visual response profiles in area LIP. The chapter begins with a review of existing 

methods for analyzing the temporal features of spike trains, and then outlines a novel 

and more principled approach to the problem. A doubly stochastic Poisson model for 

cortical spike trains is described in the Methods section, and algorithms for smoothing 

and clustering spike trains are derived from this model. These algorithms are then 

applied to data recorded from area LIP, to identify differences in the temporal features 

of responses to auditory and visual stimuli. 

Finally, Chapter 5 (Conclusions) pulls together the results of Chapters 2, 3, and 4, 

to propose a new interpretation of responses to auditory stimuli in area LIP. This 

chapter also offers some speculations on the role of LIP in auditory-to-oculomotor 

processing, the overall function of area LIP, and the process of auditory-to-oculomotor 

transformation in primates. The chapter and thesis end with suggestions for future 

investigations. 
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Chapter 1 Introduction 

The primate posterior parietal cortex seems to be specialized for implementing senso­

rimotor transformations that is, for transforming sensory information into motor 

commands. In particular, the lateral intraparietal area (LIP) within t he inferior pari­

etal lobule plays a major role in visual-to-oculomotor transformations. Anatomically, 

area LIP is well situated to participate in planning visually guided eye movements; 

t he area receives strong inputs from extrastriate visual areas, and projects to cortical 

and subcortical oculomotor control centers. The physiology of LIP further indicates 

that this area integrates visual information with eye posit ion signals to direct sac­

cades to visual targets. Recent physiological evidence suggests t hat area LIP may be 

involved in auditory-to-oculomotor as well as visual-to-oculomotor transformations. 

Although early studies of the region reported no responses to audi tory stimulation, 

more recent investigations have found that LIP neurons respond to auditory stimuli in 

the context of a saccade task. This finding raises the possibility that area LIP might 

participate in linking the sound localization system and the saccadic eye movement 

system in the primate brain. Previous behavioral and neurophysiological results sug­

gest that extensive interconnections between these two systems exist; however, it is 

not known if area LIP is actually involved in auditory-to-oculomotor processing. This 

dissertation describes investigations of responses to auditory stimuli in area LIP. The 

experiments provide insight into the role of area LIP in directing saccades to auditory 

targets, the function of area LIP overall , and the process of auditory-to-oculomotor 

t ransformation in primates. 
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1.1 Posterior parietal cortex 

Most behaviors require some kind of sensorimotor transformation; information is ac­

quired by a sensory modality, and based on that information motor acts arc executed. 

A complete understanding of how the brain controls behavior can only be achieved 

once the process of sensorimotor transformation is understood. For goal-directed 

movement in particular, this process presumably occurs in multiple stages. At the 

sensory end, information must be acquired through sensory transduction, and then 

processed to extract the location of the stimulus. At the motor end, movement out­

put must be generated through the coordinated activation of the muscles. In between 

these two extremes, several other steps necessary for sensorimotor transformation may 

be identified. For example, attention is directed toward the stimulus; the stimulus is 

recognized as a potential target for movement; a decision to move is made; and the 

location of the target is transformed from sensory to motor coordinates. 

The primate posterior parietal cortex has long been recognized as critical for 

sensorimotor transformations, based on the consequences of posterior parietal damage 

in humans. Patients with lesions in posterior parietal cortex, in particular in the 

inferior parietal lobule, tend to have complex deficits in spatial perception, spatial 

attention, and sensorimotor integration (for comprehensive reviews, sec Critchley 

1966; Hyvarinen 1982a; Hyvarinen 1982b; Andersen 1987; Andersen and Gnadt 1989; 

Stein 1989). These patients have no low-level sensory or motor problems - they are 

not blind, deaf, or paralyzed - yet they have difficulty using sensory information to 

perceive spatial relationships and to direct appropriate movements in space. Common 

consequences of injury to the inferior parietal lobule include: 

• spatial memory deficits (impaired route-finding ability, and difficulty recalling 

topographic relationships); 

• constructional apraxia (inability to reproduce spatial relationships between ob­

jects); 

• unilateral negleC't (lack of attention to the region of space contralateral to the 
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lesion); 

• psychic paralysis of gaze (difficulty in disengaging fixation and in making vol­

untary eye movements); 

• optic ataxiafapr<L'Cia and spatial disorientation (inability to locate objects m 

space); and 

• extinction or simultanagnosia (failure to perceive a stimulus in the region of 

space contralateral to the lesion when a second stimulus is presented simulta­

neously on the ipsilateral side). 

The last three symptoms arc the features of a clinical condition known as Balint's 

syndrome, after the German neurologist who first described it in a patient with bi­

lateral posterior parietal cortex damage (see Hecacn and de Ajuriaguerra 1954 for a 

summary in English of the original German paper , Balint 1909). 

Balint's syndrome and many of the other deficits listed above are typically char­

acterized with respect to visual stimuli, but parietal lesions may also be associated 

with deficits in the auditory domain. In particular, patients with damage to the in­

ferior parietal lobule tend to mislocalize contralateral sounds into Lhe region of space 

ipsilateral to the lesion (e.g., Bisiach et al. 1984; Pinek et a l. 1989). This phenomenon 

seems to reflect a compression or distortion of perceived auditory space Loward the 

ipsilateral side (Vallar ct al. 1995). These auditory deficits, along with many of the 

visuospatial and oculomotor abnormalities described above, have been reproduced in 

monkeys with parietal lesions (Heilman et al. 1971; Lynch and McLaren 1989; Lynch 

1992; Hyviirinen 1982b). 

The anatomy of monkey posterior parietal cortex resembles that of the human 

(Hyviirinen 1982a; Andersen 1987). As a whole, posterior parietal cortex receives 

inputs from multiple sensory modalities, and is anatomically linked to frontal, tem­

poral, and limbic association areas. Within macaque posterior parietal cortex, the 

inferior parietal lobule (area 7 of Brodmann 1905) extends from the lateral bank of 

the intraparietal sulcus across the caudal part of the superior temporal sulcus, and up 
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to the medial wall of the cerebral hemisphere (Andersen 1987). This region has exten­

sive connections with several extrastriate visual areas, and also with somatosensory 

regions, the superior temporal polysensory area, prefrontal cortex, the hippocam­

pal formation, and cingulate cortex (Andersen 1987; Hyviirinen 1982b; Seltzer and 

Pandya 1984). Thus the inferior parietal lobule forms a node in a network of connec­

tions between cortical areas involved in vision, somatosensation, polysensory integra­

tion, memory, motivation, and movement planning. The inferior parietal lobule also 

receives inputs from the pulvinar, a thalamic nucleus thought to mediate attention 

(Asanuma et al. 1985; Andersen 1987) , and projects to the basal ganglia and other 

subcortical areas involved in movement control (Hyvarinen 1982a). 

The inferior parietal lobule seems to be parccllated into several distinct functional 

areas. On cytoarchitectural grounds, Vogt and Vogt (1919) divided Brodmann's area 

7 into a caudal-medial area 7a and a rostral-lateral area 7b; these regions correspond 

to areas PG and PF of Von Bonin and Bailey (1947). Finer subdivisions have since 

been proposed on the basis of myelination differences, anatomical connections, and 

physiological features. The list below summarizes the anatomical and physiological 

characteristics of the major subregions in the inferior parietal lobule. 

• Area 7b. Located on the rostral-lateral part of the gyrus between the in­

traparietal and superior temporal sulci , area 7b receives major input from so­

matosensory cortical areas (such as the insular cortex, area SII, and area 5) and 

projects primarily to premotor areas in frontal cortex (Andersen 1987; Ander­

sen ct a l. 1990). Neurons in area 7b arc responsive to somatosensory stimula­

tion (Hyvarinen 1982a) , and arc active during reaching and hand manipulation 

(Mountcastle et al. 1975; Andersen 1987). This area is therefore presumed to be 

involved in controlling limb movements. Rec0ntly, an area which may be more 

specifically involved in fine hand manipulations has been identified in the cortex 

adjacent to area 7b along the posterior bank of the intraparietal sulcus (Taira 

et al. 1990); this region has been designated AlP, the anterior intraparietal area 

(Sakata ct al. 1995). 
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• Area MST. The medial superior temporal area (MST) lies in the anterior 

bank of the superior temporal sulcus, and receives direct projections from sev­

eral extrastriate visual areas, especially the motion-sensitive middle temporal 

area MT (Maunsell and Van Essen 1983). Within the posterior parietal cortex, 

area MST projects primarily to areas 7a and LIP (Andersen 1987). Neurons 

in area MST respond to smooth-pursuit eye movements and also to complex 

full-field visual motion such as expansion, compression, and rotation; this area 

is therefore thought to play an important role in direction-of-heading computa­

tions (Bradley et al. 1996; Andersen 1997). 

• Area VIP. The ventral intraparietal area (VIP) sits in the fundus of the 

intraparietal sulcus, ventral to area LIP. This area is heavily interconnected 

with motion processing area l\IT (Maunsell and Van Essen 1983), and is also 

linked to somatosensory cortex (Seltzer and Pandya 1986). Neurons in VIP 

respond to localized and full-field motion (Colby et al. 1993; Schaafsma and 

Duysens 1996) , especially motion of objects toward the face , and often have 

somatosensory receptive fields on the face (Duhamel et al. 1998) . Cells in this 

region have also been reported to have spatially invariant (non-retinotopic) 

visual receptive fields (Duhamel et al. 1997). Recent studies have proposed 

that this area is involved in representation of objects within near extrapersonal 

space (Duhamel et al. 1998). 

• Area 7a. A smaller region than that originally defined by Vogt and Vogt 

(1919) on cytoarchitectural criteria, area 7a covers the caudal-medial portion 

of the gyrus between the intraparietal and superior temporal sulci. Area 7a 

has extensive connections with extrastriate visual areas in the occipital and 

parietal Jobes; with association areas in the frontal and temporal lobes; with 

limbic regions in the cingulate gyrus; and with regions of the superior temporal 

sulcus, including area MST, the superior temporal polysensory area, and the 

inferotemporal cortex (Andersen 1987; Andersen et al. 1990). Area 7a projects 

strongly to dorsolateral prefrontal cortex, but only weakly to the frontal eye 
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fields (Andersen 1987; Andersen et al. 1990). Neurons in area 7a have large, 

bilateral visual receptive fields , with visual responses that arc modulated by eye 

position (Andersen and Mountcastle 1983; Andersen et al. 1985; Andersen et al. 

1987) and often associated with saccade-related activity (Andersen ct al. 1990; 

Barash et al. 1991a). Area 7a has been proposed as a high-l<'vcl link between the 

dorsal and ventral streams in the visual system (Ungerleidcr and Mishkin 1982; 

Andersen 1987; Andersen ct al. 1990) , and along with ar0a LIP, is thought to 

be involved in coordinate transformations for eye movements (Andersen et al. 

1993). 

• A rea LIP. The lateral intraparietal area lies in the lateral bank of the intrapari­

etal sulcus, and is the focus of this dissertation. The anatomy and physiology 

of this area are described in detail below. 

1.2 Lateral intraparietal area (LIP) 

The lateral intraparietal area is located at the top of the dorsal visual stream, the 

"where" pathway in vision (Ungerleider and Mishkin 1982). Bas<'d its cortico-cortical 

connections, area LIP seems ideally situated for involvement in visual-to-oculomotor 

processing. Area LIP was originally distinguished from area 7a by iLs strong projection 

to prefrontal oculomotor area 8a, also known as FEF, the frontal <'ye fields (Andersen 

et al. 1985; Andersen ct al. 1990). The connection between LIP and FEF is reciprocal; 

the frontal eye fields send projections back to ar<'a LIP in a roughly topographic 

manner (Stanton et al. 1995). Area LIP also has reciprocal connections with multiple 

extrastriate visual areas, including areas V3, V3A, V 4, and MT; the parieto-occipital 

visual area (PO); the dorsal prelunatc area (DP); and area TEO, t.hc occipital division 

of the intratemporal cortex (Blatt cL al. 1990; Baizcr et al. 1991 ; Webster et al. 1994). 

Parts of area LIP receive additional input from the anterior and medial divisions of 

intratemporal cortex (TEa and TErn) , and the multimodal region of superior temporal 

cortex known as area IPa (Blatt et al. 1990) . Within the parietal cortex, area LIP 
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sends a feedforward projection to area 7a, and interacts with areas MST, VIP and 7b 

(Blatt et al. 1990). 

Subcortically, area LIP is interconnected with the lateral (non-retinotopic) pulv­

inar; this anatomical link further differentiates LIP from area 7a, which is connected 

to the medial pulvinar (Asanuma et al. 1985) . Also in contrast to area 7a, area LIP 

sends a strong projection to the oculomotor (intermediate and deep) layers of the su­

perior colliculus (Andersen ct al. 1990; Baizer ct al. 1993). Since these deeper layers 

of the superior colliculns project to the lateral pulvinar, the connection between area 

LIP and superior colliculus is indirectly reciprocal (Harting et al. 1980). Area LIP 

also sends projections to pontine nuclei linked to cerebellar oculomotor centers, and 

the pattern of this corticopontinc projection strongly resembles Lhat of the frontal 

eye fields (May and Andersen 1986). 

Like many of the extrastriate visual areas to which it is anatomically connected, 

area LIP contains neurons with spatially tuned, oculocentric visual receptive fields 

(Gnadt and Andersen 1988; Barash et al. 1991b; Colby et al. 1995). ElecLrophysio­

logical mapping studies have revealed a rough topography within area LIP; receptive 

field centers progress from the central to the peripheral visual field along the dorsal­

ventral axis, and from the lower to the upper visual field along the anterior-posterior 

axis (Blatt et al. 1990). Unlike the receptive fields of neurons in area 7a, the receptive 

fields of neurons in area LIP tend to be relatively small and exclusively contralateral 

(Andersen et al. 1990; Blatt ct al. 1990). Receptive field sizes are highly variable 

and increase with visual field eccentricity, but arc typically 10- 30° in diameter (Blatt 

et al. 1990; Barash et al. 1991b) . In a recent study of LIP, Platt and Glimchcr (1998) 

reported much smaller receptive fields; however, that study failed to control ade­

quately for the presence of unresponsive cells, and therefore may have misidentified 

small receptive fields in noisy, untuned neural activity. 

The close anatomical links between area LIP and oculomotor centers in the frontal 

eye fields and superior colliculus arc evident in the responses of LIP neurons during 

saccadic eye movements. Many neurons in area LIP exhibit saccade-related activity 

in addition to (or instead of) visual activity (Mountcastle et al. 1975; Lynch et al. 
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1977; Hyvarinen 1982b). While saccade-related activity in area 7a tends to occur 

after eye movements have been initiated, activity usually begins before the saccade 

in area LIP, suggesting that area LIP is more involved in planning eye movements 

than area 7a (Andersen et al. 1990; Barash ct al. 1991a). 

The hypothesis that area LIP plays a role in planning eye movements to visual 

stimuli is supported by the results of microstimulation and lesion experiments. Elec­

trical stimulation in area LIP and surrounding regions evokes saccadic eye movements 

(Shibutani ct al. 1984; Kurylo 1991; Kurylo and Skavenski 1991; Thier and Andersen 

1998; Mushiake et al. 1999), and lesions to area LIP and surrounding regions im­

pair performance of voluntary delayed saccades (Quintana and Fuster 1993; Mazzoni 

1994; Li 1996; Li et al. 1999). Similar saccadic deficits have been noted in humans , 

when trans-cranial magnetic stimulation is used to achieve a temporary disruption of 

processing in the posterior parietal cortex (Muri ct al. 1996; Brandt et al. 1998). 

Even more compelling evidence for involvement of area LIP in visual-to-oculomotor 

processing emerges from physiological studies of LIP activity in monkeys performing 

a visual memory-saccade task. In this task, the monkey holds his eye position on a 

fixation light while a visual stimulus is presented dsewherc in the visual field. The 

animal continues fixating after the stimulus disappears, and maintains fixation dur­

ing a delay of several hundred milliseconds before the fixation light is extinguished. 

Then, the monkey makes a saccade to the remembered location of the visual stimulus 

presented earlier in the trial. Neurons in area LIP are active not only during the 

stimulus presentation and during the saccade, but also during the delay period of 

this task (Gnadt and Andersen 1988; Barash ct al. 1991a; Barash ct al. 1991b). This 

delay activity (also called memory activity) is thought to be related to the memory 

of the stimulus location or the plan to make a saccade. 

Delay activity in area LIP, like visual and saccade-related activity, is strongly 

modulated by both eye position (Andersen et al. 1987; Andersen et al. 1990; Gnadt 

and Mays 1995) and head position (Brotchic et al. 1995: Snyder et al. 1998) . These 

eye-position and head-position effects arc thought to reflect the involvement of area 

LIP in transformation of retinocentric visual information into the head-centered and 
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body-centered frames of reference most appropriate for directing eye, head, and limb 

movements (Zipser and Andersen 1988; Andersen and Zipser 1988; Goodman and 

Andersen 1989; Salinas and Abbott 1996; Bremmer et al. 1998). 

All these findings point to the conclusion that area LIP is involved in directing 

saccades to visual targets. However, the exact role of area LIP in visual-to-oculomotor 

processing has been the subject of long debate. In the first systematic physiological 

investigations of area 7, Mountcastle et al. (1975) interpreted activiLy in this region 

as primarily related to eye, head, and limb movements. Robinson et al. (1978), 

observing similar neural responses, argued that the region might be concerned with 

visual attention instead. 

As explained above, more recent studies have generally concluded that this region 

forms an interface between sensory and motor systems; neurons in area LIP seem to 

have responses related both to spatial attention and to movement planning. Visual 

responses in area LIP are enhanced when an animal attends to a visual stimulus with­

out looking at it (Colby et al. 1996); moreover, both the salience and the behavioral 

relevance of the visual stimulus influence activity in area LIP (Colby et al. 1996; Got­

tlieb et al. 1998). On the other hand , LIP neurons respond more strongly when the 

visual stimulus in the receptive field is a saccadic target than when the same stimulus 

is a visual distractor, even when the offset of the visual dis tractor is made relevant 

to the behavioral task (Platt and Glimcher 1997b). Buildup of activity in area LIP 

correlates with the probability that a stimulus will be a saccade target (Platt and 

Glimcher 1997a) , and also with the monkey's certainty regarding the direction of an 

impending movement (Shadlen and cwsome 1996). Furthermore, when monkeys are 

required to make two sequential eye movements, activity in area LIP represents the 

next intended movement (Mazzoni ct al. 1996a) ; this activity changes if the move­

ment plan is suddenly altered (Bracewell et al. 1996). Finally, recent studies using 

both saccade and reaching tasks to analyze LIP activity have demonstrated that neu­

rons in area LIP respond more strongly to visual stimuli which arc targets for eye 

movements than to visual stimuli which are targets for arm movements (Snyder et al. 

1997; Snyder et al. 1998). These findings demonstrate that visual responses in area 
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LIP contain a substantial motor component as well as a sensory component. 

In another recent attempt to tease apart the sensory and motor components of 

neural activity in area LIP, Mazzoni et al. (1996b) trained monkeys to perform mem­

ory saccades to auditory as well as visual targets. Early studies of parietal cortex had 

found no responses to auditory stimuli in area 7 (Mountcastle et al. 1975; Hyvarinen 

1982b; Koch and Fuster 1989). Therefore, it was thought that neurons in area LIP 

would not respond to auditory stimuli. Given this expected scenario, components 

of LIP activity most related to the intended movement might be distinguished from 

components of activity most related to the visual stimulus, through comparison of 

LIP responses recorded during audi tory and visual memory-saccade trials. 

The results of this experiment turned out to be even more interesting than was 

originally anticipated. During auditory memory-saccade trials, neurons in area LIP 

responded not only during the delay and saccade phases of the task, but also dur­

ing the stimulus period (Mazzoni et a l. 1996b). Responses to auditory stimuli were 

spatially tuned, strongly associated with visual responses, and comparable to visual 

responses in latency. Thus neurons in area LIP do respond to auditory stimulation, 

at least during an auditory-saccade task. These findings seem to contradict earlier 

studies, by suggesting that LIP neurons might exhibit sensory responses to auditory 

stimuli. 

Auditory inputs to LIP clearly exist anatomically, but Lhey are sparse and indirect 

compared to the visual inputs. The main auditory input to area LIP seems to come 

from temporo-parietal cortex (Tpt) in the superior temporal sulcus (Divac et al. 1977; 

Pandya and Kuypers 1969; Hyvarinen 1982b). Area Tpt is a high-level auditory 

association area thought to be involved in sound localization (Leinonen et al. 1980; 

Pandya and Yeterian 1985). As mentioned previously, the dorsal part of area LIP 

receives additional input from a multimodal area of superior temporal cortex called 

IPa (Blatt et a l. 1990). Other regions of superior temporal cortex, including the 

superior temporal polysensory area (STP), also project to area LIP (Seltzer and 

Pandya 1991; Baizer et al. 1991) as well as to area 7a (Andersen et a l. 1990). 

Thus at least one auditory association area (area Tpt) and two multimodal regions 
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(IPa and STP) in the caudal superior temporal sulcus could be providing auditory 

input to area LIP. Auditory signals might also reach area LIP through feedback 

projections from frontal cortex or superior colliculus, both of which receive strong 

auditory projections (Kaas and Hackett 1998; Sparks and Hartwich-Young 1989). 

Whatever the source of input, how<'vcr, it is clear from previous studies (Mazzoni 

et al. 1996b; Stricannc ct al. 1996) that auditory signals reaching area LIP carry 

some information regarding the spatial location of auditory targets. Therefore, in­

vestigation of auditory responses in area LIP requires some basic understanding of 

sound localization. 

1.3 Sound localization 

The neurophysiology of sound localization is best understood in the barn owl ( Tyto 

alba) . The owl is an expert at sound localization vvi thin the animal kingdom, capable 

of localizing sounds with errors of less than 1° (Knudsen ct al. 1979) , compared to 

2° for humans (Middlebrooks and Green 1991) and 4° for macaque monkeys (Brown 

et al. 1980; Brown et al. 1982). The neural pathways underlying sound localization 

have been mapped in greater detail for the owl than for any other animal. There­

fore, sound localization in primates will be explained here in comparison with sound 

localization in the owl. Except where noted otherwise, these summaries arc based on 

comprehensive reviews by Knudsen ct al. (1987), Konishi ct al. (1988) , Konishi (1991), 

Middlebrooks and Green (1991) , Konishi (1992) , Brnggc (1992) , \1\Tcbster (1992), and 

Konishi (1993). 

1.3.1 Barn owls 

Owls compute sound location from two cues: differences in the phase delay of sounds 

arriving at the two ears (inter aural time differences, or ITDs) , and differences in 

sound intensities at the two ears (intcraural intensity differences, or liDs). Interaural 

time differences provide azimuth cues, because sounds coming from one side of the 

animal arrive at the ear on that side first. In contrast, intcraural intensity differences 
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provide elevation cues. The external ears of owls are asymmetric; the right ear is 

angled upward , and the left ear downward. Therefore, the right rar is more sensitive 

to sounds coming from above the animal 's head, and the left car more sensitive to 

sounds coming from below the head. 

Separate neural pathways in thr owl's midbrain extract lTD and liD cues from 

auditory nerve discharges. Primary auditory fibers fire action potentials which are 

phase-locked to particular sound frequencies (and time-locked to Lhe moment of sound 

arrival at the car) ; moreover, the overall discharge rate is a monotonic function of 

sound intensity. Thus the auditory nerve carries multiplexed t iming and intensity 

signals. These signals arc separated at the level of the cochlear nuclei, where the 

auditory nerve bifurcates. One branch enters the nucleus magnoccllularis, which is 

specialized for processing t iming information. The other branch enters the nucleus 

angularis, which extracts overall firing rate information. These two cochlear nuclei 

form the first stages of parallel pathways for computing lTD and liD. 

The first station in the lTD pathway after nucleus magnocrllularis 1s nucleus 

laminaris, which cross-correlates inputs from the two cars to extract the times of 

binaurally coincident auditory fiber discharges within each frequency band. These 

t imes represent frequency-specific interaural phase differences, not interaural time 

differences, because phase-locked impulse trains from the two cars may be offset by 

multiple phase cycles. This ambiguity in the timing information is removed through 

comparison of interaural phase differences across frequency bands. The extraction of 

lTD from intcraural phase differences across multiple frequency channels occurs in 

the central nucleus of the inferior colliculus (ICc), which receivrs direct input from 

nucleus laminaris (and also indirect input, through the nucleus ventralis lemnisci 

lateralis, pars anterior) . 

The liD pathway starting from nucleus angularis courses through the nucleus 

ventralis lemnisci lateral is pars posterior, in which signals from the two ears are 

compared. Inhibitory inputs from one ear are combined with excitatory inputs from 

the other, to extract inLcraural intensity difference information within each frequency 

band. These frequency-specific liD signals are combined across [requency channels 
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in the central nucleus of the inferior colliculus, and further processed to obtain final 

liD estimates. 

Thus the lTD and liD pathways converge in the ICc, where neurons selective to 

combinations of interaural t ime and intensity differences first emerge. The conver­

gence culminates with formation of a map of auditory space in the external nucleus of 

the inferior colliculus (ICx). This audi tory space map in the inferior colliculus projects 

onto the optic tectum, which also contains a map of visual space; the two sensory 

maps become aligned during development (Knudsen and Brainard 1995). Within the 

optic tectum, the joint auditory-visual sensory space map projects to a motor map 

controlling orienting movements. 

Recently, another sound localization pathway has been identified in the owl, in­

volving forebrain rather than midbrain structures (Knudsen et al. 1995; Cohen and 

Knudsen 1995; Cohen ct al. 1998). This forebrain pathway diverges from the mid­

brain pathway at the central nucleus of the inferior colliculus. Auditory information 

in ICc is sent not only to ICx along the midbrain pathway, but also to the auditory 

thalamus (nucleus ovoidalis), the gateway to the forebrain pathway. The auditory 

thalamus projects to Field L, a primary auditory area in the owl forebrain. Neurons 

in Field L have binaural tuning properties similar to those of neurons in ICc, but 

arc arranged into a fractured topography instead of a space map (Cohen and Knud­

sen 1998). Continuing along the forebrain pathway, F ield L projects to the auditory 

archistriatum ( AAr), a newly discovered forebrain region. Neurons in AAr arc sharply 

tuned for sound source location (Cohen and Knudsen 1995) and also involved in gaze 

control (Knudsen et al. 1995). Thus, like the optic tectum, AAr contains represen­

tations of both auditory space and orienting movC'ments. HowcvN, unlike the optic 

tectum, AAr representations of auditory space and orienting movements form locally 

organized clusters but not continuous maps. 

The sharp tuning of AAr neurons for binaural spatial cues depends only on input 

from Field L, not on input from the auditory space map in ICx (Cohen et a l. 1998). 

Therefore, the representation of auditory space in the forebrain is independent of 

the midbrain pathway. The independence of the two pathways has been confirmed 
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in lesion studies. After inactivation of either the forebrain pathway or the midbrain 

pathway alone, owls can still orient to audi tory stimuli; the ability to localize sounds is 

lost only when both pathways are disrupted (Knudsen ct al. 1993). Thus the forebrain 

and midbrain pathways form parallel sound localization systems. Cohen ct a l. (1998) 

have proposed that "the forebrain pathway primarily participates in voluntary shifts 

of gaze, such as those that require access to memory stores, and .. . the midbrain 

pathway ... is particularly important for short latency, reflexive oriC'nting movement." 

This hypothesis is supported by recent behavioral studies, which demonstrate that 

after inactivation of AAr, owls can sti ll orient and fty toward au ongoing sound, but 

they are no longer able to orient to the remembered location of a previously presented 

auditory target (Knudsen and Knudsen 1996). 

1.3.2 Primates 

Neural pathways for sound localization in primates appear to be similar to those in 

owls, but primates exploit sound localization cues in a slightly different way. Since 

primates do not have vertically asymmetric car openings, IIDs provide information 

about azimuth rather than elevation. However, IIDs are useful azimuth cues only for 

high-frequency sounds, because the head induces a significant sound shadow only if the 

sound wavelength is small relative to the diameter of the head. Fortunately, ITDs arc 

most useful as azimuth cues at low frequencies, because interaural phase differences 

correspond directly to interaural time differences for long-wavC'lcngth sounds (i.e. , 

there is no phase ambiguity to be resolved). Primates therefore use both ITDs and 

IIDs as azimuth cues, but over different frequency ranges; for humans, the relevant 

ITD-IID switchovcr point is about 3 kHz. 

Primates extract sound elevation information from another spatial cue: the spec­

tral envelope of the sound after it has been filtered by the external ear. Primate 

ear flaps, or pinnae, arc highly convoluted and wrtically offset with respect to the 

ear canal. These properties ensure that the pinnae impose upon sounds arriving at 

the ear a spectral filter which varies with the elevation of the sound source. Sounds 
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reaching the car canal directly are combined with delayed versions of t he same signal 

reflected off t he convolutions of the pinnae. The sound which ultimately arrives at 

the eardrum has a comb-filtered spectrum containing peaks and notches characteris­

tic of a particular source elevation. In contrast to lTD and liD cues, these spectral 

cues can be monaural, in that they do not depend on comparisons between the ears. 

Therefore, primates can localize sounds in elevation with only one car. 

Analysis of spectral cues does have drawbacks as a sound localization strategy, 

however. Useful spectral cues are available only when the sound incident upon the ear 

contains energy at high frequencies , and is relatively broad in bandwidth. Primates 

are therefore very inaccurate at judging elevation of low-frequeucy noises and pure 

tones. More significantly, analysis of spectral cues requires prior assumptions regard­

ing both the likely spectrum of the sound source and the exact filtering properties of 

the pinnae. Vertical localization in primates is therefore very sensitive to manipula­

tions of the source spectrum and modifications of the pinnae. Interestingly, primates 

are adept at recalibrating elevation judgments; even adult humans can quickly re­

learn mappings between spectral cues and sound elevation when the convolutions of 

the pinnae arc occluded (Hofman ct a l. 1998). 

The neural pathways for processing auditory spatial information in primates ap­

pear to be very similar to those of owls (although the neural substrates for the spectral 

analysis inherent in primate elevation judgments arc not yet known). The medial su­

perior olive has been identified as t he mammalian homologue of the avian nucleus 

laminaris; this structure computes frequency-specific interaural phase differences in 

the midbrain lTD pathway. Along the midbrain liD pathway, the mammalian ho­

mologue of the avian lateral lcmniscal nuclear complex is t he lateral superior olive, 

which extracts frequency-specific interaural intensity differences. As in the owl, the 

lTD a nd liD streams converge in the inferior colliculus. However , in primates and 

other mammals, a complete map of auditory space does not emerge in the inferior 

colliculus, but only in the primate homologue of the avian optic tectum: the superior 

colliculus. Like the optic tectum, the superior colliculus contains sensory maps of 

visual and auditory space, along with motor maps of orienting movements. 
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Forebrain pathways for processing auditory space have not been characterized 

fully for primates, or indeed for any mammal. However, there is very likely to be 

a homologue of the owl forebrain pathway in primates. Some parallels arc already 

evident; for example, the functional organization of avian Field L resembles that of 

primate primary auditory cortex (Cohen and Knudsen 1998). Moreover, the gaze 

fields of the owl 's forebrain archistriatum (including AAr) arc both anatomically 

and physiologically similar to the primate frontal eye fields (Knudsen et al. 1995). 

Representations of auditory space in FEF arc poorly understood , and so it is not yet 

known if a direct homologue of AAr exists within FEF. However, neurons in FEF do 

have spatially tuned responses to auditory stimuli (Vaadia et a l. 1986; Schall 1991a; 

Russo and Bruce 1994), and FEF receives strong projections from multiple auditory 

association areas (Pandya and Yetnian 1985; Romanski et a l. 1999). There are 

probably several stages of auditory spatial information processing between primary 

auditory cortex and FEF, but understanding of auditory associaLion areas in the 

primate is still rudimentary. Auditory association areas thoughL to be involved in 

sound localization include area Tpt (Leinonen ct a l. 1980; Kaas and Hackett 1998) 

and caudomedial area CM (Rauschccker et al. 1997). 

Like the forebrain sound localizaLion pathway in the owl, Lhc putative forebrain 

pathway in the primate may differ from the midbrain sound localization pathway in 

being specialized for voluntary rather than reflexive orienting moYcments to auditory 

targets. In fact, this type of functional specialization of midbrain and forebrain 

localization circuits has already been documented in primates for visually guided 

saccadic eye movements, as explained further below. 

1.4 Saccadic eye movements 

Fast eye movements to visual targets seem to be controlled by two interconnected 

but relatively independent neural pathways: a midbrain pathway dominated by the 

superior colliculus, and a forebrain pathway involving the frontal eye fields. These 

pathways are briefly outlined below; for details beyond the scope of this quick sum-
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mary, see reviews by Sparks and Hartwich-Young (1989), Gold berg and Segraves 

(1989) , and Robinson and McClurkin (1989). 

The superior colliculus receives extensive visual inputs , both directly from the 

retina and striate cortex (superficial layers), and indirectly from association areas 

in the occipital, temporal, parietal, and frontal lobes (deep layers). The deep lay­

ers of the colliculus send ascending projections back to cortex, and also descending 

projections to brainstem saccade g<'nerators. Although t here is little evidence for 

direct connections between the superficial and deep layers, t he deep layers may re­

ceive indirect input from t he superficial layers via t he pulvinar , thalamus, and cortex. 

E lectrical stimulation in t he deep layers of the superior colliculus evokes saccades and 

other orienting movements. 

T he frontal eye fields also receive extensive visual inputs, primarily from high-level 

extrastriate areas in parietal cor tex (including area LIP) . Neurons in F EF project 

heavily t o t he superior colliculus, especially to the deeper layers; thus eye movem ents 

init iated in FEF are mediated in part by activation of superior colliculus. However , 

FEF also projects directly to brainstem saccade generators. Microstimulation in 

the frontal eye fields evokes saccades, even when the superior colliculus has been 

inactivated (Schiller 1977) . 

Monkeys lose the ability to make saccades if both the superior colliculus and the 

frontal eye fields are lesioned , but t hey are still able to saccade if only one of the two 

structures is ablated (Schiller et al. 1980). Saccadic deficits after superior colliculus le­

sions include minor but persistent reductions in saccade frequency, accuracy, latency, 

and velocity (Schiller et al. 1980; Schiller ct al. 1987). Deficits result ing from inac­

t ivation of t he frontal eye fields arc much more subtle. Visually guided saccades are 

virtually unaffected by FEF lesions; however, deficits in predictive saccades, memory 

saccades, and saccade target selection have been reported (Bruce and Borden 1986; 

Deng et a l. 1986; Schiller and Chou 1998). 

T hese findings seem to ind icate that t he collicular gaze control pathway in pri­

ma tes is most crit ical for reflexive eye movements to visual targets, while the cort ical 

pathway is specialized for cont rol of voluntary, predictive, and learned eye move-
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ments. Assuming that these results hold for auditory saccades, the parallels between 

the primate and owl systems may be extended to include the roles of midbrain and 

forebrain pathways in auditory orienting. 

However, there is one crit ical difference between owls and primates, which limits 

the usefulness of the cross-species comparison in t he context of saccadic eye move­

ments. Owls have an extremely limited oculomotor range, and therefore orient to 

sounds primarily through head movements. Since auditory localization cues arc head­

centered (because the ears are fixed in the head), the owl's sensory and motor reference 

frames are always aligned during localization of auditory targets. In contrast to owls, 

primates have an extremely large oculomotor range; t he eyes can deviate up to 40 de­

grees while the head remains fixed. When the eyes rotate in the head, head-centered 

and eye-centered reference frames become misaligned. Eye movC'ments to auditory 

stimuli in primates must therefore involve transformation of head-centered auditory 

signals into eye-centered movement commands. The side effects or Lhis transformation 

are evident in many aspects of primate behavior and neurophysiology. 

1.5 Sound localization and eye movements 

Psychophysical, behavioral , and neurophysiological evidence suggests that sound lo­

calization is critically dependent on C'ye movements in primates (for reviews, see Welch 

and Warren 1986; King 1988). Indeed, sound localization itself, even in the absence 

of saccades to auditory targets, is influenced by eye position. Sustained deviation 

of the eyes induces a shift in the perceived auditory midline toward the direction of 

gaze (Thurlow and Kerr 1970; Lackner 1973; Lewald and Ehrenstein 1996b; Lewald 

and Ehrenstein 1996a; Lewald 1998). Moreover, sound localization is more accurate 

when subjects view an illuminated , textured background than when localization tasks 

are performed in the clark, apparently because internal estimates of eye position arc 

more accurate in the light than in the dark (Platt and Warren 1972; Mastroianni 

1982). Accuracy of sound localization in the dark improves when subjects are al­

lowed to make saccadcs to the perceived location of the auditory target, suggesting 
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that eye movements arc used to stabilize auditory position memory (Jones and Ka­

banoff 1975). Finally, localization of auditory targets with saccadic eye movements 

seems to be strongly influenced by initial eye position. Both the accuracy and the 

latency of saccades to auditory targets are dependent not on the absolute azimuth of 

the auditory target with respect to the head, but on the eccentricity of the auditory 

target with respect to t he eyes (Jay and Sparks 1990; Zambarbieri et a l. 1995; Yao 

and Peck 1997). These findings suggest t hat sound localization and eye movement 

systems are intertwined in the primate brain. 

Neurophysiological interactions between the sound localization and eye movement 

systems have been observed in the superior colliculus and the frontal eye fields. In 

both areas, responses to auditory stimuli during saccades to auditory targets are 

strongly influenced by initial eye position (Jay and Sparks 1987a; Russo and Bruce 

1994). In other words, auditory signals in both areas seem to have been transformed 

(at least partially) from the head-centered reference frame of the two ears, into t he 

eye-centered reference frame appropriate for directing saccades. 

Recent studies have demonstrated that neurons in area LIP also tend to respond to 

auditory signals in an eye-centered reference frame. Stricanne et al. (1996) recorded 

LIP responses to auditory stimuli while monkeys performed an auditory memory­

saccade task from different initial fixation positions. While a few of the cells recorded 

in area LIP appeared to have head-centered auditory receptive fields, the vast majority 

of responses to auditory stimuli in area LIP were significantly modulated by eye 

position. These findings suggest that area LIP, the frontal eye fields, and the deep 

layers of the superior colliculus all receive auditory signals which have been partially 

or completely transformed into an eye-centered reference frame. 

The results also deepen the mystery regarding the exact role of LIP in auditory-to­

oculomotor transformations. Given its intermediate placement between sensory and 

motor regions of the brain, area LIP might be receiving head-referenced auditory sig­

nals from auditory association areas, transforming those signals into the eye-centered 

reference frame most appropriate for planning eye movements, and then sending this 

information on to the superior colliculus and frontal cortex. Alternatively, area LIP 
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might be receiving auditory signals via feedback from superior colliculus and frontal 

eye fields; therefore, it is possible that the auditory information is transformed into 

an eye-centered reference frame well before it reaches LIP. 

1.6 Responses to auditory stimuli in area LIP 

Given that area LIP is involved in oculomotor planning, that LIP neurons have spa­

tially tuned responses to auditory stimuli, and that sound localization in primates is 

strongly influenced by oculomotor behavior, investigations of auditory responses in 

area LIP may clarify not only the role of area LIP in auditory-to-oculomotor process­

ing, but also LIP function and auditory-to-oculomotor transformations in general. 

This dissertation presents experiments which were designed to investigate the effects 

of training and behavioral context on LIP responses to auditory stimuli, while com­

paring auditory responses to visual responses. Chapters 2, 3, and 4 directly address 

the following questions: 

• Are responses to auditory stimuli in area LIP dependent on auditory-saccade 

training? 

• Are auditory responses in area LIP affected by the behavioral context in which 

auditory stimuli appear? 

• Are responses to auditory stimuli in area LIP qualitatively different from re­

sponses to visual stimuli? 

Ultimately, the resulLs of the experiments not only answer th<'se questions, but 

also provide important insight into three much broader issues: 

• What is the role of area LIP in auditory-to-oculomotor proc<'ssing? 

• What is the function of area LIP overall? 

• What is the neurophysiological basis for auditory-to-oculomotor transformation 

in primates? 
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The implications of the results wi th respect to t hese larger issues are discussed in 

t he final chapter. 
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Chapter 2 Thaining Effects 

The lateral intraparietal area, a region of macaque posterior parietal cortex, has long 

been considered unresponsive to auditory stimulation. However, recent reports in­

dicate that neurons in this area respond to auditory stimuli in the context of an 

auditory-saccade task. To what extent arc responses to auditory stimuli in area 

LIP dependent upon auditory-saccade training? To address this question, recordings 

were made from area LIP in two monkeys, both before and after the animals had been 

trained to make saccades to auditory stimuli. At the outset of the study, the animals 

were naive with respect to the auditory tasks, but had been previously trained to per­

form visual tasks. Both before and after auditory-saccade training, neural activity 

was recorded in area LIP while the animals were performing a fixation task involving 

presentations of auditory and visual stimuli. Among 172 LIP neurons recorded before 

auditory-saccade training, the number of cells responding to auditory stimuli did not 

reach significance, but about half the neurons responded to visual stimuli. An infor­

mation theoretic analysis, used to quantify the degree of spatial tuning in auditory 

and visual responses, confirmed that the firing rates of neurons recorded in area LIP 

before auditory-saccade training carried significant amounts of information about vi­

sual stimulus location, but no information about auditory stimulus location. After 

auditory-saccade training, however, 12% of 160 cells recorded in LIP responded to au­

ditory stimuli , while the proportion of neurons responding to visual stimuli remained 

about the same as before training. Firing rates of these 160 neurons recorded after 

auditory-saccade training carried significant amounts of information about auditory 

as well as visual stimulus location. Auditory-saccade training therefore generated re­

sponsiveness to auditory stimuli de novo in area LIP. The results indicate that some 

LIP neurons can become responsive to auditory stimuli even in a passive fixation 

task, once the animals have learned that these stimuli are important for oculomotor 

behavior. 
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2.1 Introduction 

As explained in Chapter 1, the lateral intraparietal area of macaque posterior parietal 

cortex participates in Lhe intermediate stages of visual-to-oculomotor transformations. 

Located in the middle of the dorsal visual stream, the "where" pathway in vision 

(Ungcrleider and Mishkin 1982) , arf'a LIP receives strong visual inputs from multiple 

extrastriate visual areas, and is interconnected with oculomotor Cf'nters in the frontal 

cortex (Andersen et al. 1985; Andersen et al. 1990; Blatt et al. 1990; Stanton et al. 

1995), the superior colliculus (Lynch ct al. 1985), and the cerebellum (via the pontine 

nuclei; May and Andersen 1986). This anatomical evidence indicatf's that area LIP is 

involved in conversion of visual input to oculomotor output (Andersen 1987; Gnadt 

and Andersen 1988; Colby et al. 1996). 

Like the anatomy, the physiology of LIP suggests that this area links visual pro­

cessing with oculomotor planning. Neurons in area LIP are activated during visual 

stimulation (Blatt et al. 1990), during visual attention (Colby ct al. 1996; Gottlieb 

et al. 1998), during eye movement planning (Gnadt and Andersen 1988; Mazzoni et al. 

1996a; Bracewell et al. 1996; Shadlen and Newsome 1996; P latt and Glimcher 1997b), 

and during eye movements (Mountcastle ct al. 1975; Lynch et al. 1977; Hyviirincn 

1982b; Barash et al. 1991a). Visual responses in area LIP arc spatially tuned in an 

oculocentric coordinate frame (Gnadt and Andersen 1988; Barash et al. 1991b; Colby 

et al. 1995) and additionally arc modulated by eye position (Andersen et al. 1990). 

Neurons in area LIP respond more strongly when the visual stimulus in the receptive 

field is a saccadic target than when the same stimulus is a visual distractor, even when 

the offset of the visual distractor is made relevant to the behavioral task (Platt and 

Glimcher 1997b). Moreover, activity in area LIP seems to follow the eye movement 

plan (Mazzoni ct al. 1996a; Bracewell et al. 1996), and LIP neurons respond more 

strongly to visual stimuli which arc targets for eye movements than to visual stimuli 

which are targets for arm movements (Snyder ct al. 1997; Snyder ct al. 1998). These 

findings indicate that area LIP plays a special role in directing eye movements to 

visual stimuli. 
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Since auditory as well as visual stimuli can serve as targets for eye movements, 

area LIP could conceivably be involved in auditory-to-oculomotor as well as visual-to­

oculomotor transformations. Although the known auditory inputs to LIP are sparse 

compared to the visual inputs, at least one auditory association area (area Tpt) 

is clearly linked to the posterior parietal region (Pandya and Kuypers 1969; Divac 

et al. 1977; Hyvarinen 1982b) . Polysensory areas in the superior temporal sulcus 

also project directly to the intraparietal sulcus (Blatt et al. 1990; Seltzer and Pandya 

1991; Baizer et al. 1991). Moreover, movement-related auditory responses have been 

observed in several regions of the brain which are anatomically connected to area LIP, 

including the frontal eye fields (Vaadia et al. 1986; Russo and Bruce 1994) and the 

deep layers of the superior colliculus (Jay and Sparks 1987a). 

Early physiological investigations of LIP and surrounding regions found no audi­

tory activity in this area (Mountcastle et al. 1975; Hyvarinen 1982b; Koch and Fuster 

1989). More recently, however, Mazzoni et al. (1996b) and Stricanne et al. (1996) 

recorded responses to auditory stimulation in area LIP in the context of an auditory 

memory-saccade task. Monkeys were trained to remember the loca,tion of an auditory 

stimulus, and to make a saccade to the remembered location after a delay. Neurons 

in area LIP were activr not only during the movement and delay phases of this task, 

but also during the auditory stimulus presentation (Mazzoni et al. 1996b; Stricanne 

et al. 1996). The presence of activity during the stimulus presentation period suggests 

that auditory responses in LIP might be sensory in nature. Thus these recent results, 

which show that neurons in area LIP respond to auditory stimuli during an auditory­

saccade task, seem to contradict the earlier studies, which reported no evidence for 

activity in area LIP during auditory stimulation. 

There are four possible explanations for this apparent discrepancy. First, early 

studies may simply have fai led to detect auditory responses in LIP, because the search 

for such responses was not conductC'cl in a systematic fashion. Srcond, LIP neurons 

may respond to auditory stimuli only after auditory-saccade training. Third, auditory 

responses may appear in LIP only when the animal is engaged in an auditory-saccade 

task. And fourth, responses to auditory stimuli in area LIP may be dependent both 
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on audi tory-saccade training and on the immediate behavioral task the animal is per­

forming. This last possibility stands in contrast to the second and third possibilities, 

which propose either t hat auditory responses in area LIP arise through long-term 

training and are unaffected by immediate behavioral context, or that auditory re­

sponses arc entirely dependent on task and unaffected by training history. 

This chapter investigates the effects of training on a uditory responses in area LIP, 

by analyzing data recorded while animals were performing the same behavioral task 

before and after auditory-saccade training. The analyses demonstrate both that area 

LIP is unresponsive to auditory stimulation before auditory-saccade training, and that 

responses to auditory stimuli emerge in LIP after training. Chapter 3 examines how 

auditory and visual responses observed after auditory-saccade training arc affected 

by immediate behavioral context, hy comparing responses recorded in a fixation­

only task with responses recorded during an auditory-saccade task. Taken together, 

these two chapters show that both training history and behavioral task have a strong 

influence on the auditory responsiveness of area LIP. Reports of these results have 

been published in abstracts (Linden et a!. 1996; Linden et a!. 1997) and in an article 

(Grunewald et a!. 1999). 

2.2 Methods 

2. 2.1 Animals and animal care 

Two male rhesus monkeys (Macaca mulatta) were used in this study. Neither had 

participated in any previous auditory experiments. Monkey B was 6 years old at 

the beginning of this study, and had previously participated in experiments involving 

visually-guided eye movements. At the conclusion of the present study, monkey B was 

cuthanized; all histological data shown in this chapLcr arc from this monkey. Monkey 

Y, who was not involved in any experiments prior to t his study, is still a subject in 

ongoing research. 
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2.2.2 Surgical procedures 

All surgical and animal care procedures were in accordance with ational Institutes 

of Health guidelines, and were approved by the California Institute of Technology 

Institutional Animal Care and Usc Committee. Surgeries were performed under 

sterile conditions, using general anesthesia (10 mg/kg sodium pentobarbital intra­

venously). Heart rate, respiration rate, and temperature were monitored throughout 

each surgery. At the start of the experiments, a stainless-steel head post and a dental 

acrylic head cap were implanted onto the skull of each animal. In the same pro­

cedure, a scleral search coil was implanted Lo monitor eye movements (Mountcastle 

et al. 1975; Judge et al. 1980). Analgesics and systemic antibiotics were administered 

for several days after surgery, and the animals were allowed to recover for at least a 

week before any behavioral training began. 

After recovery, the animals were trained to perform a fixation task. Since fixation 

of a visual target involves a saccade to acquire the target, the animals were implicitly 

trained to perform visually-guided eye movements. Once the animals performed the 

fixation task with sufficient accuracy (approximately 95% success rate), a second 

surgery was performed in which a stainless steel recording chamber was mounted 

over posterior parietal cortex normal to the skull surface (stereotaxic coordinates at 

center: 6 mm posterior, 12 mm lateral). The chamber was implanted over the left 

hemisphere in monkey B, and over the right hemisphere in monkey Y. 

2.2.3 Experimental setup 

All experiments and behavioral training sessions were conducted in complete dark­

ness, in a double-walled sound-attenuating anechoic chamber (Industrial Acoustics 

Company, Inc.). The walls of the chamber attenuated external sounds above 200 Hz 

by at least 60 dB, and the interior of the chamber qualified as anechoic for sounds 

between 200 Hz and 16 kHz (inverse-square-law test deviations from theoretical free­

field conditions of less than 1.0 dB in 500 Hz - 8 kHz frequency range and less than 

1.5 dB in 200Hz - 16kHz frequency range; see Schmitt 1983 for further explanation) . 



27 

While inside the chamber, the monkey was monitored continuously with an infrared 

camera and a microphone. The monkey's primate chair was mounted inside a frame 

of 90-cm diameter magnetic coils used to measure eye movements. 

The monkey's head was held fixed during all behavioral training and recording 

sessions; all stimulus locations are therefore specified relative to the center of the mon­

key's head, in degrees azimuth right or left of the median sagittal plane and in degrees 

elevation above or below the visual plane. Two fixed arrays of speakers and light­

emitting diodes (LEDs) were used to present auditory and visual stimuli. An LED 

was mounted at the center of each speaker in the array. In the earliest experiments, a 

hexagonal array was used; this array was replaced with an improved rectangular ver­

sion in later experiments. The hexagonal stimulus array consisted of 19 speaker/LED 

devices arranged hexagonally, such that the center-to-center separation of the stimuli 

was 12 degrees. The rectangular array was concave and consisted of 25 speaker/LED 

devices, with a minimum center-to-crnter spacing of 8 degrees. The stimulus array 

was positioned 80 em from the monkey's head , and the central speaker/LED coin­

cided roughly with the straight-ahead eye position of the monkey. Both the stimulus 

array and the magnetic coil frame were padded with sound-absorbing acoustical foam 

(Sonex) to dampen echoes from their surfaces. 

Visual stimuli were 500 ms flashes of 70 cd/m2 red light from the LEDs, which 

each subtended 0.4 degrees. Free-field auditory stimuli were 500 ms bursts of band­

limited noise (5- 10 kHz, 5 ms rise/fall times, 70 dB SPL). This noise band was 

chosen because macaque monkeys have been reported to localize 5 10 kHz bandlim­

ited noise well in azimuth (Brown et al. 1980), and because the frequency responses 

of the speakers were relatively fiat (±10 dB SPL) within this range. In the recording 

experiments before the animals had been trained to perform auditory saccades, the 

speakers sounded about the same, but their responses had not been equalized. For 

saccade training and post-training recordings, the input to each speaker was adjusted 

to equalize the output amplitude spectrum to 70 ± 2 dB SPL within the 5- 10 kHz 

frequency band, as measured at the location where the monkey 's head would be dur­

ing an experiment. This equalization was performed to ensure that the monkeys were 
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performing a localization task, rather than a spectral recognition task, when they 

were instructed to perform eye movements. Chapter 3 addresses the localization task 

in greater detail. 

2.2.4 Behavioral paradigms 

Each monkey participated in three phases of the experiment: thC' pre-training phase 

(before auditory-saccade training), Lhe training phase (during auditory-saccade train­

ing), and the post-training phase (after auditory-saccade training). Note that in the 

pre-training phase the two monkeys were not completely naive, since they were both 

familiar with the fixation task and with visual saccade tasks used for eye position 

calibration. The behavioral phase name therefore designates the animal's training 

with respect to auditory saccades alone. 

Pre-training 

In the pre-training behavioral task, the monkey fixated the central LED in the hexag­

onal or rectangular array while auditory or visual stimuli were briefly presented at 

other locations in the array. Each trial began with presentation of the fixation light. 

The monkey acquired fixation, held fixation for 1000 1500 ms until an auditory or 

visual stimulus appeared, continued fixating during the 500 ms stimulus presentation 

period, and then maintained fixation for another 500 ms after stimulus offset. This 

task is illustrated in Figure 2.1. The monkey was required to hold his eye position 

within a square of half-width 2- 3° (earlier experiments) or a circle of radius 2- 3° 

(later experiments) centered on thC' fixation light throughout the trial. If the ani­

mal succeeded in this task, he was rewarded with a small quantity of water or juice. 

Auditory and visual trials involving stimuli at different locations were all randomly 

interleaved. 
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F igure 2.1: Diagrams of t he pre- and post-training fixat ion tasks and stimulus arrays. 
In both the pre- and p ost-t raining tasks, the monkey held fixa tion for 1000- 1500 ms 
before stimulus onset , maintained fixation through the stimulus interval , aud contin­
ued fixating for a t least 500 ms after stimulus offset. The behavioral requirements of 
t he two tasks were t herefore ident ical in the pre-stimulus and stimulus intervals. In 
t he post-training fixation task , the monkey was also required to maintain fixation in 
darkness after fixation light offset, to ensure that no late saccades were performed . 
See text for details. 
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Training (auditory saccades) 

Once pre-training data collection was completed, the animals were trained to per­

form saccades to auditory targets. Surprisingly, the auditory-saccade task was not 

easy for the monkeys to learn. Initial attempts to train auditory saccades without 

the use of visual feedback were not successful; training was ultimately accomplished 

by presenting an auditory stimulus, requiring the animal to complete a saccade to 

the auditory stimulus in darkness, and then presenting a visual stimulus at the tar­

get location and requiring a corrective saccade. The visual feedback stimulus never 

appeared simultaneously with the auditory stimulus. Eye movements to auditory 

targets were deemed to have sufficient accuracy during training if they ended within 

a circular window of radius 16° around the stimulus. A reward was administered if 

the auditory saccade was accurate, and if t he subsequent corrective saccade was also 

accurate. The visual feedback stimulus was gradually moved further back in time, 

so that eventually it appeared 500 ms after the animal had successfully acquired the 

auditory target window. In all trials, however, a visual feedback stimulus appeared at 

the end of the trial. This practice was continued even during the recording sessions. 

During training and in the subsequent experiments, only the rectangular stimulus 

array was used . After seven months of training, monkey B had learned to perform 

eye movements to four targets spaced in azimuth. However, the accuracy of the eye 

movements was not very high (about ±12°), so for the recording experiments only two 

target locations were used: (- 16°, +8°) and (+16°, +8°). Monkey Y d id somewhat 

better; after 5 months of training, he had learned to make auditory saccades to 9 

targets with the same accuracy. However, to maintain consistency across the two 

animals, the same two target locations were employed for both animals during the 

recording experiments. 

When the monkeys had learned to perform auditory saccades to within 12° of 

the target locations with a success rate exceeding 80%, auditory and visual memory­

saccade training began. In the memory-saccade task, the monkeys were required 

to maintain fixation through presentation of an auditory or visual stimulus at one 
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of the two target locations, and then to continue fixating for a delay period after 

stimulus offset. Once the fixation light had been extinguished, the animals had to 

make a saccade to th0 remembered location of the auditory or visual stimulus. Both 

monkeys learned the memory-saccade paradigm for auditory stimuli in a single day, 

but training of visual memory-saccades required a few days. 

Post-train ing 

Once the animals had learned the memory-saccade task, they were trained to perform 

a modified version of the pre-training fixation task. In this modified fixation task, 

the fixation light flashed twice before staying on. The flash sequence indicated to the 

monkey that a fixation trial was about to occur rather than a memory-saccade trial 

(see Chapter 3). The animal was required to hold his eye position within 2 3° of the 

fixation light. After a variable interval (1000- 1500 ms) , an auditory or visual stimulus 

appeared for 500 ms at one of the two locations used in the training phase and the 

memory-saccade task: ( -16°, +8°) or ( + 16°, +8°). The fixation light remained on, 

and the monkey continued fixating, through the stimulus presentation and for 500 

1500 ms following the disappearance of the stimulus. Then, the fixation light was 

extinguished, but the monkey continued fixating at the same location in darkness for 

500 ms. Continued fixation was required to ensure that the monkey did not make 

a saccade to the stimulus location immediately after fixation light offset. Finally, 

the fixation light reappeared , and if the monkey fixated it for an additional 500 ms 

he was rewarded with a drop of water or juice. Eye position was monitored for at 

least 500 ms following the reward , again to ensure that the monkey did not make a 

saccade to the stimulus location. Blocks of fixation trials were alternated with blocks 

of memory-saccade trials (described in Chapter 3); within each task block, trials 

involving auditory and visual (and left and right) stimuli were randomly interleaved. 
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2.2.5 Recording procedures 

Single-unit extracellular recording was performed using tungsten microelectrodes and 

a hydraulic microdrive (Frederick Haer & Co.). All penetrations were approximately 

normal to the gyral surface. To help ensure that recordings came from area LIP 

(within the intraparietal sulcus) rather than area 7a (on the gyral surface), the elec­

trode was advanced to 2500- 3000 run below Lhe dura at the start of each recording 

session . A guide tulw protectC'd the' electrode during penetration of the dura and 

served as the reference input for the differential microelectrode amplifier. Electrode 

impedances were typically 0.5- 2.0 MO at 1 kHz. The electrode signal was ampli­

fied by a factor of 200,000, band-pass filtered (Krohn-Hite) between 600 Hz and 5 

kHz, and monitored continuously on an oscilloscope and audio monitor. Single units 

were isolated using a variable-delay voltage-time window discriminator (Tucker-Davis 

Technologies), and times of spike occurrence were recorded with 1 ms accuracy. 

Eye position was monitored with a precision of ±0.1 o using the scleral search coil 

technique (Mountcastle et al. 1975; Judge et al. 1980), and was recorded at 1000 

samples/sec. Each behavioral training or recording session began with a calibration 

of eye position recording equipment, during which the animal fixated visual stimuli 

at various locations on the stimulus array. 

2.2.6 Recording strategies 

Data were collected in only two of the three behavioral phases: the pre-training phase, 

and the post-training phase. Recording strategies used in each phase are described 

below. 

Pre-training 

In pre-training experiments, the electrode was advanced while the monkey was per­

forming the pre-training fixation task described previously. Any neuron which was 

encountered, and which could be kept isolated long enough to characterize, was in­

cluded in the pre-training database. In other words, there was no bias in the recording 
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strategy that might have favored finding cells with auditory or visual responses. 

Post-training 

For post-training data collection, a slightly different recording strategy was used. 

While the electrode was advanced in search of neurons, the monkey was performing 

interleaved auditory and visual memory-saccade trials. Data were recorded from 

any isolated cell which appeared to exhibit a response during any period of either 

the auditory or the visual memory-saccade task. Thus there were two differences 

between the pre- and post-training recording strategies: the task the animals were 

performing during the search for neurons, and the cell selection criteria. The post­

training recording strategy resulted in a bias favoring neurons which responded during 

the memory-saccade task. Analyses and controls presented in the Results section 

indicate that the findings of this chapter are not affected by these differences . This 

issue is also addressed in the Discussion section. 

2.2.7 Database 

Pre-training 

The pre-training database consists of 172 neurons (77 neurons from monkey B, left 

hemisphere; 95 neurons from monkey Y , right hemisphere). As mentioned previously, 

a hexagonal stimulus array was used in the early pre-training experiments, and a 

rectangular array in the later pre-training experiments. Excluding the central location 

(which was reserved for the fixation light), there were 18 possible stimulus locations 

in t he hexagonal array, and 24 possible stimulus locations in the rectangular array. 

Of the 172 cells in the pre-training database, 56 neurons (all from monkey B) were 

recorded while the hexagonal array was in usc; data from the remaining 116 cells (21 

neurons from monkey B, 95 neurons from monkey Y) were collected with rectangular 

stimulus array. 
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Post-training 

The post-training database contains 160 neurons (99 neurons from monkey B, left 

hemisphere; 61 neurons from monkey Y, right hemisphere), for which all data were 

collected using two stimulus locations in the rectangular array. 

2.2.8 Data analysis 

Results of all analyses are pooled across the two monkeys, since all trends existed and 

reached significance in each monkey individually. Throughout the text, all statistical 

tests are two-tailed , and the critical significance level is 0.05 (n.s. means "not signifi­

cant at the 0.05 significance level). Analyses of neural data arc based on firing rates 

over two intervals: the pre-stimulus period (the 500 ms interval before stimulus onset) 

and the stimulus period (the 500 ms interval from stimulus onset to stimulus offset). 

A neuron has a significant spatially tuned response if the firing rate in the stimulus 

period varies significantly across the stimulus local ions tested (Kruskal-Wallis test). 

Analyses are designed to detect spatially tuned responses in the stimulus period, 

because spatially untuned responses cannot be distinguished from general arousal 

effects. However, analyses comparing firing rates in the stimulus and pre-stimulus 

periods at each location yielded similar results. 

To estimate the power of the non-parametric Kruskal-Wallis Lest in the pre- and 

post-training experiments, a power analysis was performed separately for each exper­

iment. First, the coefficient of variation in mean firing rate across stimulus locations 

was computed for each significant spatially tuned visual response. The average co­

efficient of variation ( ( CV)) across all significantly tuned visual responses was taken 

as an estimate of the detectable dispersion in the data, and used to generate data 

sets with simulated spatial tuning. A simulated data set was created for each cell by 

randomly shifting the actual firing rates from auditory trials: 

.stm _ . ( ) + lx. sirn) 
XnL - Xnt - Xn \ n (2.1) 
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where Xnt and x~izn arc actual and simulated firing rates for trial t at location n, 

and (xn) = ~ 2:::::~= 1 Xnt is the actual mean firing rate for location n . The quantity 

(.'E~im), representing the simulated mean firing rate for location n, is generated ran­

domly from a normal distribution with mean iJ 2::::::;=1 (xn) and standard deviation 

(CV) -Jv 2::;=L (xn). Thus artificial data sets containing simulated spatially tuned au­

ditory responses were designed to have as much structure as was present in the average 

spatially tuned visual response. The proportion of simulated responses judged to have 

significant spatial tuning in the Kruskal-Wallis test was then taken to be a measure 

of the power of the test. The simulations and power calculations were repeated 100 

times for both pre-training and post-training data sets. 

An information theoretic analysis was used to quantify the degree of spatial t uning 

in stimulus-period firing rates for auditory or visual trials. Unlike t he Kruskal-Wallis 

test, which simply categorizes a response as significantly t uned or not, the information 

theoretic analysis produces a continuous measure of spatial tuning. The distribution 

of this quantity, hereafter the stimulus location information, can then be used to 

summarize trends across the population of recorded neurons. 

Estimates of stimulus location information were obtained as follows. For each set 

of auditory or visual trials collected from the same neuron , firing rates recorded at each 

stimulus location were used to build a matrix in which stimulus location constituted 

one dimension, and stimulus-period firing rate bins the other dimension. This matrix 

was then normalized to estimate joint probability and marginal prohability densities. 

The width of the firing rate bins was defined to be the standard deviation of the 

pooled pre-stimulus-period firing rates. This quantity is an estimate of the noise in 

the cell 's firing rate, and was used as the binwidth in order to obtain a conservative 

measure of the information content of the response ( Gnad t and Brcznen 1996). The 

mutual information between stimulus location and firing rate is given by: 

P(s, r) 
I=~~ P(s, r) log2 P(s)P(r), (2.2) 

where s is the index of each stimulus location, r is the index of the firing rate bin, 
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P(s, T) is the joint probability, and P(s) and P (1·) are the marginal probabilities 

(Cover and Thomas 1991). 

Direct comparison of the mutual information between stimulus location and firing 

rate for LIP responses recorded before and after training is not possible, since there 

was a greater amount of location information available in the pre-training stimulus 

array t han in the post-training array (clue to the fact t hat 18- 24 stimulus locations 

were used in pre-training experiments, but only 2 stimulus loc<-tt ions were used in 

post-training experiments). The stimulus location information must therefore be 

defined as t he mutual information relative to some reference level of information. A 

conservative choice for this reference level is the median mutual information obtained 

after shuffling all the trials to destroy any correspondence between stimulus location 

and firing rate (Tovcc ct al. 1993). T he shuffling procedure was repeated 100 times 

for each set of auditory or visual trials to estimate the median mutual information 

for the shuffled dataset. This reference level of information was then subtracted 

from the original mut ual information (for unshuffled trials) , to obtain the stimulus 

location information. Because the same data are used to calculate t he original mutual 

information and the median trial-shuffled mu tual information, this shuffle-subtracted 

measure of stimulus location information would not be subject to overestimation even 

if the firing rate bins were too small. Moreover, this qnantity is appropriate for usc 

in a hypothesis test to assess the degree of spatial tuning in firing rates across the 

recorded population. If the distribution of the stimulus location information across 

the population has a mean significantly greater than zero (Wilcoxon signed-rank test), 

t hen the firing rates carry significant information about stimulus location. 

2. 2. 9 Histology 

After the recordings in monkey B were completed , two electrolytic lesions, one shal­

low (2 mm below dura) and one deep (10 mm below dura) , were placed in each of 

two electrode tracks. On the next day, monkey B was euthanizcd with pentobarbital 

sodium (50 mg/kg) and then perfused with a 10% formaldehyde solution. The brain 
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was extracted and sliced into 50 p,m sections using a freezing microtome. Sections 

were then Nissl-stained with cresyl violet. Histological examination of the electrolytic 

lesion sites confirmed that recordings had been made in the lateral bank of the in­

traparietal sulcus. Figure 2.2 shows a photomicrograph of a section which includes 

one of the electrode tracks and lesion sites. Note that only the deep lesion is visible. 

This lesion is 10 mm below the dural surface, and at least 2 mm below the deepest 

recording sites. 

2.3 Results 

2.3.1 Pre-training 

In the pre-training experiments, very few cells showed any response to auditory stim­

ulation, but neurons with spatially tuned visual responses were often encountered. 

Figure 2.3 displays data from a cell typical of those recorded in area LIP before 

auditory-saccade training. The location of each plot in panels A and B corresponds 

to the location of a stimulus in the rectangular array. The plot in the middle of each 

grid (corresponding to the fixation point) displays representative fixational eye move­

ments recorded during trials in which a stimulus was presented at location (0°, + 16°); 

note that the scale bar is approximately the width of the fixation window. Plots at 

all other locations in each panel show neural activity in response to a stimulus at the 

corresponding location on the stimulus array. Histograms indicate the firing rate of 

the neuron in spikes per second as a function of time relative to stimulus onset; the 

two bold vertical lines in each plot bracket the stimulus presentation interval. This 

cell has no auditory response at any location in the array (Figure 2.3 A), and no 

significant auditory spatial tuning (Kruskal-Wallis test , p > 0.3). However, the cell 

does have a strong response to visual stimulation (Figure 2.3 B) , and this response 

is spatially tuned (Kruskal-Wallis test, p < 0.001). 

Before auditory-saccade training, only 6 of 172 neurons, 3% of the cells recorded in 

area LIP, were found to have significant spatially tuned responses to auditory stimuli. 
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Figure 2.2: A Nissl-stained section of the intraparietal sulcus from the left hemisphere 
of monkey B. Left is the lateral aspect. One of the electrode tracks in which an 
electrolytic lesion was made is visible on the lateral bank of the sulcus. The lesion at 
the end of the electrode track is 10 mm below the dural surface, and at least 2 mm 
below the deepest recording sites. 
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Figure 2.3: Activity of an LIP neuron typical of those recorded before auditory­
saccade training. The cell has no evident response to auditory stimuli (A) , but has a 
spatially tuned response to visual stimuli (B). See text for explanation of plots. 
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Given that the expected false positive rate for the Kruskal-Wallis test is 5%, this 

proportion is not significantly different from that expected by chance (binomial test , 

p > 0.5). In contrast, nearly half the cells (45%; 78/172) had spatially tuned visual 

responses, usually contralateral to the recording chamber. Percentages of neurons 

with spatially tuned responses are shown in Figure 2.4 for both auditory and visual 

stimulus modalities. 

Visual inspection of data from the 6 cells judged to have significant spatially tuned 

auditory responses confirmed that even these cells did not have obvious responses to 

auditory stimuli. Figure 2.5 displays the activity of the cell with the smallest p-value 

in the test for spatially tuned auditory responses (Kruskal-Wallis test, p = 0.0008). 

There is no discernible response to auditory stimulation (Figure 2. 5 A) . 

To quantify the spatial selectivity of auditory and visual responses across the 

recorded population, an information theoretic analysis was performed (see Methods). 

For each cell, the mutual information between stimulus location and stimulus-period 

firing rate was compared to the median mutual information obtained after trials had 

been shuffled to destroy any correspondence between stimulus location and firing 

rate. As explained in the Methods section, the difference between these two mutual 

information quantities (the stimulus location information) is a conservative estimate 

of the amount of location information carried in the stimulus-period firing rates. The 

distribution of this information measure across all cells in the pre-training database 

is shown for auditory and visual trials in Figure 2.6 A and B. The mean of the 

distribution for auditory trials (Figure 2.6 A) is not significantly different from zero 

(Wilcoxon signed rank test, p > 0.6), indicating that firing rates in the pre-training 

database do not carry significant amounts of information about auditory stimulus 

location. In contrast, the mean of the distribution for visual trials is significantly 

greater than zero (p < 0.001). Therefore, the firing rates of LIP neurons recorded 

before auditory-saccade training do not convey spatial information regarding auditory 

stimuli, but do carry information about the locations of visual stimuli . 
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Figure 2.4: Percentages of recorded cells with spatially tuned responses to auditory 
or visual stimuli, in the pre-training and post-training experiments. The dotted line 
indicates the expected false positive rate for the Kruskal-Wallis trst used to identify 
cells with spatially tuned responses, and asterisks mark proportions which are signif­
icantly different from this chance level (binomial test). Probabilities above brackets 
show the significance level for the difference between adjacent proportions (Fisher­
Irwin test). Error bars represent theoretical standard deviation, estimated from the 
observed response percentage. ToLal number of cells: pre-training N = 172, post­
training N = 160. 
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Figure 2.5: Activity of the LIP neuron with the most significant spatially tuned 
auditory response in the pre-training database (Kruskal-Wallis test , p = 0.0008). All 
conventions are as in Figure 2.3. 
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Figure 2.6: Location information available in stimulus-period firing rates, for all cells 
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difference between original trials and shuffled trials (see Methods). Wilcoxon signed­
rank test results indicate the significance level for rejection of the hypothesis that 
the mean of the distribution is zero (no stimulus location information across the 
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location information only in the post-training database (C), not in the pre-training 
database (A). In contrast, firing rates during visual trials convey significant spatial 
information both before and after auditory-saccade training (Band D). Total number 
of cells: pre-training N = 172, post-training N = 160. 
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2.3.2 Post-training 

In the post-training experiments, some neurons exhibited very brisk responses during 

auditory stimulation, while the monkey was performing the modified fixation task. 

Figure 2. 7 shows such a neuron. In addition, many cells had visual responses, usually 

contralateral to the recording chamber. 

Across the population, about 12% (19/160) of neurons recorded after auditory­

saccade training had significant spatially tuned responses to auditory stimulation. 

Half the cells ( 46%; 73/160) exhibited spatially tuned responses to visual stimulation. 

These proportions arc illustrated in Figure 2.4. The percentage of cells with spatially 

tuned auditory responses is significantly greater than the expected false positive level, 

indicated by the dotted line (binomial test, p < 0.001). 

Stimulus location information estimates for the post-training database are shown 

in Figure 2.6 . The mean of the population distribution for auditory trials is signif­

icantly different from zero (Wilcoxon signed rank test, p < 0.001), indicating that 

firing rates during auditory trials carry significant information about auditory stimu­

lus location after audi tory-saccade training. For visual trials, the mean of the distri­

bution is also significantly greater than zero (p < 0.001). Thus, in Lhe post-training 

database, firing rates during both auditory and visual trials convry significant spatial 

information. 

2.3.3 Comparison between pre- and post-training 

As indicated in Figure 2.4, the proportion of recorded neurons with significant spa­

tially tuned responses to auditory stimuli is significantly higher after audi tory-saccade 

training than before (Fisher-Irwin test, p < 0.01). However, there is no significant 

difference between the proportions of cells with spatially tuned visual responses beforr 

and after auditory-saccade training (p > 0.05). 

A direct comparison of the stimulus location information available in neural firing 

rates before and after training is not possible, because more stimulus locations were 

used in t he pre-training experiments than in the post-training exprriments. However, 
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Figure 20 7: Activity of an LIP neuron recorded after auditory-saccade trammg. 
Rasters at the top of each plot indicate the times of spike occurrence in each trial; 
histograms show the firing rate of the neuron as a function of time relative to stim­
ulus onset; and eye position traces indicate horizontal (Ex) and vertical (Ey) eye 
position during each trial. Stimulus locations are specified as contralateral (A and 
C) or ipsilateral (B and D) to the recording chamber. This neuron has a significant 
spatially tuned response to auditory stimuli (Kruskal-Wallis test , p < 0.05). Visual 
response tuning does not reach signficance, although some inhibition is evident during 
contralateral visual trials (C) . 
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it is appropriate to ask if there is a significant amount of stimulus location informa­

tion available in neural firing rates within each database. As explained previously, 

firing rates in area LIP convey no information about auditory stimulus location be­

fore auditory-saccade training (Figure 2.6 A; Wilcoxon signed-rank test, p > 0.6), 

but do carry significant information about visual stimulus location (Figure 2.6 B; 

p < 0.001). After auditory-saccade training, firing rates during both auditory and 

visual trials carry significant amounts of stimulus location information (Figure 2.6 C 

and D; both trial types, p < 0.001). Thus the information theoretic analysis confirms 

that the firing rates of neurons in area LIP carry no information about the loca­

tions of auditory stimuli before auditory-saccade training, but that auditory spatial 

information is represented in area LIP after training. 

2.3.4 Control for search/selection bias 

Recording strategies before and after training were slightly different, as explained in 

the Methods section. It is possible that differences in the search tasks and cell selection 

criteria could account for the apparent increase in the auditory responsiveness of LIP 

after auditory-saccade training. Two additional analyses argue against this possibility. 

First, the differences between the pre- and post-training databases persist even 

when an artificial post hoc search bias is introduced, restricting the analysis to visually 

responsive cells. In this restricted analysis, only neurons with spatially tuned visual 

responses are considered, and the proportions of cells with spatially tuned responses 

to auditory stimuli are calculated for this subsample. Among the cells recorded before 

auditory-saccade training, 78 had spatially tuned visual responses, and of these only 

2 responded to auditory stimuli. In contrast, of the 73 cells with spatially tuned 

visual responses after auditory-saccade training, 13 also had spatially tuned responses 

to auditory stimuli. These proportions are significantly different (2/78 vs. 13/73; 

Fisher-Irwin test, p < 0.005) , indicating that in this limited sample there are more 

responses to auditory stimuli after training than before. While not conclusive, this 

analysis suggests that across the population, the number of cells with spatially tuned 
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auditory responses increased due to auditory-saccade training. 

Second, a control experiment demonstrates that recording strategies alone cannot 

account for the results. An additional 33 cells were recorded in monkey Y after 

auditory-saccade training, using the same recording strategy employed in the pre­

training experiments. In this control experiment, the search task was the fixation 

task, and data were collected from every cell that was isolated. Among all the neurons 

recorded in this way, 12% ( 4/33) had significant spatially tuned responses to auditory 

stimuli, a significantly higher percentage than would be expected by chance (binomial 

test, p < 0.05). Thus differences in the recording strategies are an unlikely explanation 

for the increased number of responses to auditory stimuli found afLcr auditory-saccade 

training. 

2.3.5 Control for different arrays 

Before training two different stimulus arrays were employed, one hexagonal and one 

rectangular (sec Methods) . The majority of cells in monkey B were recorded using the 

hexagonal array, while all of the cells in monkey Y were recorded using the rectangular 

array. The proportion of cells with auditory spatial tuning was about the same for 

both arrays (3%), and no more than expected by chance for either array (binomial 

test, p > 0.2). The proportion of cells with spatially tuned visual responses was 59% 

for the hexagonal array and 37% for the rectangular array. 

As noted in the Methods section, the frequency spectra of the speakers were 

matched in the post-training experiments but not in the pre-training experiments. 

It is unlikely that this difference contributed to the increase in LIP responsiveness 

in the post-training experiments, because matching made the auditory stimuli more 

uniform across the array. If anything, matching should have reduced, not increased , 

variation in auditory responses across locations, and hence should have reduced the 

apparent spatial tuning of auditory responses in area LIP. 
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2.3.6 Control for number of locations/samples 

In the pre-training experiments, the number of stimulus locations was considerably 

higher than in the post-training experiments. To equalize the two datasets, the 

pre-training database was restricted to the two locations used in the post-training 

experiments (or the two closest locations for cells recorded using the hexagonal array). 

The spatial tuning analysis was then repeated using only those two locations from the 

pre-training database, allowing direct comparison of pre- and post-training auditory 

responses. Only 2% of cells in the restricted pre-training dataset exhibited spatially 

tuned responses to auditory stimuli . Comparison between the restricted pre-training 

dataset and the post-training data reveals a significant increase in the proportion 

of cells with spatially tuned responses to auditory stimuli (Fisher-Irwin test, p < 

0.001). Thus it is unlikely that the apparent effect of training is an artifact of spatial 

undersampling in the post-training experiments. 

Because many more stimulus locations were used in the pre-training experiments 

than in the post-training experiments, the number of repetitions per location tended 

to be lower pre-training (between 5 and 10) than post-training (between 10 and 20) . 

The power of a test is increased both by the number of conditions, and by the number 

of samples. Since there were more locations and fewer samples per location in pre­

training experiments, it is conceivable that the power of the Kruskal-Wallis test might 

have been lower pre-training than post-training. Such a difference in power would 

make responsive cells less likely to be detected in pre-training experiments. This 

scenario seems unlikely, since any power difference should have affected the visual 

responses too, and the proportion of neurons with significant spatially tuned visual 

responses was about the same pre- and post-training. However, to address this issue 

more directly, the power of the spatial tuning test was estimated in Monte Carlo 

simulations (see Methods section for details). Over 100 simulations, the average 

power of the Kruskal-Wallis test to detect comparable differences was 77% (range: 

72 81 %) before training, and 46% (range: 31 54%) after traiuing, indicating that 

the larger number of locations used in the pre-training experiments outweighs the 
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smaller number of repetitions. Thus the absence of responses Lo auditory stimuli 

before training is not due to lower statistical power in the test for spatial tuning 

before training. In fact, this power analysis suggests that responses to auditory 

stimuli were less likely to be detected in the post-training experiments; in other words, 

the estimated proportion of cells responding to auditory stimuli in the post-training 

experiments likely underestimates Lhe true proportion. 

2.3. 7 Control for post-reward eye movements 

Given that responses to auditory stimuli are more prevalent in a saccade task than in 

a fixation task (see Chapter 3), it is possible that responses to auditory stimuli might 

appear in fixation trials if the monkeys were performing very laLe saccades to the 

stimulus locations in the post-training experiments. If this werr the case, then the 

apparent increase in auditory responsiveness of LIP after training might be due to eye 

movements, not due to training. To address this concern, eye position was recorded 

for at least 500 ms after the reward, without any behavioral constraint on the monkey. 

Saccades during this period were detected using velocity criteria, and the eye position 

after the first saccade was extracted. If no saccade occurred, the eye position at the 

end of the recording period was used. Figure 2.8 shows these post-reward eye positions 

for fixation trials collected from the cell shown in Figure 2. 7. AfLer the reward, the 

monkey did not continue fixating, but tended to make an eye movement up and to the 

right, presumably toward his default eye position. The final eye position distributions 

are similar for trials in which the stimulus appeared on the left and trials in which the 

stimulus appeared on the right. A similar analysis was performed for all recordings 

from neurons with significant spatially tuned auditory responses in the post-training 

experiments. For not a single neuron with auditory spatial tuning did post-reward 

eye positions differ depending on the location of the stimulus (Kolmogorov-Smirnov 

test separately for the horizontal and the vertical dimensions). In other words, late, 

goal-directed saccades cannot explain the increased auditory responsiveness of area 

LIP after auditory-saccade training. 
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Figure 2.8: Eye position after the first post-reward saccade, for trials collected in 
the same post-training recording session as the data shown in Figure 2.7. Crosses 
indicate trials in which the stimulus was to the left of fixation, circles indicate trials 
in which the stimulus was to the right of fixation. The difference between the two 
distributions did not reach significance for either auditory (A) or visual (B ) trials 
(one-dimensional Kolmogorov-Smirnov test along the horizontal dimension, p > 0.5 
for both auditory and visual trials). 
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2.3.8 Control for penetration locations 

To check that the recordings were made from approximately the same locations before 

and after training, penetration maps were constructed. Figure 2.9 shows the types 

of responses that were associated with each recording site. Most recording sites were 

penetrated at least ten times in the pre-training experiment. As a result, especially 

in monkey B, many penetration sites in the center of the chamber that had been 

visually responsive in the pre-training experiments did not respond visually in the 

post-training experiments, probably due to t issue damage. Nevertheless, the pre­

and post-training maps largely overlap, and the locations of mosL responses suggest 

that the recordings stem from the same brain location. The map also indicates the 

approximate location of the brain section shown in Figure 2.2, and the location of 

the electrolytic lesion visible in that section. 

2.4 Discussion 

2.4.1 Effects of auditory-saccade training 

The key finding of this chapter is that auditory-saccade training increases the respon­

siveness of LIP to audi tory stimuli. This result is demonstrated in two independent 

analyses. In the first analysis, each response is categorized as exhibiting significant 

or no significant spatial tuning, and the proportions of neurons with significant spa­

tially tuned responses before and after training are compared. In Lhe second method, 

the amount of information about stimulus location available in firing rates across the 

population is estimated, both before and after training. The two methods obtain 

their results differently, but arrive at the same conclusion. There arc, however, sev­

eral possible confounds Lhat must be addressed, before the effect of training can be 

viewed as established. 

First, it is possible that the search task, and the criteria by which neurons were 

selected for further recording, biased the results in such a way as Lo inflate Lhe number 

of cells that exhibited spatially tuned responses to auditory stimuli after training. As 
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Figure 2.9: Distributions of neurons with significant spatially tuned auditory or visual 
responses, in the pre- and post-training experiments. Each plot shows the positions of 
all electrode penetration sites, in mm anterior- posterior (A-P) and mm medial- lateral 
(M-L) relative to t he center of the recording chamber. Symbols at each penetration 
site indicate the type of spatially tuned responses observed: auditory ( x) , visual 
( o), or neither (-). The sizes of cross and circle symbols at each site are scaled to 
reflect the number of neurons with the corresponding type of response. A and C : 
Pre- and post-training electrode penetration sites for monkey B, whose recording 
chamber was mounted over the left hemisphere. The square shows t he site of one of 
the electrolytic lesions made in this animal, and the line indicates the approximate 
angle of the histological section shown in Figure 2.2. B and D: Pre- and post-training 
penetration sites for monkey Y, whose recording chamber was mounted over the right 
hemisphere. 
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discussed in the Results section, two lines of reasoning, including a control experiment, 

argue against this interpretation. 

Second, the apparent effect of training might be due to the limitation to a smaller 

stimulus array in the post-training task. Since this difference would have made re­

sponses more difficult to detect in the post-training phase, and since the power of the 

Kruskal-Wallis test was actually higher before training, this is an unlikely explanation 

for the training effect. 

Third, in light of the data presented in Chapter 3, the task that monkeys arc 

performing appears to have a strong impact on the auditory responsiveness of LIP 

neurons. In the post-training experiments, blocks of trials in which the monkeys per­

formed the modified fixation task were alternated with blocks in which they performed 

memory saccades; therefore, it is possible that the animals were making saccades after 

receiving a reward in the fixation task. However, as shown in the Results section, final 

eye positions in the fixation task following the first eye movements after the reward 

did not differ depending on the stimulus location. Thus goal-directed, post-reward 

eye movements are an unlikely explanation for the post-training responsiveness of 

LIP to auditory stimuli . 

Finally, it is possible that the pre- and post-training recordings were made from 

different areas, and that in fact the comparison is not valid. This is an issue because 

the pre-training and post-training experiments spanned about two yrars, during which 

brain and skull growth might have affected the position of cortical areas. In as much as 

the brain remains morr or less at the same location relative to the recording chamber 

over an extended period of time, Lhc penetration maps in the Results section show 

that the pre- and post-training recording sites overlap substantially. 

In summary, the results and controls indicate that Lhe responsiveness of LIP neu­

rons to auditory stimuli in a fixation task changed as a consequence of training the 

animals to perform auditory saccadcs. Thus one explanation for the apparent discrep­

ancy between early studies that reported no auditory responses in LIP (Mountcastle 

et al. 1975; Hyviirinen 1982b; Koch and Fustcr 1989) and more recent studies that 

did find auditory responses in LIP (Mazzoni et al. 1996b; Stricanne et al. 1996) is 
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that in the latter studies the monkeys had been trained to perform auditory saccades, 

while in the former studies they had not. 

In the introduction to this chapter, four possible scenarios were proposed in which 

the discrepancies between the early and later studies of auditory responses in area LIP 

might be resolved. The first possibility was that auditory responses exist in area LIP 

before auditory-saccade training, bnt had been overlooked in the earlier studies. The 

second possibility was that auditory-saccade training induces responses to auditory 

stimuli in area LIP. The third possibility was that the task an animal is performing 

determines the auditory responsiveness of area LIP. Finally, the fourth possibility 

was that both training and task affect neural responses to auditory stimuli in LIP . 

The present results support the second and fourth possibilities. In light of the results 

of the next chapter, which show that responses to auditory stimuli in area LIP are 

modulated by behavioral task , the fourth possibility that responses to auditory 

stimuli in LIP are affected both by training and by the task the animal is performing 

- appears to be correct. 

2.4.2 Possib le mechanisms 

At the mechanistic level, the observed effect of training may arise through emergence 

of new connections to area LIP from an auditory area that is as yet unidentified. 

Alternatively, it is possible that training unmasks connections that existed all along 

but were silent. In both cases, several different areas may be providing auditory input 

to area LIP. Likely candidate regions in cortex are temporoparietal cortex (area Tpt) , 

the superior temporal polysensory area (STP), and the frontal eye fields (FEF). A 

possible subcortical source of auditory input to LIP is the deep layers of the superior 

colliculus. All of these regions respond to auditory stimuli (Leinonen et al. 1980; 

Russo and Bruce 1994; Jay and Sparks 1984; Hikosaka et al. 1988). Areas Tpt, STP, 

and FEF project directly to area 7, including area LIP (Blatt ct al. 1990; Pandya 

and Kuypers 1969; Baizer et al. 1991), while the superior colliculus projects to LIP 

via the pulvinar (Asanuma et al. 1985). 
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Neurons in areas Tpt and STP respond to auditory stimuli even in animals which 

have not been trained to perform auditory saccades (Leinonen eta!. 1980; Baylis et al. 

1987) , and both regions receive strong projections from other auditory areas (Kaas 

and Hackett 1998). Frontal eye field neurons respond to auditory stimuli in a fixation 

task after auditory-saccade training (Vaadia et al. 1986), but it is unclear whether 

or not FEF neurons respond to auditory stimuli before auditory-saccade training, or 

in anesthetized animals. In light of the present results in area LIP, it seems possible 

that auditory responses in FEF also emerge through training, especially since there 

are strong projections from LIP to FEF (Andersen ct al. 1990; Asanuma ct al. 1985). 

Assuming that the areas providing direct or indirect auditory input to LIP respond 

to auditory stimuli without behavioral training, areas Tpt and STP seem t he most 

likely sources of auditory input to LIP, although the auditory signals might well be 

routed through frontal cortex. It is also possible that the superior colliculus could be 

the source of the responses to auditory stimuli in LIP, since the deep layers of the 

colliculus respond to auditory stimuli in anesthetized monkeys (Cynader and Berman 

1972). 

2.4.3 Relation to previous work 

The present study is the first report demonstrating emergence of responses to auditory 

stimuli de novo in posterior parietal cortex after saccade training. Similar training­

induced increases in responsiveness have been reported in area 3a following tactile 

discrimination training (Recanzone et al. 1992). In addition, visual search training 

using color cues has been shown to induce color selectivity in neurons of the frontal 

eye fields (Bichot et al. 1996). 

The effects of auditory-saccade training in this study are reminiscent of training­

induced changes observed in frontal cortex by Watanabe (1992), who showed that 

prefrontal neurons code the associative significance of auditory and visual stimuli. In 

that study, a cue stimulus indicated to the animal whether a subsequent trial would be 

a rewarded or an unrewarded trial. After training, auditory or visual cues signalling 



56 

a rewarded trial evoked stronger firing in prefrontal neurons than cues signalling an 

unrewarded trial. Clearly, the cues were behaviorally relevant to the animal, but 

the cue stimuli informed the animal only of the outcome of the subsequent trial. 

The training effect observed in the present study is somewhat different, in that it 

occurred in the context of eye movements, a context which is likely to be critical to 

LIP function. 

In a different study, Chen and Wise (1995a) showed that neurons in the supple­

mentary eye fields (and, to a lesser extent, the frontal eye fields ; Chen and Wise 

1995b) code conditional oculomotor associations between random visual stimuli and 

upcoming eye movements. Learning occurred within one session in that study, and 

thus the neural activity could be studied at the same time as learning took place. Neu­

rons which initially had not responded to novel visual stimuli indicating the direction 

of an upcoming saccade started responding during training (Chen and Wise 1995a), 

and developed selectivity for the upcoming saccade as the session progressed (Chen 

and Wise 1996). The eff'ects of training observed in the present experiments seem to 

be very similar to those observed in frontal cortex by Chen and Wise. However , in 

the present experiments, training occurred over a time span of several months, while 

Chen and Wise trained their animals during single recording sessions lasting at most 

several hours. Further research will be necessary to determine Lhe exact correspon­

dence between long-term training-induced changes in area LIP, and the short-term 

conditional oculomotor associations observed in frontal cortex. 

2.4.4 Interpretations 

The dependence of auditory responses in area LIP on auditory-saccade training sug­

gests that these responses cannot really be termed "sensory auditory" responses. 

Rather, the responses are contingent upon the monkey being trained in an auditory­

saccade task. How might responses to auditory stimuli emerge through training? 

Four cognitive-level explanations will be considered. 

First, the emergence of responses to auditory stimuli may reflect a change in the 
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attentional state of the animals. It is possible t hat the monkeys were completely 

ignoring the auditory stimuli before training. After auditory-saccade training, when 

they had learned that the auditory stimuli could be behaviorally r<'levant, the animals 

may have paid attention to the stimuli in the fixation task even though they were not 

required to do so. Indeed, other investigators have suggested that LIP signals reflect 

the allocation of attentional resources (Colby et al. 1996; Gottlieb et al. 1998). 

Alternatively, a change of intention vis a vis auditory stimuli may underlie the 

effects of auditory-saccade training on area LIP. Before training, the auditory stimuli 

were presumably irrelevant to the animals as saccade targets; through training, they 

became associated with saccades. Responses to auditory stimuli in LIP may reflect 

covert plans to make eye movements to auditory stimuli, plans which are formed even 

when the animal is instructed noL to make any eye movements. Pr<'vious studies have 

demonstrated that a component of LIP activity signals the int<'ntion to make eye 

movements (Bracewell et al. 1996; Mazzoni et al. 1996a) , and that in the absence of 

actual movements, activity in LIP may code the intention but not the execution of 

eye movements (Snyder et al. 1997). In fact, the eye movement plan can be changed 

without any movement being executed, and activity in LIP rdlrcts these changes 

(Snyder et a l. 1998). Moreover, LIP activity in response to a visual stimulus quickly 

fades if the stimulus is identified as irrelevant in a saccade task (Platt and Glimcher 

1997b; Shadlen and I ewsome 1996). 

A third possibility is situated between the attentional and intentional interpreta­

tions, and posits that auditory activity after saccade training codes the oculomotor 

significance of auditory stimuli - that is, the significance of auditory stimuli as poten­

tial saccade targets. In the present experiments, monkeys were trained that auditory 

stimuli had a meaning or significance in terms of oculomotor behavior. As a result, 

these stimuli may have become represented in area LIP. This idea is consistent with 

the observation that increased probability that a stimulus will be an eye movement 

target, or increased reward associated with a particular stimulus, strengthens the 

representation of that stimulus in area LIP (Platt and G limcher 1997a). This inter­

pretation could a lso explain the shape selectivity recently reported in area LIP of 



58 

animals trained to use shape stimuli as targets in an eye movement task (Sereno and 

Maunsell 1998). Moreover, the oculomotor significance idea could be extended to ex­

plain why LIP neurons are so responsive to visual stimuli even when eye movements 

are not required; easily localized visual stimuli might have default oculomotor sig­

nificance. Similarly, some sounds (e.g., species-specific warning calls, or sounds from 

behind the animal) may have much higher oculomotor significance than the auditory 

stimuli used in the present study, and hence might elicit responses Lo auditory stimuli 

from LIP even before auditory-saccade training. 

The fourth interpretation is that attempts to compartmentalize attention, inten­

tion and oculomotor significance arc artificial. This fourth possibility would posit 

that sensory and movement activation should be expected to co-occur, and that it 

may not be useful to assign the post-training auditory activity in area LIP to any 

of the other three interpretations. Andersen and collaborators have previously ar­

gued that the parietal cortex participates in sensory-motor processing, operating as 

an interface between sensory and motor systems to transform sensation into action 

(Andersen ct al. 1997). Attention likewise has been proposed Lo have evolved from 

circuits for orienting toward stimuli , and attentional mechanisms may well serve the 

purpose of preparing for action (Rizzolatti et a!. 1994; Kustov and Robinson 1996). 

Indeed, eye movement and attention circuits are largely overlapping in the primate 

cortex (Corbetta et al. 1998). Interconnections and similarities in physiology between 

LIP and the frontal eye fields (Chafce and Goldman-Rakic 1998) suggest that sensory 

attention and movement planning share the same circuits, and therefore may not be 

modular and separate operations. 

The present study cannot distinguish between these four interpretations of re­

sponses to auditory stimuli in LIP, because the experiments reported here were not 

aimed at distinguishing between them. Instead, the experiments were designed to 

examine why earlier reports did not find auditory responses in LIP, and more re­

cent studies, using animals performing delayed auditory-saccade tasks, did. Future 

research will be needed to determine which of the four possibilities outlined above is 

the best interpretation of the emergence of responses to auditory stimuli in area LIP 
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after auditory-saccade training. 
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Chapter 3 Behavioral Modulation 

The lateral intraparietal area was once thought to be unresponsive to auditory stim­

ulation. However, recent studies have shown that neurons in area LIP respond to 

auditory stimuli during an auditory-saccade task. To what extC'nL are responses to 

auditory stimuli in area LIP dependent on the performance of an auditory-saccade 

task? To address this question, recordings were made from 160 LIP neurons in two 

monkeys while the animals performed auditory and visual memory-saccade and fix­

ation tasks. Responses to auditory stimuli were significantly stronger during the 

memory-saccade task than during the fixation task, while response's to visual stimuli 

were not. Neurons responsive to auditory stimuli tended also to be visually respon­

sive, and to exhibit delay or saccade activity in the memory-saccade task. These 

results indicate that, in general, auditory responses in area LIP are modulated by 

behavioral context, arc associated with visual responses, and arc predictive of de­

lay or saccade activity. Responses to auditory stimuli in area LIP may therefore be 

best interpreted as supramodal responses, and similar in nature to the delay activity, 

rather than as modality-specific sensory responses. The apparcut link between au­

ditory activity and oculomotor behavior suggests that the behavioral modulation of 

responses to auditory stimuli in area LIP reflects the selection of auditory stimuli as 

targets for eye movements. 
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3.1 Introduction 

As explained in Chapter 2, early physiological investigations of LIP and surrounding 

regions found no auditory activity in this area (Mountcastle et al. 1975; Hyviirinen 

1982b; Koch and Fuster 1989). However, more recent studies have shown that neu­

rons in area LIP do respond to auditory stimuli in the context of an auditory-saccade 

task (Mazzoni et al. 1996b; Stricanne et al. 1996). There are several possible expla­

nations for this apparent discrepancy. One possibility is that neurons which respond 

to auditory stimulation exist in area LIP, but were overlooked in early studies of 

posterior parietal cortex. A second possibility is that LIP neurons respond to audi­

tory stimuli after auditory-saccade training, regardless of the immediate behavioral 

context of auditory stimulation after training. A third possibility is that neurons in 

area LIP respond to auditory stimuli only when the animal is engaged in an auditory­

saccade task. Finally, a fourth possibility is that LIP neurons develop responses to 

auditory stimuli through auditory-saccade training, and subsequently display audi­

tory activity primarily but not exclusively during an auditory-saccade task. Auditory 

responses of this type would be affected both by Lhe animal's training history and 

by the immediate behavioral context in which an auditory stimulus appeared after 

training. 

Chapter 2 excludes the first and third of these four possibilities, by demonstrating 

both that auditory responses do not appear in area LIP before auditory-saccade 

training, and that auditory responses are observed after training even when the animal 

is just fixating. The present chapter addresses the second and fourth possibilities, 

which concern the effects of immediate behavioral context on auditory responses in 

the trained animal. The experiments show that neurons in area LIP respond more 

strongly to auditory stimuli when monkeys are engaged in a memory-saccade task 

than when they are engaged in a fixation task. This behavioral modulation of auditory 

responses resembles behavioral modulation of delay-period activity. The experiments 

also reveal that LIP neurons with auditory responses tend to have visual responses, 

and to exhibit delay or saccade activity. Together, Chapters 2 and 3 demonstrate 
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that responses to auditory stimuli in LIP are dependent both on long-term training 

history and on short-term behavioral context. Furthermore, the results suggest that 

auditory responses in area LIP arc best considered supramodal (cognitive or motor) 

responses, rather than modality-specific sensory responses. Task-dependent increases 

in responses to auditory stimuli in area LIP seem to reflect t he selection of auditory 

stimuli as targets for eye movements. Reports of these results have been published in 

abstracts (Grunewald et al. 1997; Linden et al. 1998) and in an article (Linden et al. 

1999). 

3.2 Methods 

3.2.1 Animals, animal care, and surgical procedures 

Animals, animal care, and surgical procedures, explained in detail in Chapter 2, are 

summarized only briefly here. Two adult male Macaca mulatta monkeys were used 

as subjects in this study. A stainless steel head post, dental acrylic head cap, scleral 

search coil , and stainless steel recording chamber were implanted in each monkey 

using standard techniques (Mountcastle et al. 1975; Judge et a l. 1980). The recording 

chamber was mounted normal to the surface of posterior parietal cortex (stereotaxic 

coordinates at center: 6 mm posterior, 12 mm lateral) over th0 left hemisphere of 

monkey B, and over the right hemisphere of monkey Y. After surgery, monkeys were 

given at least one week to recover before behavioral training or recording began. 

All surgical procedures and animal care protocols were approved by t he California 

Institute of Technology Institutional Animal Care and Use Committee, and were in 

accordance with National Institutes of Health guidelines. 

3.2.2 Experimental setup 

The experimental setup is described in Chapter 2. Briefly, all experiments were con­

ducted in complete darkness, in a double-walled sound-attenuating anechoic chamber 

(Industrial Acoustics Company, Inc.). While inside the chamber, the monkey was 
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monitored continuously with an infrared camera and a microphone. The animal 

faced a fixed stimulus array consisting of a concave rectangular grid of concentrically 

mounted piezoelectric speakers and light-emitting diodes. The monkey's head was 

held fixed during all behavioral training and recording sessions. Locations of stimuli 

arc specified relative to the center of the monkey's head , in degrees azimuth right or 

left of the median sagittal plane and in degrees elevation above or below the visual 

plane. All stimuli in the concave stimulus array were approximately 80 em from the 

monkey's head. 

Visual stimuli were 500 ms flashes of 70 cd/m2 red light from the LEDs, which each 

subtended 0.4 degrees. Free-field auditory stimuli were 500 ms bursts of band-limited 

noise (5- 10kHz, 5 ms rise/fall times, 70 dB SPL). This noise band was chosen because 

macaque monkeys have been reported to localize 5 10 kHz bandlimited noise well in 

azimuth (Brown et al. 1980), and because the frequency responses of the speakers 

were relatively flat (±10 dB SPL) within this range. For most of the experiments 

reported here, the input to each speaker was adjusted to equalize the output amplitude 

spectrum to 70 ± 2 dB SPL within the 5- 10kHz frequency band, as measured at the 

location where the monkey's head would be during an experiment. There were no 

qualitative differences in behavioral or neurophysiological results obtained before and 

after the speakers were equalized. 

3.2.3 Behavioral paradigms 

Neural recordings were obtained while the monkeys were performing two tasks: the 

memory-saccade task and the fixation task (Figure 3.1). Two fixed stimulus locations 

were used for all experiments, because the monkeys had great difficulty making accu­

rate saccades to multiple auditory targets, even after months of training. For details 

on training procedures, see Chapter 2. 

In both tasks, trials began with the appearance of a fixation light, usually directly 

in front of the monkey at (0°, 0°). (For two units recorded in areas that were clearly 

responsive to downward saccades and to stimuli in the lower hemifield, the fixation 
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Memory-saccade Task 
fixation LED 

stimulus L--_________ __JI (visual) L 

eye position 

reward 

time (ms) 1000-1500 1 5oo I 500-1500 II 5oo II 5oo 

interval 
pre- stimulus delay saccade 
stimulus 

Fixation Task 
fixation LED 

stimulus 

eye position 

reward 

time (ms) 1000-1500 1 5oo I 500-1500 5oo 1 500 500 

interval 
pre- stimulus delay hold 
stimulus 

LED ~•.__3_2_de_g _ _.•-

Speaker _..0 0 
0 t 8 deg 

Figure 3.1: Diagrams of the memory-saccade task , fixation task , and stimulus array. 
In the pre-stimulus, stimulus, and delay intervals, the behavioral requirements of the 
two tasks were identical. In the saccade/hold interval, the behavioral requirements 
were different; the monkey was required either to make a saccade (in the memory­
saccade task), or to hold fixation in darkness (in the fixation task). A task cue was 
provided with the fixation light, which remained steady after onset in memory-saccade 
trials, but flashed twice at the start of fixation trials. See text for details. 
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light was positioned at (0°, +16°), above the two stimulus locations.) The fixation 

light remained steady after onset in the memory-saccade task, but flashed on and 

off for 200 ms (and then stayed on) at the beginning of the fixation task. This flash 

cue was provided to indicate to the animal which type of task he was expected to 

perform on a given trial. The monkey was required to fixate the central light within 

1 s of its appearance, and to hold his eye position within a circular window of radius 

2 3° centered on that light. After a 1000 1500 ms interval, an auditory or visual 

stimulus appeared for 500 ms at one of two possible stimulus locations: left ( - 16°, 

+8°) or right ( + 16°, +8°). The fixation light remained illuminated through this 500 

ms stimulus presentation period and through a variable delay period after stimulus 

offset. For the majority of the experiments, the delay period was 1000 1500 ms; in 

the earliest experiments, a 500- 1000 ms or 800- 1300 ms delay period was used. The 

monkey was required to maintain fixation through the stimulus and delay periods in 

both the memory-saccade and the fixation tasks. Except for the flashing LED at the 

start of fixation trials, all differences between the two tasks occurred after the fixation 

light was extinguished . 

In the memory-saccade task, the monkey was required to make a saccade within 

500 ms after fixation light offset, to bring his eye position into an 8 16°-radius window 

centered 0- 6° above the location at which the auditory or visual stimulus had earlier 

appeared. Eye position window parameters were adjusted within Lhis range for each 

monkey to accommodate individual variability in memory-saccade trajectories. As 

previous studies have shown (Gnaclt et al. 1991; \Vhite et al. 1994), visual memory 

saccades display a characteristic upshift , and are far more variable in endpoint than 

visually guided saccades. Auditory memory saccades recorded in the present study 

showed comparable upshift and endpoint variability, but were slightly larger in total 

amplitude (and, for monkey B, slower in both latency and peak speed) than visual 

memory saccades made under identical behavioral conditions. 

After completing a memory saccade, the monkey was required to hold his eyes 

within the eye position window for 500 ms. Then, an LED was illuminated at the 

true target location. To complete the memory-saccade trial and receive a reward, the 
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monkey was required to make a corrective saccade to this visual stimulus within 100-

250 ms, and to hold his eye position for 500 ms within a 4°-radius window centered 

on the visual stimulus. 

In the fixation task, the monkey was required to continue fixating straight ahead 

in total darkness after fixation light offset. The animal had to keep his eye position 

steady for 500 ms within a 4°-radius window centered on the fixation point. Then, 

the fixation light was re-illuminated. The monkey's eye position was required to 

be within a 2 3°-radius window around the fixation light within 50 ms of its re­

appearance; after holding his eye position steady on the re-illuminated fixation light 

for 500 ms, the animal received a reward. The time course of the fixation task was 

therefore very similar to the time course of the memory-saccade task, except that the 

animal was required to hold fixation, not to make a saccade, when the fixation light 

was extinguished. Eye position was recorded for at least 500 ms after the reward, so 

that very late saccadic eye movements could be monitored. 

All behavioral requirements, including eye position window parameters, were iden­

tical for auditory and visual trials of the same task. Moreover, anditory and visual 

stimulus presentations at the left and right stimulus locations were always interleaved 

(and presented in a balanced pseudorandom order, so that each of the four trial con­

ditions appeared at least once in every set of ten successful trials for each task). The 

monkey was rewarded with a drop of water or juice for fu lfilling all of the behavioral 

conditions in a given trial. The success rate for memory-saccade trials was usually 

80 90%. The success rate for fixation trials was usually above 90%. 

3.2.4 Recording procedures and strategy 

Details of the recording procedures are described in Chapter 2. Briefly, single-unit 

extracellular recording was performed using tungsten microelectrodes, and all pene­

trations were approximately normal to the gyral surface. To help ensure that record­

ings came from area LIP (within the intraparietal sulcus) rather than area 7a (on 

the gyral surface), the electrode was advanced to 2500- 3000 J..Lm below the dura be-
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fore any data were collected. Eye position was monitored usmg the scleral search 

coil technique (Judge et al. 1980) and recorded at 1000 samples/sec. At the start of 

each recording session, the animal was required to fixate visual stimuli at each of the 

stimulus locations used in the experiment, and eye position recording equipment was 

calibrated. 

Monkeys performed the auditory and visual memory-saccade lasks described above 

while the recording electrode was advanced in search of neurons. Once a neuron had 

been isolated, data were collected during a complete block (approximately 10 trials 

per condition) of interleaved auditory and visual memory-saccade trials. In each trial, 

an auditory or visual slimulus appeared at one of the two possible stimulus locations, 

( - 16°, +8°) or ( + 16°, +8°); locations of auditory and visual stimuli were not op­

timized for the cell's receptive field. If the neuron seemed (by visual inspection of 

responses) to show modulation of its response in any period of eilher the auditory or 

the visual memory-saccade task, data collection continued with a block of interleaved 

auditory and visual fixation trials, during which stimuli were presented at the same 

two locations. Memory-saccade trial blocks were alternated with fixation trial blocks 

for as long as the isolation could be maintained. Typically, one or two blocks were 

recorded for each task, with 10 trials per condition in each block. 

3.2.5 Database 

The database consists of 160 unit recordings (99 neurons from monkey B , left hemi­

sphere; 61 neurons from monkey Y, right hemisphere) for which data were collected 

during at least one block of memory-saccade trials and one block of fixation trials. 

As explained previously, the animals performed blocks of memory-saccade trials and 

blocks of fixation trials in alternation during each recording, for as long as the neural 

isolation seemed stable. Most of the recordings (134 neurons) include equal numbers 

of memory-saccade and fixation blocks (79 neurons, one block of each task; 54 neu­

rons, two blocks of each task; 1 neuron, three blocks of each lask). The remaining 

few recordings (26 neurons) ended after the second memory-saccade trial block, and 
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therefore include two memory-saccade blocks and one fixation block. Trials involv­

ing auditory and visual (and left and right) stimulus presentations were interleaved 

within each task block. 

3.2.6 Data analysis 

Unless noted otherwise, analyses are conducted on data pooled across monkeys; all 

significant results for pooled data arr significant in data for the first monkey (monkey 

B) alone, and either significant or evident as a consistent trend iu data for the second 

monkey (monkey Y, from whom fewer cells were recorded). Since pooled data combine 

recordings made from different hemispheres in the two monkeys, stimulus locations are 

identified throughout the text as contralateral or ipsilateral, relative to the hemisphere 

in which recordings were made. All analyses involve comparison of mean firing rates 

between contralateral trials (trials involving contralateral stimulus presentations) and 

ipsilateral trials (trials involving ipsilateral stimulus presentations). Only differences 

between contralateral and ipsilateral trials arc analyzed, because changes in firing rate 

which are equivalent for contralateral and ipsilateral trials cannot be distinguished 

from general arousal effects. However, the trends discussed in this chapter persist 

even when such non-specific responses are also considered. 

Neural responses arc analyzed in four different intervals: the pr·e-stimulus period 

(the 500 ms interval before auditory or visual stimulus onset) , Lhc stimulus period 

(the 500 ms interval from stimulus onset to stimulus offset), the delay period (the 

300 1300 ms interval extending from 200 ms after stimulus offset to fixation offset) , 

and the saccade/hold period (the 500- 800 ms interval from fixation offset to onset of 

the corrective visual cue). Note that the animal 's behavior during the pre-stimulus, 

stimulus, and delay periods was identical in the memory-saccade and fixation tasks. 

During the saccade/hold period, the animal either made a saccade (in the memory­

saccade task) or held his eye position steady without a fixation point (in the fixation 

task) . All analyses arc based on correctly completed trials from neural recordings 

which included at least one block of memory-saccade trials and at least one block of 
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fixation trials. 

Analyses of response differentials in a given period involve, for each neuron in 

the population, calculation of the difference between the mean firing rate in that 

period during contralateral trials and the mean firing rate during ipsilateral trials. 

The response differential is therefore the component of the neuron's response which 

varies with stimulus location, a measure of spatial tuning. An individual neuron has 

a significant spatially tuned response (or a significant response di.ff"crential) in a given 

period if there is a significant difference in mean firing rate between contralateral and 

ipsilateral trials during that period (Mann-Whitney test, significance level 0.05). 

Throughout the text, firing rates and response differentials are expressed in spikes 

per second (Hz), and nonparametric analysis methods are used wherever possible. All 

statistical tests are two-tailed, and Lhe critical significance level is 0.05 (n.s. means 

"not significant at the 0.05 significance level"). Applications of bootstrap methods 

involve 1000 iterations; in each iteration, a new bootstrap data set is constructed 

from the original data set by sampling with replacement. 

3.2. 7 Histology 

Electrolytic lesions were placed aL two penetration sites in monkey B at the end 

of these experiments. Histological reconstruction of these lesion sites, described in 

Chapter 2, indicated that the electrode penetrations were madr in the lateral bank 

of the intraparietal sulcus. Monkey Y is still a subject in ongoing experiments. 

3.3 Results 

3.3.1 Behavioral modulation: stimulus period 

Many neurons recorded in area LIP responded more strongly to auditory stimuli 

during the memory-saccade task than during the fixation task. Figure 3.2 displays the 

activity of an LIP neuron during presentations of auditory stimuli at t he contralateral 

and ipsilateral stimulus locations, in the memory-saccade task and in the fixation task. 
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Like several other neurons in the database, this neuron has a spatially tuned auditory 

response; the contralateral auditory stimulus evokes significantly stronger firing than 

the ipsilateral auditory stimulus in both tasks (Mann-Whitney Lest on mean firing 

rates in the stimulus period: memory-saccade task p < 0.001, fixation task p < 0.05). 

Moreover, like other neurons in the database, this cell is more strongly activated by 

auditory stimuli in the memory-saccade task than in the fixation task. 

In contrast, most visually responsive neurons recorded in area LIP responded 

similarly in the memory-saccade and fixation tasks. Figure 3.3 shows the activity of 

an LIP neuron during presentations of visual stimuli. This neuron has a spatially 

tuned visual response in both tasks; the mean firing rate in the stimulus period is 

significantly higher for contralateral trials than for ipsilateral trials (Mann-Whitney 

test, p < 0.001 for both tasks). However, unlike the spatially tuned auditory response 

of the neuron in Figure 3.2, the spatially tuned visual response of this cell appears 

almost equally strong in the memory-saccade and fixation tasks. 

Behavioral modulation of auditory and visual responses across the population is 

illustrated in Figure 3.4. The four plots in this figure show response differentials 

(differences in mean firing rate between contralateral and ipsilateral trials) for the 

fixation task plotted against response differentials for the memory-saccade task, for 

the stimulus and pre-stimulus periods of both auditory and visual trials. Of the 

160 cells in each stimulus-period plot (Figure 3.4 A and B), response differentials are 

significant for 35/160 (22%) in the auditory memory-saccade task, 89/160 (56%) in the 

visual memory-saccade task, 19/160 (12%) in the auditory fixation task, and 73/160 

( 46%) in the visual fixation task. Closed circles ( • ) represent cells with a significant 

response differential in at least one of the two tasks; open circles ( o) represent cells 

for which neither response differential is significant. All 160 neurons in the database 

are included in this figure, so that an unbiased estimate of behavioral modulation 

across the population can be obtained. Since man:v of the neurons have no spatially 

tuned response (because stimulus locations were not optimized for each cell), a large 

cluster appears near the origin in all four plots. 

Behavioral modulation is assessed in two ways for the data in each plot . First, the 
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Figure 3.2: Activity of an LIP neuron during presentations of auditory stimuli in 
the memory-saccade and fixation tasks. The two vertical lines in each plot bracket 
the stimulus presentation interval; the plot ends before the saccade in the memory­
saccade task. Rasters at the top of each plot indicate the times of spike occurrence 
in each trial, histograms show the firing rate of the neuron in spikes per second (Hz) 
as a function of time relative to stimulus onset, and eye position traces indicate 
horizontal (Ex) and vertical (Ey) eye position during each trial. Stimulus locations 
are specified as contralateral (A and C) or ipsilateral (B and D) to the recording 
chamber. The neuron has a significant spatially tuned auditory response in both 
tasks (Mann-Whitney test: memory-saccade task p < 0.001, fixation task p < 0.05), 
but the response differential is larger in the memory-saccade task than in the fixation 
task (response differentials: memory-saccade task 12.5 Hz, fixation task 6.5 Hz). 
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Figure 3.3: Activity of an LIP neuron during presentations of visual stimuli in the 
memory-saccade and fixation tasks. Conventions are the same as in Figure 3.2. The 
visual response of this neuron is spatially tuned (Mann-Whitney test, p < 0.001 for 
both tasks) and very similar in the two tasks (response differentials: memory-saccade 
task 13.4 Hz, fixation task 13.9 Hz). 
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Figure 3.4: Effects of behavioral task on spatial t uning in t he stimulus and pre­
stimulus periods, for all 160 cells in t he database. See text for explanation of plots . 
A and B: Response different ials in the stimulus period arc significant ly modulated 
by b ehavioral task for auditory trials (A), but not for visual t rials (B ). C and D : 
Response differentials in the pre-stimulus (background) period are not a ffected by 
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1.04]; C 1.73 [- 0.88 10.30]; D - 1.08 [-12.43 3.94]. 
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number of neurons for which the absolute value of the response differential is greater 

in the memory-saccade task than in the fixation task is compared to the number of 

neurons for which the reverse is true. (Absolute values of response differentials arc 

used for this categorization so that excitatory and inhibitory responses arc treated 

similarly.) Binomial test results printed on each plot indicate the significance level 

for rejection of the null hypothesis that equal numbers of neurons fall into the two 

categories; p < 0.05 implies significant behavioral modulation of response differentials 

across the population. Second, the two-dimensional least-mean-squares linear fit to 

the data (line minimizing sum of squared perpendicular distances to data points; i.e., 

direction of greatest variance in the data) is determined , and 95% confidence intervals 

on the slope of this line are calculated using a bootstrap technique. The solid line in 

each plot is the least-mean-squares linear fit; the clotted line represents unity slope; 

and the shaded area indicates the extent of the 95% confidence intervals. (Note 

that because the confidence intervals are determined through a bootstrap procedure, 

they are not constrained to be angularly symmetric around the best-fit line.) If 

the response differential in the memory-saccade task were equivalent to the response 

differential in the fixation task for each cell, then Lhe slope of the linear fit would be 

one; this hypothesis can be rejected if the 95% confidence intervals on the slope do 

not include one. 

These analyses reveal that responses to auditory stimuli are modulated by behav­

ioral task. Across the population, stimulus-period response differentials for auditory 

trials (Figure 3.4 A) arc significantly larger in magnitude during the memory-saccade 

task than during the fixation task (binomial test, p < 0.005; slope of best-fit line sig­

nificantly less than one). In contrast, stimulus-period response differentials for visual 

trials (Figure 3.4 B) are not significantly different in the memory-saccade task and 

the fixation task (binomial test n .s.; slope of best-fit line not significantly different 

from one). Behavioral modulation of visual responses is therefore weak or nonexis­

tent. (Some evidence for weak behavioral modulation of visual responses does exist in 

the data; while behavioral modulation of visual responses is not significant for either 

monkey individually according to the binomial test, the slope of the best-fit line is 
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significantly below one for monkey Y .) For comparison, response differentials in the 

pre-stimulus period are presented in Figure 3.4 C and D. The pre-stimulus period 

response differentials are not significantly modulated by task during either auditory 

or visual trials (binomial tests n.s.; slopes not significantly different from one). 

The data in Figure 3.4 A cover a smaller range than the data in Figure 3.4 B, 

indicating that response differentials in the stimulus period are generally weaker dur­

ing auditory trials than during visual trials. Could this difference in spatial tuning 

strength account for the apparent behavioral modulation of responses to auditory but 

not visual stimuli? If weakly tuned responses were modulated by task, but strongly 

tuned responses were not, then the analyses would indicate much more behavioral 

modulation for audi tory trials than for visual trials. According to t his explanation 

for the apparent behavioral modulation of auditory responses, weakly tuned visual 

responses should also be modulated by task. Figure 3.5, which is analogous to Fig­

ure 3.4 B, shows data from the 134 neurons with weak stimulus-period spatial tuning 

during visual trials. Neurons included in this plot have visual stimulus-period re­

sponse differentials which are within the observed range of auditory stimulus-period 

response differentials (-10.1 to 17.2 Hz). Even for these weakly tuned neurons, no 

behavioral modulation of visual responses can be detected (binomial test n.s.; slope 

not significantly different from one in pooled data, or in each monkey's data individu­

ally). Behavioral modulation is therefore not a necessary consequence of weak spatial 

tuning. 

These results suggest that behavioral modulation might be a distinctive charac­

teristic of audi tory responses. Another possibility, however, is that behavioral mod­

ulation might be a characteristic of auditory cells, rather than of auditory responses. 

In other words, the apparent behavioral modulation of auditory responses might be 

occurring within a small subpopulation of cells for which visual responses are also 

modulated by task. To address this possibility, behavioral modulation during the 

stimulus period was analyzed exclusively for the subpopulation of 45 auditory cells: 

cells which have significant spatially tuned responses to auditory stimuli in at least 

one of the two tasks. The results of this analysis (not shown) indicate that all trends 
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observed range of stimulus-period response different ials for audi tory tria ls ( - 10.1 to 
17.2 Hz) arc included in t his plot. Conventions are the same as in F igure 3.4. No 
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evident in Figure 3.4 persist when the data set is restricted to include only auditory 

cells. Thus, even among neurons with significant (and strongly task-dependent) au­

ditory responses, visual responses are not significantly modulated by behavioral task. 

Behavioral modulation is therefore a specific characteristic of audi tory responses in 

area LIP, rather than a general feature of both auditory and visual responses for a 

distinct subpopulation of LIP neurons. 

3.3.2 Behavioral modulation: later periods 

Many neurons recorded in area LIP responded during the delay and saccade periods 

of both auditory and visual memory-saccade trials, but not during the delay and 

hold periods of fixation tria ls . Figure 3.6 shows an example of stimulus-period, delay­

period, and saccade-period activity recorded from a single LIP neuron during auditory 

and visual trials of the memory-saccade task. As in Figure 3.2, neural activity is 

aligned on stimulus onset. The response of Lhis neuron is spatially tuned in the delay 

and saccade periods as well as in the stimulus period, for both auditory and visual 

memory-saccade trials (Mann-Whitney test, p < 0.005 for a ll three periods and both 

trial types). In the fixation task (not shown), only the response in the visual stimulus 

period is significantly tuned. 

Across the population, spatially tuned responses tend to be stronger during the 

delay and saccade periods of the memory-saccade task than during the delay and hold 

periods of t he fixation task, as illustrated in Figure 3.7. This figure is identical to Fig­

ure 3.4, except that response differentials for the delay and saccade/hold periods arc 

displayed instead of response differentials for the stimulus and pre-stimulus periods. 

Response differentials for the delay period and the saccade/hold period are signifi­

cantly modulated by task in both auditory and visual trials (binomial test, p < 0.01 

in a ll plots; a ll slopes significantly less than one). Note that behavioral modulation 

in the delay period (Figure 3.7 A and B) resembles behavioral modulation in the 

stimulus period of auditory trials (Figure 3.4 A). The slopes of the best-fit lines in 

Figure 3.7 A and B (and in Figure 3.4 A) are significantly less than one but greater 
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Figure 3.6: Activity of an LIP neuron during auditory and visual memory-saccade 
trials. Each plot shows neural activity aligned on stimulus onset; there is a variable 
delay of 800-1300 ms between stimulus offset and fixation offset. Large deviations in 
eye position traces are saccades made during the saccade period. All other conventions 
are as in Figure 3.2. Response differentials (with significance level) for the auditory 
memory-saccade task (A and B): stimulus period 6.4 Hz (p < 0.005); delay period 
8.9 Hz (p < 0.001); saccade period 6.4 Hz (p < 0.001). Response differentials for 
the visual memory-saccade task ( C and D): stimulus period 19.2 Hz (p < 0.001); 
delay period 10.2 Hz (p < 0.001); saccade period 9.9 Hz (p < 0.001). In the fixation 
task (not shown), spatial tuning is significant only during the visual stimulus period 
(response differentials for stimulus, delay, and hold periods of fixation task: auditory 
0.6, 0.6, and -0.4 Hz; visual 18.6, 2.0, and 0.9 Hz). 
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than zero, while the slopes in Figure 3. 7 C and D are not significantly greater than 

zero. 

As the slopes in Figure 3. 7 A and B suggest, response differentials in the memory­

saccade task and the fixation task arc significantly correlated in the delay period for 

both auditory trials (Spearman rank correlation coefficient rs = 0.23, p < 0.005) 

and visual trials (rs = 0.40, p < 0.001). Note that in the delay period, the only 

difference between the two tasks is the presumed behavioral state of the animal. In 

the memory-saccade task, the monkey is assumed to be remembering the location of 

the stimulus and planning an eye movement, while in the fixation task, the monkey is 

assumed to be concentrating on fixating. If these assumptions were incorrect - if, for 

instance, the monkey were planning to make a memory saccade after the reward in 

the fixation task - then response differentials in the delay period of the fixation task 

might be correlated with response differentials in the delay period of the memory­

saccade task. In other words, one possible explanation for the correlation between 

memory-saccade and fixation response differentials during the delay period is that the 

monkeys interpreted the fixation task as an unusually complicated, very-long-delay 

version of the memory-saccade task. 

One piece of evidence against this hypothesis is that correlation between the two 

tasks is much weaker in the saccade/hold period (rs = -0.08, n.s. for auditory trials; 

r s = 0.17, p < 0. 05 for visual trials). If the monkeys were making saccades after the 

reward in the fixation task, correlation between the two tasks should have persisted 

in the saccade/hold period, since neural activity associated with saccade prepara­

tion should have appeared in both the saccade period of the memory-saccade task 

and the hold period of the fixation task. The relatively weak response correlation 

in the saccade/hold period might therefore be interpreted as an indication that the 

monkeys were not planning memory saccadcs after the reward in the fixation task. 

However, since the behavioral requirements of the two tasks are different in the sac­

cade/hold period, it is conceivable that response correlation might decrease in that 

period regardless of the monkey's behavior after the reward. 

The possibility still remains, then, that delay-period correlations might arise be-
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periods. Conventions are the same as in Figure 3.4. A and B: Response differentials in 
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81 

cause the monkeys made memory saccades after the reward in the fixation task. To 

address this possibility directly, eye position was recorded after the reward in every 

fixation trial, and saccadic eye movements were identified using eye velocity criteria 

(optimized by visual inspection of eye traces). In the majority of fixation trials, the 

monkey did indeed make a single saccade within 500 ms after the reward. However, 

these post-reward eye movements did not appear to be directed toward the stimulus 

locations. Post-reward saccades, when they occurred, were similar for contralateral 

and ipsilateral trials, and seemed to be highly stereotyped movements toward a de­

fault eye position slightly off the fixation point. 

To quantify these observations, eye positions at the end of the first post-reward sac­

cade (or at the end of the post-reward recording period, for trials in which no saccade 

could be detected) were analyzed separately for every neural recording in the database. 

Recordings for which horizontal eye position distributions after the reward differed 

significantly between contralateral and ipsilateral fixation trials (Kolmogorov-Smirnov 

test, significance level 0.05) were judged to be contaminated by possible goal-directed 

movements. By this test, possible goal-directed eye movements occurred after audi­

tory fixation trials in 6 out of 160 recordings, and after visual fixation trials in 31 out 

of 160 recordings. When these potentially problematic recordings are excluded from 

further consideration, memory-saccade and fixation response differentials arc still sig­

nificantly correlated in the delay period (rs = 0.22, p < 0.01 for auditory trials in 

reduced dataset; rs = 0.41, p < 0.001 for visual trials in reduced dataset). Therefore, 

the observed correlation between delay activity in the memory-saccade task and delay 

activity in the fixation task cannot be attributed to overt post-reward eye movements 

in the fixation task. It is possible, however, that goal-directed eye movements might 

be planned in the delay period of the fixation task but then cancelled in the hold 

period. 
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3.3.3 Auditory-visual correlation: stimulus period 

Like the cell shown in Figure 3.7, many neurons recorded in area LIP responded to 

both auditory and visual stimuli in at least one of the two tasks. The association 

between auditory and visual responses across the population is illustrated for each 

task in Figure 3.8. Each panel in this figure shows the response differential during 

auditory trials plotted against the response differential during visual t rials, for all 160 

neurons in the database. Closed circles ( • ) represent cells with a significant response 

differential in either auditory or visual trials; open circles ( o) represent cells for which 

neither response differential is significant . The Spearman rank correlation coefficient 

rs is indicated on each plot, along with the significance level for rejection of the null 

hypothesis (no correlation). As in previous scatter plots, the solid line in each plot is 

the two-dimensional least-mean-squares linear fit to the data, and ninety-five percent 

confidence intervals on t he slope are indicated in gray; in these plots, however, the 

dotted line represents zero slope. 

Response different ials in the stimulus period of a uditory t rials are significantly cor­

related with response differentials in the stimulus period of visual t rials (Figure 3.8 A 

and B ) for both the memory-saccade task (rs = 0.38, p < 0.001) and the fixation task 

(rs = 0.25, p < 0.005). The correlation coefficients for both tasks arc not only signif­

icantly different from zero but also positive, indicating t hat the direction of spatial 

tuning tends to be similar for auditory and visual responses recorded from the same 

neuron. The low slopes of the best-fit lines in Figure 3.8 A and B confirm earlier 

observations that responses to auditory stimuli are generally weaker than responses 

to visual stimuli. For comparison , response differentials for the pre-stimulus period 

are shown in Figure 3.8 C and D ; no correlation between auditory and visual trials 

is evident in the pre-stimulus period for eit her task (rs = - 0.03, n.s. for both tasks). 

Further evidence that auditory responses tend to be associated with visual re­

sponses emerges from the anatomical distribution of neurons with auditory or visual 

responses. Figure 3.9 shows the distribution across electrode penetration sites of 

neurons with significant spatially tuned auditory or visual responses in the stimulus 
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periods, for all 160 neurons in the database. See text for explanation of plots. A 
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Figure 3.9: Distribution across electrode penetration sites of neurons with significant 
spatially tuned auditory or visual responses in t he stimulus period of the memory­
saccade task. Conventions are as in Figure 2.9. A: Electrode penetration sites for 
monkey B, whose recording chamber was mounted over the left hemisphere. The 
square shows the site of one of the electrolytic lesions made in t his animal, and t he 
line indicates the approximate angle of t he histological section shown in Figure 2.2. 
B: Electrode penetration sites for monkey Y, whose recording chamber was mounted 
over the right hemisphere. For both monkeys, cells with auditory or visual responses 
are intermingled across penetration sites. 

period of the memory-saccade task. (A similar figure in Chapter 2 shows t he distri­

bution of neurons with significant spatially tuned auditory or visual responses in the 

stimulus period of the fixation task.) In both monkeys, all penetration sites which 

produced cells with spatially t uned auditory responses also produced cells with spa­

tially t uned visual responses. Moreover, neurons with audi tory responses and neurons 

with visual responses are distributed across all the penetration sites, with no evident 

clustering. This overlap of auditory and visual data across penetration sites suggests 

that neurons with spatially tuned responses to auditory stimuli arc well integrated 

with visually responsive neurons across area LIP. 
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3 .3 .4 Auditory-v isual correlation: lat er p er iods 

Correlation between auditory and visual trials occurs in the delay and saccade periods 

of the memory-saccade task, as well as in the stimulus period. Across the population 

of recorded cells, response differentials for auditory and visual trials arc significantly 

correlated in the delay (rs = 0.57, p < 0.001) and the saccade (rs = 0.66, p < 0.001) 

periods of the memory-saccade task (Figure 3.10 A and C). Like the stimulus-period 

correlation coefficients, these delay- and saccade-period correlation coefficients are not 

only significantly different from zero but also positive, indicating consistent spatial 

tuning for delay /saccade activity recorded from the same neuron during auditory and 

visual memory-saccade trials. No significant correlation between auditory and visual 

trials is evident in response differentials for either the delay period or the hold period 

of the fixation task (Figure 3.10 B and D). 

3.3.5 Correlation b etween p eriods 

Studies of visual responses in area LIP have noted that many visually responsive 

neurons are active in the delay or saccade periods of a memory-saccade task (Barash 

et al. 1991a). Are cells with auditory responses even more likely to exhibit delay or 

saccade activity than cells with visual responses? Since auditory responses tend to co­

occur with visual responses, this question is best addressed through comparison of two 

populations of neurons selected to be distinct: those with significantly tuned auditory 

(and possibly visual) responses in the stimulus period, and those with significantly 

tuned visual but not auditory responses. In the memory-saccade task, 66% (23/35) 

of neurons with spatially tuned auditory responses in the stimulus period also have 

delay-period responses, while 39% (25/64) of neurons with exclusively visual stimulus­

period responses are active during the delay period. Thus neurons with auditory 

stimulus-period responses arc significantly more likely than neurons with exclusively 

visual stimulus-period responses to exhibit delay activity (Fisher-Irwin test, p < 0.05). 

Delay-period responses were pooled across auditory and visual trials to obtain the 

above results; however, significant associations between auditory responses and delay 
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Figure 3.10: Effects of t rial modality on spatial tuning in the delay and saccade/hold 
periods. Conventions are the same as in Figure 3.8. A and C: Response differentials 
during auditory and visual trials arc significantly correlated in the delay (A) and 
saccade (C) periods of t he memory-saccade task. B and D: No significant correlation 
between auditory and visual trials can be detected in t he delay (B) and hold (D) 
periods of the fixation task. Slopes of the best-fit lines, and 95% confidence intervals 
on the slopes: A 0.47 [0.32 0.70]; B 0.30 [-0.11 0.59]; C 0.81 [0 .62 1.01]; D 0.12 
[-0.96 0.71]. 
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activity are also found when delay-period responses arc considered separately for 

auditory and visual trials. 

Results for the saccade period are similar. Over 77% (27 /35) of neurons with 

auditory stimulus-period responses in the memory-saccade task respond during the 

saccade period, while only 52% (33/64) of exclusively visual cells respond during the 

saccade period. Neurons with auditory responses in the stimulus period are therefore 

significantly more likely to show saccade activity than neurons with exclusively visual 

stimulus-period responses (Fisher-Irwin test p < 0.05). Again, this trend is evident 

not only when saccade-period responses are pooled across auditory and visual trials, 

but also when auditory and visual trials are considered separately. 

These results indicate that auditory responses in the stimulus period of the memory­

saccade task are more closely linked to delay and saccade activity than are exclusively 

visual responses. Could auditory responses be used to identify a subpopulation of vi­

sually responsive neurons in area LIP which are likely to be active in later phases of 

the memory-saccade task? To find out, two populations of visually responsive neurons 

can be compared (Figure 3.11): bimodal cells, defined to be neurons with spatially 

tuned stimulus-period responses during both visual and auditory memory-saccade tri­

als; and unimodal (exclusively visual) cells, defined to be neurons with spatially tuned 

stimulus-period responses during visual but not auditory memory-saccade trials. 

All four panels of Figure 3.11 show data taken from visual trials of the memory­

saccade task; Figure 3.11 A and C display data from bimodal cells in the database, 

while Figure 3.11 B and D display data from unimodal visual cells. The division of 

visually responsive neurons between the left and right halves of the figure is there­

fore determined entirely by the presence or absence of auditory responses. Other 

conventions are as in Figure 3.8. (The gray areas representing the slope confidence 

intervals have a d istinct bow-tie shape in this figure, because the bootstrapped fit 

lines from which the confidence intervals were determined varied in intercept; inter­

cept variation is also present, but not so noticeable, in previous figures.) As shown in 

the figure, the correlation between stimulus-period response differentials and delay­

period response differentials during visual trials is much stronger for neurons with 
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both auditory and visual stimulus-period responses than for neurons with exclusively 

visual stimulus-period responses (bimodal cells: rs = 0.70, p < 0.001; unimodal vi­

sual cells: rs = 0.20, n.s.). The difference between the two correlation coefficients 

is significant (Fisher z-transformation test, p < 0.01), and the slope of the best-fit 

line in Figure 3.11 A is significantly greater than the slope of the best-fit line in 

Figure 3.11 B. The distinction between bimodal and unimodal visual cells is weaker 

in the saccade period (Figure 3.11 C and D); although the correlation coefficient 

is slightly larger and the slope of the best-fit line higher for bimodal cells than for 

unimodal visual cells, Lhese differences arc not significant. 

The association between auditory responses and activity in later periods of the 

memory-saccade task suggests that auditory responses themselves might be saccade­

related. Analysis of error trials - memory-saccade trials in which the monkeys made 

saccades to the incorrect location - could, in principle, be used to determine whether 

auditory responses arc in fact more dependent on the upcoming saccade trajectory 

than on the auditory stimulus location. Unfortunately, the statistical power of error 

trial analysis was very low for this data set, because there were few error trials. Com­

parison of stimulus-period response differentials for error trials with stimulus-period 

response differentials for correct trials revealed neither significant anti-correlation nor 

significant correlation, and was therefore inconclusive. Analysis of possible relation­

ships between auditory responses and saccade parameters in correct trials was also 

inconclusive. 

3.3.6 Control for response measure 

Raw response differentials reflect the magnitude of spatial tuning, a quantity which 

is only indirectly related to the significance of spatial tuning. Analyses of response­

differential distributions (Figures 3.4, 3.5, 3.7, 3.8, 3.10, and 3.11) might therefore 

overemphasize data from high-firing but poorly tuned cells. To control for possible 

artifacts associated with the usc of raw response differentials, all analyses of response­

differential distributions were repeated using three different normalized response mea-
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F igure 3.11: Relationship between spatial t uning in the delay or saccade periods and 
spatial t uning in the stimulus period, for visual memory-saccade trials only. See text 
for explanation of plots. A and B: Response differentials in t he delay period of visual 
memory-saccade trials are significantly correlated with response differentials in the 
stimulus period for bimodal cells (A), but not for unimodal visual cells (B). C and 
D: Correlation between response differentials in the saccade and stimulus periods of 
visual memory-saccade trials is significant for both bimodal (C) and unimodal visual 
(D) cells . Total numbers of cells: bimodal N = 25 (A and C), unimodal visual 
N = 64 (B and D) . Slopes of the best-fit lines, and 95% confidence intervals on the 
slopes: A 0.65 [0.32 1.14]; B 0.14 [0.02 0.27] ; C 0.66 [0.29 2.38]; D 0.20 [0.07 0.35]. 
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sures: 

• the response differential normalized by the mean pre-stimulus-period firing rate, 

a measure of spatial tuning relative to background activity; 

• the response differential normalized by the response sum (mean contralateral 

response plus mean ipsilateral response), a measure of spatial tuning relative to 

overall response; and 

• the response differential normalized by its estimated standard error, a direct 

measure of the significance of spatial tuning. 

Results obtained using all three normalized measures arc consistent with those shown 

for raw response differentials. 

3.3.7 Control for block order 

For each neural recording in this experiment, blocks of memory-saccade and fixation 

trial data were always collected in the same order: first a block of memory-saccade 

trials, then a block of fixation trials, and so on in alternation, for as long as the iso­

lation could be maintained. On average, then, blocks of fixation trials were collected 

later in each recording than blocks of memory-saccade trials. Stronger spatial tuning 

in the memory-saccade task than in the fixation task could, in principle, arise from 

systematic changes (such as a decrease in overall firing rate) over the course of each 

recording. One control for such effects has already been shown; response differentials 

in the pre-stimulus period do not appear to be modulated by task (Figure 3.4 C and 

D) . As an additional control, response differentials for the first block of fixation tri­

als were compared to response differentials for the second block of memory-saccade 

trials (for the 81 recordings with at least one block of fixation trials and two blocks 

of memory-saccade trials). Thus for this analysis, data were selected such that fixa­

tion blocks were collected earlier in each recording than memory-saccade blocks. All 

trends in Figures 3.4, 3.5, and 3.7 were also evident in this control analysis, confirming 

that observed behavioral modulation effects are not an artifact of block order. 
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3.4 Discussion 

The main result of this chapter is that neurons in area LIP respond more strongly 

to auditory stimuli when monkeys are engaged in a memory-saccade task than when 

they are engaged in a fixation task. Additional findings are: 

• Visual responses, unlike auditory responses, are not significantly modulated by 

behavioral task. 

• Behavioral modulation of auditory responses resembles behavioral modulation 

of delay-period activity. 

• Auditory responses are associated with visual responses in both the memory­

saccade task and the fixation task. 

• Auditory responses are also associated with delay or saccade activity. 

Taken together, these results imply that auditory responses in area LIP are best 

considered supramodal (cognitive or motor) responses, rather than modality-specific 

sensory responses. 

In combination with the results of Chapter 2, which show that auditory responses 

appear in the fixation task only after auditory-saccade training, these findings indicate 

that the last of the four possibilities raised in the introduction is correct: responses 

to auditory stimuli in area LIP depend both on training and on behavioral context. 

Therefore, the resolution to the apparent discrepancy between early studies of area 

LIP, which found no responses to auditory stimulation (Mountcastle et al. 1975; 

Hyvarinen 1982b; Koch and Fuster 1989), and later studies, which did find auditory 

responses in LIP (Mazzoni et al. 1996b; Stricanne et al. 1996), is that Lhe monkeys 

had both learned an auditory-saccade task and been required to perform this task 

in the latter but not the former study. Further implications of the results, and 

interpretations in light of previous studies, are discussed below. 
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3.4.1 Behavioral modulation of auditory responses 

Responses to auditory stimuli in area LIP are strongly modulated by behavior, while 

responses to visual stimuli do not appear to be dependent on task. Behavioral mod­

ulation of auditory responses is not a necessary consequence of weak spatial t uning, 

nor a general feature of all stimulus-period responses for cells which respond to au­

ditory stimuli . Moreover, no behavioral modulation is observed in Lhe pre-stimulus 

period, and behavioral modulaLion is not an artifRct of trial block order . BC'havioral 

modulation therefore seems to be a robust and distinctive characteristic of auditory 

responses in area LIP. 

This study is the first to show that auditory responses in area LIP arc dependent on 

behavioral task. However, behavioral modulation of auditory responses has previously 

been observed in several regions of the brain which arc directly connrcted to area LIP. 

Neurons in the deep layers of the superior collicu lus, for example, respond to auditory 

stimuli in the context of a saccade task, but habituate rapidly to auditory stimuli when 

no saccade is required (Jay and Sparks 1984; Jay and Sparks 1987a). Neurons in the 

prefrontal cortex also respond to auditory stimuli more strongly in t he context of 

goal-directed (arm and eye) movements than in the context of an auditory detection 

or a passive listening task (Vaadia et al. 1986). Responses to auditory stimuli in 

these areas, and responses to auditory stimuli in area LIP, may best be considered 

cognitive or motor responses, related primarily to the significance of the stimulus as 

a potential target for movement. 

3.4.2 No behavioral modulation of visual responses? 

Across the population of neurons recorded in this study, visual responses and back­

ground (pre-stimulus) activity are not significantly modulated by behavioral task. 

This result seems to contradict recent reports that visual responses and background 

activity in area LIP arc enhanced in a memory-saccade task relative to a fixation task 

(Colby ct al. 1996). Even when re-analyzed using the analysis methods described in 

Colby ct al. (1996), to compare maximal responses rather than response differentials 
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in the two tasks, the data collected in the present experiment still show no evidence 

for behavioral modulation of visual responses in the stimulus period (for either mon­

key a lone or for both together), and no evidence for modulation of responses in the 

pre-stimulus period. The apparent discrepancies between the present study and Colby 

et al. (1996) are therefore not likely to be due to differences in data analysis methods. 

The discrepancies between the present study and that of Colby et al. (1996) might, 

however, arise from differences in behavioral paradigms and recording procedures. 

For the present experiments, two fixed stimulus locations were used, and stimulus 

presentations were randomized across the two locations. The monkeys therefore did 

not know which of the two possible stimulus locations would be relevant on any given 

trial until the stimulus actually appeared. In contrast, Colby et al. (1996) optimized 

the stimulus location for each cell, and then used that one stimulus location for all 

experiments on the cell. Their monkeys therefore knew the location of the relevant 

stimulus even before it appeared on a given trial. Colby et al. (1996) did suggest 

that the background enhancement they observed in the memory-saccade task might 

have arisen because the monkeys were anticipating the onset of the behaviorally 

relevant stimulus in the receptive field. Another possibility is that enhancement of 

both background activity and visual responses occurred in the memory-saccade task 

because the monkeys were planning the impending movement (Mazzoni et al. 1996a; 

Bracewell et a l. 1996; Shadlen and ewsome 1996; Platt and Glimcher 1997b). 

3.4.3 Behavioral modulation of delay activity 

Neurons in area LIP are more active in the delay and saccade periods of the memory­

saccade task than in the delay and hold periods of the fixation task, for both auditory 

and visual trials. This result was expected. In the memory-saccade task, the monkey 

must remember the location of a previously presented stimulus, plan an eye move­

ment, and execute a saccade. Delay activity is thought to reflect motor intention or 

spatial attention which would be engaged in the delay period of Lhe memory-saccade 

task but not in the delay period of the fixation task. Similarly, saccade activity should 
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occur only in the saccade period of the memory-saccade task, not in the hold period 

of the fixation task. 

A more unexpected finding is that behavioral modulation in the delay period 

resembles behavioral modulation in the auditory stimulus period. Like auditory re­

sponses, delay-period responses arc weaker, on average, during fixation trials than 

during memory-saccade trials, but activity does persist in the fixation task. Indeed, 

response differentials in the delay period of fixation trials are significantly correlated 

with response differentials in the delay period of memory-saccade trials. This corre­

lation might be considered evidence that the animals did not fully realize they were 

supposed to be performing a fixation task (rather than a very-long-delay version of 

the memory-saccade task). Certainly, delay-period activity is usually associated with 

movement planning or peripherally directed attention, neither of which was required 

in the fixation task. For three reasons, however, it seems very unlikely that the an­

imals were misinterpreting the fixation task. First of all, the brhavioral paradigm 

for fixation trials ensured that eye movements toward the stimulus locations within 

1500 2500 ms after stimulus offset would cause the trial to be aborted. Second, the 

usc of trial blocking and task cues (steady fixation light onset in memory-saccade tri­

als, flashing onset in fixation trials) made the presentation of fixation trials entirely 

predictable. Third, the correlation docs not disappear when the data set is restricted 

to recordings which are unlikely to be contaminated by very late, goal-directed eye 

movements in the fixation task. 

Rather than aberrant behavioral strategies, the observed correlation in delay­

period response differentials may reflect covert orirnting responses or attentional ef­

fects. Auditory and visual stimuli may evoke default movement plans or sustained 

attentional orienting which activate area LIP during the delay period of the fixa­

tion task, even though the fixation task does not require either an eye movement or 

a re-direction of attention. In support of this view, previous studies have demon­

strated that movement plans are represented in LIP even when the movement is 

never executed (Bracewell et al. 1996; Snyder et al. 1997; Snyder et al. 1998). The 

apparent similarity between behavioral modulation of delay-period activity and be-
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havioral modulation of a uditory responses therefore raises the possibility that both 

delay activity and auditory responses reflect default movement plans. 

3.4.4 Association between auditory and visual responses 

Neurons with auditory stimulus-period responses tend to have visual stimulus-period 

responses with similar spatial tuning, in both the memory-saccade task and the fix­

ation task. Moreover, neurons which respond during the delay or saccade periods of 

auditory memory-saccade trials arc likely to respond similarly during the correspond­

ing periods of visual memory-saccade trials. No such correlat ion between auditory 

and visual trials can be detected in the delay or hold periods of the fixation task, or 

in the pre-stimulus period of either task. Thus, correlations between auditory and 

visual trials occur specifically during stimulus presentations in both tasks, and during 

the later phases of the memory-saccade task. 

These findings are consistent with the results of previous studies of auditory and 

visual responses, both in area LIP and in regions of the brain which are anatomically 

connected to area LIP. In an earlier investigation of LIP activity during auditory and 

visual memory-saccade trials, Mazzoni et al. (1996b) concluded that neurons active 

during the stimulus, delay, or saccade periods of <tn auditory memory-saccade task 

tended to be active during the same periods of a visual memory-saccade task. The 

present study confirms those results, and further demonstrates that an association 

between auditory and visual trials also exists during the stimulus period, but not 

later periods, of a fixation task. Similar response correlations between auditory and 

visual trials, either during sensory stimulation or during later phases of a movement 

task, have also been noted in superior colliculus (Jay and Sparks 1984; Jay and 

Sparks 1987b; Wallace et al. 1996) , frontal cortex (Vaadia ct al. 1986), frontal and 

supplementary eye fields (Russo and Bruce 1994; Schall 1991a) , and supplementary 

motor areas (Schall 1991b). 

The observed correlations between auditory and visual trials during the delay and 

saccade periods of the memory-saccade task could be viewed as confirmation that 
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activity during these periods is related to target selection or movement planning. 

Movement cues of different sensory modalities evoke similar delay and saccade activity 

in LIP; therefore, this activity probably reflects supramodal processes, such as motor 

intention or purely spatial attention. By extension, the association between auditory 

and visual responses in the stimulus period implies that some component of stimulus­

evoked activity in area LIP also reflects target selection or movement planning. The 

results therefore lend support to the idea that responses to auditory stimuli in area 

LIP are supramodal intentional or attentional responses, rather than modality-specific 

sensory responses. 

3.4.5 Link between auditory and delay /saccade activity 

Neurons with auditory stimulus-period responses arc much more likely to display delay 

or saccade activity than neurons with exclusively visual stimulus-period responses. 

Moreover, in the visual memory-saccade task, correlation between stimulus-period 

and delay-period activity is higher for neurons with both auditory and visual stimulus­

period responses than for neurons with exclusively visual stimulus-period responses. 

These findings suggest that neurons in area LIP which respond to auditory stimuli 

are more directly involved in eye movement planning than neurons which respond to 

visual stimuli alone. Given the physiological similarities between area LIP, the frontal 

eye fields, and the deep layers of the superior colliculus, a similar association between 

auditory and delay- or saccade-related activity may be evident in the frontal eye fields 

and the superior colliculus. Previous studies of these areas have not provided data 

appropriate for direct comparison with the present results. 

3.4.6 Experimental considerations 

The results presented in this chapter indicate that auditory responses in area LIP 

arc dependent on behavioral task, associated with visual responses, and predictive of 

delay or saccade activity. It should be noted, however, that thesr findings (and those 

of the previous chapter) may be dependent on the choice of exprrimental conditions. 
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Four possible caveats seem especially worthy of consideration. 

First, the auditory stimuli used in the present study were bursts of high-frequency 

band-1 imi ted white noise (5- 1 0 kHz), which probably have lit tic ethological signif­

icance for monkeys. Sounds with different spectral characteristics (e.g., macaque 

vocalizations) might conceivably elicit auditory responses in area LIP which are less 

dependent on behavioral task (or on auditory-saccade training) than the responses 

observed in the present study. 

Second, in these experiments, auditory stimuli were presented only at locations 

within the visual field , at relatively small eccentricities. Since primates may use au­

ditory spatial cues primarily for localizing targets outside of the visual field, it is 

possible that auditory stimuli presented at large eccentricities might evoke auditory 

responses in area LIP which are not associated with visual responses (nor dependent 

on auditory-saccade training). Moreover, if neurons in area LIP have auditory recep­

tive fields which are more peripheral than their visual receptive fields, then the two 

fixed stimulus locations used in the present experiment might occasionally have been 

optimal for a neuron's visual receptive field, but might never have been optimal for 

any neuron's auditory receptive field. Apparent behavioral modulation of responses 

to auditory stimuli might therefore turn out to be behavioral modulation of responses 

to sub-optimal stimuli. This scenario seems unlikely, because weakly tuned visual re­

sponses (which presumably represent responses to sub-optimal visual stimuli) do not 

appear to be modulated by task (Figure 3.5); however, the possibiliLy cannot be ruled 

out on the basis of the present data. 

Third, the position of the pinnae was not controlled in these experiments. There­

fore, the apparent link between auditory responses and eye movements might actually 

reflect an association between auditory responses and saccade-related pinna move­

ments. Moreover, if the monkeys moved their pinnae differently during the stimulus 

periods of memory-saccade and fixation trials, apparent behavioral modulation of 

auditory responses might have occnred because auditory stimuli were filtered differ­

ently by the cars in the two tasks. Although these possibilities cannot be excluded, 

they seem very unlikely. Previous studies have shown that the incidence of auditory 



98 

responses in area LIP, and the tuning of auditory responses in superior colliculus, are 

not significantly altered by pinna restraint in awake monkeys (Stricanne et al. 1996; 

Jay and Sparks 1987a); therefore, auditory responses cannot be entirely dependent 

on saccade-related pinna movements. Furthermore, while pinna movements have not 

been studied intensively in monkeys, a recent behavioral study in cats suggests that 

pinna movements could not account for the observed behavioral modulation of audi­

tory responses. Cats make auditory-evoked pinna movements, which do not appear 

to be dependent on behavioral task, and orienting pinna movements, which occur in 

conjunction with eye movements (Populin and Yin 1998). Assuming these results 

generalize to monkeys, pinna movements in response to auditory stimulation should 

have been the same for the two behavioral tasks, and pinna movements in conjunction 

with eye movements should not have occurred until long after the auditory stimulus 

period. 

Finally, the monkeys used in the present study performed all the behavioral tasks 

with their heads immobilized. Under more natural conditions, primates orient to 

auditory and visual stimuli with a combined movement of the head and eyes (Whit­

tington et al. 1981; Goldring et al. 1996). Because auditory targets can be perceived 

at larger eccentricities than visual targets, and can therefore evoke larger orienting 

movements, responses to auditory stimuli may be strongly associated with free head 

movement. Responses to auditory stimuli in area LIP might therefore be most robust 

in the context of head movements, rather than eye movements. 

Although these potential caveats should not be overlooked, it seems likely that the 

results of the present study will generalize to other experimental conditions, because 

the findings arc consistent with previous studies of auditory responses in areas which 

are anatomically connected to area LIP. In particular, behavioral modulation of 

auditory responses, and associations between auditory and visual responses, have 

been observed in both superior colliculus and frontal cortex under a range of different 

experimental conditions (superior colliculus: Jay and Sparks 1987a; Wallace et al. 

1996; frontal cortex: Vaadia et al. 1986; Russo and Bruce 1994). The present findings 

are also consistent with current interpretations of LIP function , as discussed further 
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below. 

3.4. 7 Interpretations 

This chapter demonstrates that responses to auditory stimuli in area LIP are depen­

dent on behavioral task, associated with visual responses, and predictive of delay or 

saccade activity. These results imply that responses to auditory stimuli in area LIP 

are best considered supramodal responses, not modality-specific sensory responses. 

Several different interpretations of these findings - and of the role of area LIP in 

auditory-to-oculomotor transformations - arc possible. 

For example, auditory activity in area LIP may be related to spatial attention 

that is not modality specific (Colby ct al. 1996; Gottlieb ct al. 1998). According 

to this interpretation, LIP responses to auditory stimuli are stronger in the memory­

saccade task than in the fixation task because the animal must attend more closely to 

the spatial information present in thC' auditory cue when a localization movement is 

required. The fact that auditory responses in area LIP are weaker and more dependent 

on behavioral task than visual responses implies, in this scenario, that auditory stimuli 

do not capture spatial attention as effectively as visual stimuli. Indeed, the auditory 

stimuli used in this experiment were probably less easy to localize (and perhaps less 

spatially salient) than the visual stimuli, given that the monkeys required months 

of training to master the auditory-saccade task but only a few days to master the 

visual-saccade task (s0e Chapter 2). 

The results of the present study are also consistent with the view that activ­

ity in area LIP reflects movement intention (Mazzoni et al. 1996a; Bracewell et al. 

1996; Snyder ct al. 1997; Platt and Glimcher 1997b; Snyder et al. 1998). Accord­

ing to this interpretation, responses to auditory stimuli in area LIP are modulated 

by behavioral task bC'<.:ause auditory stimuli evoke more definite movement plans in 

the memory-saccade task than in the fixation task ; similarly, auditory responses are 

more task-dependent than visual responses because auditory orienting is less reflexive 

than visual orienting (at least for the stimuli used in this study). Residual activity 
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m the stimulus period of auditory fixation trials, discussed further in Chapter 2, 

represents a suppressed intention to make an eye movement to an auditory target 

made familiar by months of saccade training. Consistent with this interpretation, the 

link between auditory stimulus-period responses and delay or saccade activity in the 

memory-saccade task implies that responses to auditory stimuli in LIP are directly 

related to movement intention. 

A third possible interpretation of the data is that responses to auditory stimuli in 

area LIP reflect oculomotor significance: the significance of the stimuli as potential 

targets for eye movements. By this argument, stimulus-period auditory activity in 

the fixation task reflects the learned significance of the a uditory stimulus as a possible 

eye movement target. When the sound becomes an obligate target for an eye move­

ment in the memory-saccade task, its significance increases further. However, in the 

memory-saccade task, the increase in the auditory stimulus-period response is linked 

to the presence of continued activity in the delay period, and other experiments have 

shown that delay-period activity generally reflects the monkey's intention to make 

eye movements (Snyder et al. 1997; Snyder et al. 1998). Thus a simpler explana­

tion for the increase in stimulus-period activity in the auditory memory-saccade task 

may be that movement-planning activity is added to activity rC'flecting the learned 

significance of the auditory stimulus. 

Finally, a fourth possibility is that spatial attention, movement intention, and 

oculomotor significance are artificial psychological distinctions for area LIP, which 

performs sensory-to-motor transformations for saccades. According to this view, in­

creased activity in the stimulus period of the auditory memory-saccade task simply 

reflects a graded increase in the preparation for a sensory-guided eye movement. 

This study was designed to resolve discrepancies between early and more recent 

reports regarding audi tory activity in LIP, not to distinguish between t he four possible 

interpretations of auditory activity described above. Further research will be required 

to determine the degree to which behavioral modulation of auditory responses sup­

ports these different interpretations. For instance, if future experiments show that 

auditory stimuli evoke stronger responses in LIP when a monkey plans a saccade to 
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an auditory target than when he plans a reach to the same targeL, then a significanL 

component of auditory activity in LIP represents intention to make a saccade, in­

dependent of spatial attention. Since delay activity in area LIP is linked to the eye 

movement plan (Snyder et al. 1997; Snyder et a l. 1998), the close assocation between 

delay activity and responses to auditory stimuli suggests that activity in the auditory 

stimulus period does contain a substantial intentional component. Therefore, behav­

ioral modulation of responses to auditory stimuli in area LIP may primarily reflect 

selecLion of auditory stimuli as targets for eye movements. 
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Chapter 4 Temporal Features 

As shown in previous chapters, the responsiveness of area LIP to auditory stimuli is 

affected both by auditory-saccade training and by the immediate behavioral context 

in which auditory stimuli are presented. Compared to visual responses, auditory re­

sponses are significantly more dependent on behavioral task, and significantly more 

predictive of delay or saccade activity. These findings suggest that responses to au­

ditory stimuli in area LIP differ from visual responses in the extent to which they 

reflect the significance of stimuli as potential saccade targets, rather than the specific 

sensory parameters of stimuli. In other words, auditory and visual responses in area 

LIP may represent neural signals at different stages of sensorimotor processing. If so, 

the two types of responses might be expected to differ in time' course. To address 

this possibility, a novel method for analysis of temporal features in spike train data 

is proposed. Principled algorithms for smoothing and clustering spike trains are de­

rived from the assumption that spike trains represent randomly scaled inhomogeneous 

Poisson processes. These algorithms are then used to analyze the temporal features 

of responses to auditory and visual stimuli in area LIP. The analyses demonstrate 

that most responses to auditory stimuli in area LIP are gradual in onset, weakly ex­

citatory, and relatively long in duration. In contrast, visual responses can be either 

excitatory or inhibitory, and the excitatory responses often have a fast transient com­

ponent. Overall, the results suggest that auditory signals enter area LIP through a 

much more circuitous route than most visual signals. The findings therefore support 

the hypothesis that auditory responses in area LIP lie farther along the sensorimotor 

continuum than visual responses. 
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4.1 Introduction 

Previous chapters of this thesis have demonstrated first, that responses to auditory 

stimuli emerge in area LIP through auditory-saccade training; and second, that au­

ditory responses after training are stronger in the context of a saccade task than in 

the context of a fixation task. Compared to visual responses, audi tory responses are 

significantly more dependent on behavioral task, and significantly more predictive of 

delay or saccade activity. While visual responses in LIP appear to have a substantial 

sensory component, responses to auditory stimuli S<'Cm to depend primarily upon the 

animal's internal state. These findings suggest that responses to auditory stimuli 

in area LIP lie farther along the sensorimotor continuum than responses to visual 

stimuli. 

If auditory and visual responses in area LIP do indeed represent neural signals at 

different stages of sensorimotor processing, the two types of signals might be expected 

to differ in time course. Auditory responses, for instance, might be more gradual in 

their development than visual reponses. The goal of this chapter, therefore, is to 

answer the question: Do the temporal features of auditory and visual responses in 

area LIP differ, and if so, how? 

This question cannot be addressed with the analysis methods applied in previous 

chapters, because those methods were based on mean firing rates across the entire 

stimulus period. A more detailed analysis of neural activity during the stimulus 

period is clearly necessary. Thus another issue must be considered at the very outset 

of this chapter: How should temporal features in spike train data be analyzed? 

4.1.1 Subintervals 

In principle, the basic analysis strategy used in the previous two chapters - subdivide 

each trial into multiple intervals, then compare mean firing rates in each interval 

across stimulus conditions - could be applied on a finer scale within the stimulus 

period to identify temporal structure in auditory or visual responses. Responses 

with significantly elevated activity in the early but not the later part of the stimulus 
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period could be classified as "transient" responses; responses with elevated activity 

only in the later period could be classified "slow-onset sustained" responses; and so 

on. However, this approach to analysis of temporal features in spike trains has three 

serious flaws. 

• Unlike the stimulus, delay, and saccade/hold periods defined in the previous 

chapters, the choice of subintervals in the stimulus period cannot be justified in 

terms of obvious task-related events. In fact, the definition of relevant subinter­

vals within the stimulus period is completely arbitrary, in the absence of strong 

prior assumptions regarding the temporal structure expected (for instance, the 

likely duration of transients). 

• Even coarse subdivisions of the stimulus period will create intervals of duration 

~ 100 ms. Estimates of mean firing rate over such small subintervals are ex­

tremely noisy. This noise in the firing rate estimates may compound statistical 

difficulties inherent in repeated application of significance tests across multiple 

subintervals. 

• Finally, and most importantly, the subinterval method does not directly ex­

ploit the fact that spike trains are stochastic point processes. Ideally, temporal 

structure in a spike train should be analyzed through explicit investigation of 

inhomogeneities in the underlying point process. 

4.1.2 Spike density functions 

Improving upon the subinterval method, many investigators have analyzed temporal 

structure in spike train data using methods based upon estimation of spike density 

functions. All such methods involve conversion of spike trains into smoothed, finely 

discretized peri-stimulus time histograms. Usually, the first step is to convolve indi­

vidual spike trains with a fixed or adaptive Gaussian kernel (Richmond et al. 1987; 

Richmond and Optican 1987; Richmond et al. 1990; McClurkin et al. 1991; Gawne 

et al. 1991; McClurkin et al. 1991; Eskandar et al. 1992; Tovee et al. 1993; McClurkin 
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and Optican 1996); alternatively, multiple spike trains collected under the same trial 

conditions may be averaged, with or without additional smoothing (Middlebrooks 

et al. 1994; Becker and Kruger 1996; Middlebrooks et al. 1998; Xu et al. 1998). The 

resulting spike density functions are then discretized into small time bins, with bin­

width typically~ 5 ms. Binned spike density functions are often represented as points 

in aT-dimensional vector space, where T is the number of time bins. 

Following Richmond and Optican (Richmond and Optican 1987; Optican and 

Richmond 1987) , many investigators have used spike density functions to analyze 

temporal features and stimulus-related information in spike train data (Richmond 

and Optican 1990; McClurkin et al. 1991; Gawne ct al. 1991; McClurkin et al. 1991; 

Eskandar et al. 1992; Tovee et al. 1993). The first step in this method is to de­

termine, within the T-dimensional vector representation , the principal components 

(eigenvectors of the covariance matrix) for all spike density functions from the same 

neuron. The first few principal components, reconstructed into temporal waveforms, 

are assumed to capture the dominant temporal features of that neuron's response. 

Similarities across neurons in the shapes of the first few principal components may 

then be taken as evidence that certain temporal features arc characteristic of neural 

responses in the brain area under study. Moreover, low-dimensional representations 

of the spike density functions for a given neuron may be obtained by projecting the 

T-dimensional representations of the data onto the subspace spanned by the first few 

principal components. The discriminability of neural responses from different trial 

conditions may then be quantified through application of information theoretic anal­

ysis to these low-dimensional representations, with appropriate corrections for bias 

due to undersampling (Optican et al. 1991; Tovec et al. 1993; Trcves and Panzeri 

1995; Golomb et al. 1997). Alternatively, discriminability of trial conditions can be 

estimated directly from the spike density functions using clustering techniques (Chee­

Orts and Optican 1993; McClurkin and Optican 1996), or neural networks may be 

used either to classify spike density functions by trial condition (Kjaer et al. 1994; 

Middlebrooks et al. 1994; Heller et al. 1995; Becker and Kruger 1996; Middlebrooks 

et al. 1998; Xu ct al. 1998) or to investigate the nature of the neural code for different 



106 

stimulus parameters (Eskandar et al. 1992; McClurkin et al. 1996). 

All these spike density function techniques sidestep two pitfalls of the subinterval 

approach to spike train analysis. First, these methods do not rely upon an arbi­

trary definition of subintervals (although a width for the time bins and the Gaussian 

smoothing function must be chosen) . Second, th<'se approaches avoid some of the 

statistical difficulties of the subinterval method, by using principal components de­

composition, clustering techniques, or neural networks to reduce the dimensionality 

of the data and to exclude from analysis those response variations which are most 

likely to represent noise. However, spike density function techniques do not correct, or 

even address, the third shortcoming of the subinterval method. Like the subinterval 

method, these approaches fail to exploit the fact that spike trains are point pro­

cesses; instead, they employ an ad-hoc smoothing or averaging step to convert spike 

trains into continuous spike density functions. Moreover, the spike density function 

approaches introduce some potential drawbacks of their own. By representing spike 

trains as points in a T-dimensional vector space, these methods make two implicit, 

and possibly invalid, assuptions: first, that the space of all possible spike trains has a 

Euclidean geometry; and second, that the sequential nature of time is irrelevant (i.e. , 

that all coordinates in the vector space are equivalent). 

4.1.3 Distance metrics 

An entirely different approach is exemplified by the recent work of Victor, Purpura, 

and colleagues (Victor and Purpura 1996; Victor and Purpura 1997; Victor and Pur­

pura 1998; Mechler et al. 1998) . Modifying genetic sequence similarity measures for 

use in spike train analysis, these investigators describe and apply a family of metrics 

which can be used to calculate distances between spike trains. All the metrics define 

the distance between two spike trains to be the minimum accumulated cost associ­

ated with turning one spike train into the other by repeatedly: (1) adding/deleting a 

spike, or (2) altering the relative positions of existing spikes. At the optimal setting 

for the parameter controlling the cost tradeoff between the two steps in the distance 
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calculation, the mutual information between stimulus and spike trains will be max­

imized. This optimal cost-parameter setting can then be used to define the scale of 

stimulus-related temporal structure in the spike trains. Furthermore, once the final 

pairwise distances have been computed, similarities between spike trains from differ­

ent trial conditions may be quantified by application of multidimensional scaling and 

standard clustering techniques. 

This metric-space method overcomes many of the problems with the subdivision 

and spike density function approaches. The method is statistically well-founded , and 

docs not require definition of arbitrary subintervals. Moreover, time between spikes 

plays a natural role in the distance calculations, and Lhe space of possible spike trains 

is not assumed to have a Euclidean geometry. But despite these advantages, this 

method is not appropriate for the purposes of this chapter, because stimulus-locked 

temporal features of the response arc not preserved in the distance metric. Two spike 

trains at the same distance from a third spike train might have radically different 

overall response profiles, provided thaL local temporal features arc similar. Thus the 

distance metric provides no information about the evolution of neural responses over 

long periods of time relative to stimulus onset. Furthermore, while the metric-space 

approach does treat spike trains as sets of discrete impulses, the method is not explicit 

in its representation of the underlying point process. 

4.1.4 Hidden Markov models 

Recently, several investigators have demonstrated that hidden Markov models (HMMs), 

originally developed for use in speech recognition tasks, can also be a powerful tool 

for analyzing spike trains recorded simultaneously from multiple cells (Radons et a l. 

1994; Abeles et al. 1995; Seidemann et al. 1996; Gat et a l. 1997). Each set of si­

multaneously recorded spike trains is assumed to represent a multivariate Poisson 

process, in which the underlying rate vector varies over time. The dynamics of the 

rate variation are modelled as a first-order Markov chain, and standard optimization 

algorithms are used to estimate the parameters of the hidden Markov model. These 
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parameters (state transition probabilities, and joint distributions of the spike trains at 

each hidden state) segment the simultaneously recorded spike trains into a sequence 

of statistically discriminable hidden states. The hidden states prrsumably represent 

distinct modes of brain activity, and have been shown to correlate with behavior 

(Abeles et al. 1995; Gat et al. 1997). 

Both statistically and biologically well-motivated, the HMM approach has none 

of the problems of the previous models. In contrast to the subinterval method, which 

imposes a discretization upon the data, the HMl\1 method discovers a natural dis­

cretization within the neural activity. Moreover, unlike the spike density function 

techniques, the HMM method requires no pre-processing of spike trains, and all as­

sumptions regarding the structure of spike trains are explicit in the model. Finally, 

in contrast to all three previous methods, the HMM approach treats spike trains as 

stochastic point processes. The HMl\1 method is therefore the most theoretically ap­

pealing of the four approaches discussed here. Unfortunately, however, this approach 

is feasible only when data from a large number of simultaneously recorded cells is 

available. For analysis of temporal features in spike trains recorded from single units 

during a limited number of trials, the HMM method is impractical (N. Tishby, per­

sonal communication). Therefore, this chapter adopts a novel approach, similar in 

principle to the HMM method but appropriate for analysis of temporal features in 

small single-unit data sets. 

4.1.5 Randomly scaled inhomogeneous Poisson model 

Like the HMM method, the method used in this chapter to aualyze temporal fea­

tures in neural spike train data is derived from a probabilistic model for spike train 

generation. This generative model is a special case of a doubly stochastic Poisson 

process - that is, a Poisson process in which the Poisson rat<' parameter itself is 

a random variable (Cox 1955; Snyder and Miller 1991). Spike trains collected from 

the same neuron under identical experimental conditions are assumed to arise from 

inhomogeneous Poisson processes, whose underlying rates are randomly scaled copies 
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of a single smooth time-varying function. The choice of this randomly scaled in­

homogeneous Poisson model is motivated by recent studies which suggest that slow 

variations in neural excitability combine with Poisson-like noise to produce the high 

variability observed in cortical spike trains (Brody 1998; Oram et al. 1998; also see 

Tomko and Crapper 1974; Rose 1979; Tolhurst et al. 1981; Dean 1981; Arieli et al. 

1996). Changes in neural excitability are assumed to result in stochastic scaling of 

an underlying inhomogeneous Poisson rate profile. 

Given this probabilistic generative model, a tempor-al featur·e can be explicitly 

defined as the underlying time-varying Poisson rate profile which is scaled from trial 

to trial to generate a set of spike trains. Furthermore, the model may be used to 

derive principled algorithms for smoothing and clustering spike trains, which can 

then be applied to the problem of identifying temporal features common to multiple 

cells. The probabilistic generative model therefore forms a solid statistical foundation 

for the analysis of temporal features in spike trains. Like the HMM method, this 

approach embraces the fact that spike trains are point processes, and provides an 

explicit probabilistic framework for analysis of neural data. Assumptions about the 

spike generating process, and additional assumptions regarding parameter values, arc 

clearly laid out in the model, rather than being hidden in the implementation of the 

algorithm. 

Details of the probabilistic generative model, fitting algorithms, clustering tech­

niques, and model selection procedures are provided in the Methods section (and in 

Sahani 1999). The Results section begins by further motivating the investigation of 

temporal features in auditory and visual responses, and by testing some of the as­

sumptions of the randomly scaled inhomogeneous Poisson mod<'l. Fits of the model 

to real data are then evaluated , and used to estimate the latencies of auditory and 

visual responses in area LIP. Finally, clustering algorithms derived from the model 

are applied to the data, to identify temporal features characteristic of responses to 

auditory and visual stimuli in area LIP. This analysis shows that the temporal fea­

tures of auditory and visual responses in LIP do indeed differ. Moreover, the nature 

of these differences suggests that auditory signals reaching area LIP are much more 
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highly processed than visual signals. The results also demonstrate that the randomly 

scaled inhomogeneous Poisson approach is a practical and cff"ective method for ana­

lyzing temporal features in spike trains recorded from single neurons. The randomly 

scaled inhomogeneous Poisson method was developed in collaboration with Maneesh 

Sahani, and is further discussed in Sahani (1999) . 

4 .2 Methods 

4.2.1 D atabase and data analysis 

Results presented in this chapter arc based on analysis of 160 unit recordings from 

LIP neurons in two Macaca mulatta monkeys. As explained in Chapter 3, these 

recordings were collected while the animals performed auditory and visual trials of two 

different tasks: a memory-saccade task, and a fixation task. See the Methods section 

of Chapter 3 for a description of the behavioral tasks, and the Methods section of 

Chapter 2 for details regarding animal care, surgical procedures, experimental setup, 

recording techniques, and histology. 

This chapter focuses on the temporal structure of responses to auditory and visual 

stimuli, recorded in both the memory-saccade task and the fixation task while Lhe 

monkeys were fixating straight ahead. The relevant analysis interval in each trial 

extends for 1500 ms: from 500 ms before stimulus onset, through the 500 ms auditory 

or visual stimulus presentation period, to 500 ms after stimulus offset. For some 

analyses of spike train statistics, firing rates or spike counts over two subintervals are 

considered: the pre-stimulus period (the 500 ms interval before stimulus onset), and 

the stimulus period (the 500 ms interval from stimulus onset to stimulus offset). 

Auditory stimuli (5 10 kHz, 70 dB SPL noise bursts with 5 ms rise/fall times) or 

visual stimuli (70 cdjm2 red lights covering 0.4°) were presented at one of two possible 

stimulus locations on each trial: contralateral or ipsilateral to the recording chamber, 

at positions ( -16°, + 8°) or ( + 16°, +8°) relative to the fixation point. Trials of the 

same task type were run in blocks, but auditory and visual (and contralateral and 
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ipsilateral) trials were interleaved within each task block. For most of the analyses 

discussed in this chapter, only responses to stimuli contralateral to the recording 

chamber are considered. 

4.2.2 Probabilistic generative model 

As explained in the Introduction section, the algorithms used in this chapter to ana­

lyze temporal features in spike train data arc derived from a probabilistic generative 

model for spike train generation. For background information on probabilistic gener­

ative models and their use in neural data analysis, sec Sahani (1999). The generative 

model used here is a special case of a doubly stochastic Poisson process, called a ran­

domly scaled inhomogeneous Poisson process (or an inhomogeneous Polya process; sec 

Snyder and Miller 1991). Spike trains collected from the same neuron under identical 

experimental conditions arc each modelled as an inhomogeneous Poisson processes. 

The underlying rates of these processes are randomly scaled copies of a single smooth 

time-varying function (the intensity profile). The random scale factor, by which the 

intensity profile is multiplied, is drawn independently for each trial from a gamma 

distribution with unit mean. 

Figure 4.1 illustrates the generation of a single spike train according to this model. 

First, a scale factor is drawn from the cell's scale factor distribution (Figure 4.1 A , 

gray line); in this example, the chosen scale factor (indicated by the black vertical 

line) is approximately 1.6. The intensity profile for the cell (Figure 4.1 B, gray line) 

is multiplied by this scale factor to obtain a time-varying Poisson rate parameter for 

the trial (black line). The spike train (Figure 4.1 C, black rasters at top) is a single 

realization of the inhomogeneous Poisson process characterized by this time-varying 

rate. Additional spike trains (Figure 4.1 C, gray rasters), generated through iteration 

of this entire procedure, are other instances of the same doubly stochastic Poisson 

process. Rasters in Figure 4.1 C (and in all other raster plots in this chapter) indicate 

the number of simulated spikes in each 5 ms time bin; the size of each dot is scaled 

to reflect the number of spikes in the bin. 
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Figure 4.1: The probabilistic generative model which underlies the algorithms for 
temporal feature analysis. Spike trains are assumed to be realizations of a randomly 
scaled inhomogeneous Poisson process (see text). 
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Three considerations underlie the decision to model the scale factor probability 

density as a gamma distribution with unit mean: 

• The multiplicative scale factor is assumed to represent only the overall excitabil­

ity of a cell on a given trial, not the temporal shape of the cell 's response to 

a stimulus. Therefore, negative scale factors cannot be allowed, because they 

would invert the intensity profile. Appropriately, the gamma distribution has 

no probability density below zero. 

• Practical concerns dictate that the scale factor distribution should be as math­

ematically simple as possible, because equations for the model likelihood and 

posterior probability must be solved to optimize the parameters of the model. 

The gamma distribution is a convenient option. 

• The scale factor distribution must have unit mean to ensure that the intensity 

profile represents the mean inhomogeneous Poisson rate across trials. This 

constraint to unit mean takes a particularly convenient form for the gamma 

distribution; it reduces the number of parameters in the gamma distribution to 

one, hereafter termed the stability parameter. 

As the stability parameter increases, the gamma distribution becomes more tightly 

distributed around 1. (For reference, the scale factor distribution shown in Figure 4.1 

has stability parameter 10; a distribution with stability parameter 100 would have 

approximately one-third the width.) The stability parameter therefore quantifies the 

consistency of the neuron's response from trial to trial, while the intensity profile 

captures the dominant time-locked temporal feature of the response. 

To simplify calculation of the model likelihood and posterior probability, the in­

tensity profile and spike trains arc discretized into T bins. A band-limited Gaussian 

process prior, explained later in this section, is adopted to ensure that the intensity 

profile will be smooth; as a result , the number of effective parameters is set by the 

bandwidth of the prior, so the time bins may be made arbitrarily narrow without 

incurring a complexity penalty. However, computation time docs increase with the 
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number of time bins, so for the analyses presented in this chapter T was chosen to 

be 300 (i.e., the 1500 ms analysis interval was divided into time bins of width 5 ms 

each) . The model joint probability of observing a single spike train x and scale factor 

s, given the intensity profile A and the stability parameter a, is: 

(4.1) 

The parameters of the model are Lhe discretized intensity profile A and the stability 

parameter a; the standard gamma parameters for the scale factor distribution arc 

(a, 1/a). The scale factors for each spike train is an unobserved (hidden) variable. 

It is possible to obtain a closed form for the marginal density of the spike trains by 

integrating over the scale variable. For a set of N spike trains (x 1, ••• , XN) collected 

from the same cell under identical trial conditions, 

where the subscript n indicates the spike train, and t indicates the time bin. A and 

Xn are the sums of the clements in the corresponding vectors: A = L-{=1 At and 

Xn = "L-{=1 Xnt · 
Equation 4.2 is the likelihood function for the parameters A and a, given the 

observed spike trains x1 , ... , x N . This likelihood must be combined with priors on 

the intensity profile A and the stability parameter a to obtain the posterior probability 

function. The prior on a is chosen to be e- l/a, which penalizes models with extremely 

low stability parameters. The prior on A is taken to be a Gaussian process prior with 

band-limited covariance matrix C. This band-limited Gaussian process prior ensures 

that A will tend to be smooth, and is chosen such that the effective temporal resolution 

of the intensity profile parameter is limited to a scale of about 50 ms (i.e., the cutoff 

frequency is 10 Hz, which is equivalent to a half-cycle duration of 50 ms). From 

Bayes' rule, the log posterior is the sum of the log priors , the log likelihood, and a 
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normalization constant log]{ (which absorbs terms independent of A or a): 

(4.3) 

This log posterior may be maximized by iterative gradient ascent. In practice, it 

proves useful to express the stabili ty parameter a in the log domain as /3 = log a, 

and the intensity profile parameter A in the Fourier-transformed log domain as 

¢w = Flog At. Here F is a rectangular matrix representation of the discrete Fourier 

transform operator restricted to the passband of the prior. The logarithmic repre­

sentation ensures that both At and a remain positive, as is required for a Poisson 

rate and for the scaling factor; the logarithm also serves to avoid singularities in the 

gradient at At = 0 or a = 0. Additionally, the Fourier representation for A allows the 

band-limited prior to be imposed simply by dropping the high-frequency coefficients 

from the representation. The corresponding model in the time domain would be in­

surmountably singular. In the Fourier-log domain for A and Lhr log domain for a, 

the log posterior becomes: 

(4.4) 

where (x) represents the mean spike train vector over the N different observations, 1 

is a vector of ones, R = FT(FCFT)- 1 F, and T indicates a transpose. All vectors arc 

column vectors unless transposed, and exponentiation of a vector term is taken to 

apply element by element. 

Gradient ascent is generally most efficient when the initial parameter conditions 

for the gradient ascent procedure arc chosen as follows. The initial intensity profile 
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Ao is set to be flat, with constant magnitude equ al to the mean spike count per trial 

(X) divided by the total number of time bins T. Thus Ao is the optima l estimate of 

the homogeneous Poisson rate. 

Ao = (X) 1 
T 

(4 .5) 

The initial stabili ty parameter a 0 is a lso estimated from the data. Variations in neural 

excitability across trials will be reflected in the spread of the trial-by-trial spike counts 

Xn around the mean spike count across trials (X). Since the variauce of the unit-mean 

gamma distribution with stability parameter a is equal to 1/a, the initial stability 

parameter a 0 may be approximated as the inverse of the variance in the spike count 

distribution, normalized by the mean spike count across trials . This approximation 

underestimates the true stability (because it ignores the effects of Poisson variability 

on the normalized spike count variance), but in practice proves to be a reasonable 

initial choice. 
1 

(4.6) no= x 
Var(ft>) 

With these init ial conditions, the gradient ascent procedurr usually converges 

quickly to a maximum in the log posterior. The parameters A and a which maximize 

the log posterior are optimal estimates of the intensity profile and the stability pa­

rameter for the set of spike trains (x1 , .•• , x N ). By design, these rstimates take into 

account both variability arising from the assumed Poisson nature of the spike trains, 

and any additional variability arising from ch anges in neural excitability across trials. 

4.2.3 Mixture models 

As explained above, Equations 4.1 4.6 may be used to estimate thr optimal intensity 

profile and stabili ty parameter for a set of N spike trains collecLecl from a single cell 

under identical experimental conditions. The same equations may a lso be used to 

estimate the optimal intensity profile and stability parameter for a set of spike trains 

produced by more than one cell. Figure 4.2 shows a collection of eight different spike 

train groups, each representing a set of spike trains collected from a single simulated 
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cell. Under the assumptions of the probabilistic generative model, this collection of 

eight different spike train groups could be modelled as eight randomly scaled inho­

mogeneous Poisson processes, each characterized by a pair of intensity profile and 

stability parameters. However, in this particular example, some of the spike train 

groups have very similar response features; the intensity profiles and stability param­

eters for those spike train groups arc identical. The model which best represents this 

simulated data set contains only four distinct processes, with the intensity profiles 

shown above and below the spike train groups (stability parameters are not shown). 

Assuming that a data set containing G different spike train groups could be repre­

sented by M different intensity profiles and stability parameters (with M ::; G), the 

optimal estimates for the parameters of the M different processes can be obtained 

by optimizing the log posterior of a mixture model. The mixture model consists of 

M distinct randomly scaled inhomogeneous Poisson processes, along with mixture 

probabilities which capture, for each of the M processes, the probability that the 

process generated the G groups of spike trains. Thus if a single component of the 

mixture model (i.e., a single intensity profile and stability parameter) were very likely 

to have generated half of the G groups of spike trains, then this one component of 

the model would have mixture probability 0.5. In Figure 4.2, G = 8 and M = 4; each 

mixture component represents two out of the eight spike train groups, so the mixture 

probability for each component is 0.25. 

The parameters of an M-componcnt mixture model (M intensity profiles, stability 

parameters, and mixture probabilities) may be fit to a data set using a variant of 

the Generalized Expectation-Maximization (GEM) algorithm (Dempster et al. 1977), 

in which spike trains belonging to the same group (i.e., spike trains collected from 

from the same cell under identical experimental conditions) must all be generated 

from the same mixture component (see Sahani 1999 for a detailed discussion of this 

approach). Thus the responsibility of each mixture component for a given spike train 

is constrained to be the same as its responsibility for all other spike trains from the 

same group. With this modification to standard GEM in mind , equations for the 

E-step and the M-step of the algorithm may easily be derived from the log likelihoods 



118 

• • -· •• • • 

• • - • • • 

.. -- .... .. . -· . -··· ·- . -•••• • • 
• •• • • • -· • • -·- • • • • • --· • • --
• • 

-

Figure 4.2: A mixture of randomly scaled inhomogeneous Poisson processes. The data 
set (center) contains spike trains from eight simulated cells, but is best modelled as 
a mixture of only four randomly scaled inhomogeneous Poisson processes. Intensity 
profiles for the four processes are shown above and below the spike train groups 
(stability parameters are not shown). Arrows indicate assignments of spike train 
groups to processes. 
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and log posteriors of the model components. 

In the E-step, the ( unnormalized) responsibility r of model component m for the 

spike trains in group g is calculated from the probability of group g given model m, 

weighted by the mixture probability of the model. In the log domain, 

logrm,g = lognm 

+ f; {E(Xnt log Am,t) - (Xn + etm) log(Am +am) 

(
r (Xn + am) ) } + am log am + log r( am) (4.7) 

where Am, am, and 7rm are t he intensity profile, stability parameter, and mixture 

probability for model m, and t he spike trains x1, ... , x N all belong to group g. This 

unnormalized value for rm,g is divided by the total responsibility of all models for 

group g to obtain the normalized responsibility fm,g· 

~ rm,g 
rm,g = M 

I::m=l rm,g 
(4.8) 

In the M-step, the parameters 7rm, Am, and am are optimized for each model 

component m. The mixture probability 7rm may be calculated directly from t he 

responsibilities: 
'\'G ~ 
L...g= l r m,g (4.9) 

The parameters Am and am, however, must be optimized by gradient ascent on the 

weighted posterior probability Qm: 

z 
Qm = IT (nmP(Am, am I x1 .. . xz)r"'·' (4.10) 

z= l 

Here x 1, ... , Xz represents all t he spike trains in the database, and r m,z is the nor­

malized responsibility fm,g of model component m for the group g to which spike 

train Xz belongs. See Sahani (1999) for further explanation of this step. Logarithmic 
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transformation and substitution of Equation 4.3 gives: 

1 T T 1 
log Qm = log K - 2 L L Am,rC;/ Am,t - -

r = L t= l am 

+ ~rm,z {~(Xzt log Am,t)- (Xz +am) log(Am +am) 

(
r(Xz +am)) } 

+ amlogam +Jog f(am) (4.11) 

As before, gradient ascent is easiest if am is expressed in the log domain as !3m 

log am, and Am in the Fourier-transformed log domain as c/Jm,w = Flog Am,t: 

(4.12) 

In this equation, X represents the T-by-Z matrix in which each observed spike train 

X z is a column, and other conventions are the same as in Equations 4.4 and 4.11. 

Because the M-step must be performed by gradient ascent, it is computationally 

much more expensive than the E-step. The Generalized Expectation-Maximization 

algorithm (in which only a limited number of gradient calculations are performed in 

each M-step before the responsibilities are updated again with an E-step) is there­

fore used instead of the standard Expectation-Maximization algorithm (in which the 

gradient ascent would continue to completion at each step). Thus convergence of the 

intensity profile and stability parameter for each mixture model component occurs in 

parallel with convergence of the mixture probabilities. 

For the analyses presented in this chapter, convergence under the modified GEM 

algorithm was judged to be complete either (1) when an iteration of E and M steps 

produced a change of less than one percent in the combined absolute magnitude of 

all the intensity profiles and stability parameters in the mixture model, or (2) when 

the total number of iterations exceeded 100. Initial conditions for the M intensity 

profile parameters of the mixture model were chosen at random from the optimal 
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homogeneous Poisson rates for each of the G spike train groups (sec Equation 4.5). 

Initial conditions for the M stability parameters were set to the average of the intial 

stability estimates for the G groups (see Equation 4.6) , and initial mixture probabili­

ties were always 1/M. Each GEM optimization was restarted 10 times from different 

initial intensity profiles, and the final mixture model was taken to be the one of the 

10 mixture model fits which had the highest log posterior probability. Mixture com­

ponents with mixture probability less than the floating-point accuracy of the software 

program used for the fits (MATLAB) were discarded from the final model. 

4.2.4 Model selection 

If a data set containing G groups of spike trains is known a pr·iori to arise from a 

mixture model containing M different mixture components (wiLh M ~G), then the 

optimal mixture model is simply the final M-component mixture model obtained 

through the GEM procedure above. However, for real data sets, the optimal number 

of mixture components in a data set is itself an unknown variable. Therefore, this 

number M must also be optimized, using model selection techniques. Mixture models 

with all possible numbers of components (1 , 2, ... G) must be fit to the data set and 

then compared. 

For all analyses presented in this chapter, model selection was performed using 

the Bayesian Information Criterion, or BIC (Schwartz 1978). The optimal mixture 

model was chosen to be the one for which the quantity EM was maximized: 

( 4.13) 

The first term in this equation is the log likelihood of the entire mixture model under 

consideration. In the second term, P represents the effective number of parameters 

per model component, M is the number of mixture components in the model, and 

G is the total number of spike train groups (the effective number of independent 

data points). Like other model selection criteria, BIC penalizes the log posterior 

probability of each mixture model by its complexity; see Sahani (1999) for a review 
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of model selection techniques. 

The effective number of parameters per mixture component is given by: 

2T 
P=-+2 

T 
(4.14) 

where T is the period (in binwidths) of t he cutoff frequency for the band-limited prior 

on the intensity profile (and as before, T represents the total number of t ime bins). 

Thus the number of independent parameters in each intensity profile >-m is taken 

to be the length of the intensity profile in half-cycles of the cutoff frequency. Two 

additional parameters arc added for the stability term am and the mixture probability 

7rm. For analyses presented in this chapter, T = 300 and T = 20, so P = 32. 

Assuming the randomly scaled inhomogeneous Poisson process model is correct, 

the parameters of the optimal mixture model provide a complete characterization of 

the data set. The intensity profiles for the M model components capture the domi­

nant temporal features in the neural responses; the stability parameters indicate the 

consistency of those temporal features across trials and across cells; and the mixture 

probabilities quantify the relative prominence of the temporal features in the data 

set. Cells with similar response features may easily be identified as those producing 

spike trains which are optimally assigned to the same mixture model component, and 

the relative probabilities of the cell assignments reflect the degree of similarity in the 

spike trains. 

4.3 Results 

4.3.1 Population histograms 

The initial motivation for this study of temporal features in auditory and visual re­

sponses came from examination of population histograms like Figure 4.3. T he panels 

of this figure show, for each of the four different trial conditions, firing rates averaged 

over all trials recorded from all 160 cells in the database. Mean population activity 

is plotted as a function of t ime relative to stimulus onset; the stimulus presentation 
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period extends for 500 ms. In each plot, divergence between the black line (repre­

senting contralateral trials) and the gray line (representing ipsilateral trials) indicates 

spatial tuning in the population response. Averaged across the population, responses 

to auditory stimuli seem to emerge gradually in both the memory-saccade task (Fig­

ure 4.3 A) and the fixation task (Figure 4.3 C). In contrast, population responses to 

visual stimuli are marked by sharp onset t ransients in both tasks (Figure 4.3 B and 

D). 

The population averages shown in Figure 4.3 clearly suggest that the responses of 

LIP neurons to auditory and visual stimuli have different temporal features. However, 

because data is averaged over thousands of trials to create population histograms, 

Figure 4.3 provides minimal information about how the temporal features of auditory 

and visual responses differ at the single-cell level. For example, the fact that the 

population visual response in Figure 4.3 B consists of a large onset transient followed 

by a smaller sustained component docs not necessarily mean that the visual responses 

of individual cells have a similar profile; this population mean could arise from an 

average across cells with purely transient responses and cells with purely sustained 

responses. Likewise, the absence of a transient component in the population auditory 

response of Figure 4.3 A might be deceptive. Cells with transient excitatory auditory 

responses could conceivably be balanced out, in the population mean, by cells with 

transient inhibitory responses. 

The techniques described in the Methods section were developed in order to make 

possible quantitative analysis of temporal features at the single-cell level. As pre­

viously explained, these analysis methods build on the assumption t hat spike trains 

are realizations of doubly stochastic Poisson processes. Spike trains collected from 

the same neuron under identical experimental conditions are assumed to arise from 

inhomogeneous Poisson processes, whose underlying rates are randomly scaled copies 

of a single time-varying rate profile. The random scale factor by which the rate profile 

is multiplied on each trial is assumed to reflect slow changes in cortical excitability 

across time. 

Many studies have concluded that, to a first approximation, individual cortical 
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Figure 4.3: Population histograms for each of the four different stimulus/task condi­
tions. Plots show average activity across all trials recorded from all 160 cells in the 
database, as a function of time relative to stimulus onset (vertical line). Stimulus 
offset occurs at 500 ms. For each trace, spike trains were discrctized into 1 ms bins, 
averaged across all relevant trials, and then smoothed by convolution with a Gaussian 
of standard deviation 25 ms. 
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spike trains are reasonably well modelled as inhomogeneous Poisson processes (Smith 

and Smith 1965; Moore et al. 1966; Fienberg 1974; Tomko and Crapper 1974; Softky 

and Koch 1993; Shadlen and Newsome 1996; Bair and Koch 1996). Thus the assump­

tion that spike trains may be approximated as inhomogeneous Poisson processes is 

not new, and will not be directly analyzed here (although this point is addressed in 

the Discussion section). The novel aspect of the present model is the assumption 

that an underlying inhomogeneous Poisson rate profile for each cell and trial condi­

tion is randomly scaled across repeated trials. The inclusion of trial-to-trial scaling in 

the generative model is motivated by recent studies which indicate that variations in 

cortical excitability across trials can account for many statistical features of cortical 

spike trains (Brody 1998; Oram et al. 1998). The random scaling component of the 

generative model may also be justified in part by analysis of spike train statistics in 

the current database. 

4.3.2 Variability across trials 

Variability in cortical spike trains is typically characterized in terms of either inter­

spike interval statistics or spike count statistics. In practice, analysis of interspike 

intervals is problematic, since inhomogeneities in the firing rate over time within each 

trial (e.g., stimulus-evoked changes in firing) will skew the interval distributions. Pre­

vious investigators have attempted to deal with this problem either by analyzing data 

only over a period in which the mean firing rate of the neuron is relatively constant 

(reviewed in Moore et al. 1966; also see Shadlen and Newsome 1996) , or by using 

statistical methods to compensate for inhomogeneities in the firing rate (Perkel et al. 

1967; Softky and Koch 1993; Holt et al. 1996). ·when the topic of interest is specif­

ically variability in firing rate across trials (rather than variability in spike timing 

within trials) , these problems may be completely avoided by considering spike count 

statistics instead. Any fixed interval of an inhomogeneous Poisson process will have 

the same counting statistics as a homogeneous Poisson process vvith rate equal to 

the mean inhomogeneous rate over the interval. Variations in firing rate within each 
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trial will not complicate analysis of spike counts, provided that the inhomogeneities 

are time-locked with respect to the analysis interval. Therefore, in this part of the 

Results section, trial-to-trial variability is analyzed in terms of spike counts and firing 

rates alone, over intervals fixed with respect to stimulus onset. 

Many investigators have noted an apparent power-law relationship between spike 

count variance and spike count mean, when responses from individual cortical cells arc 

compared across different trial conditions (Tolhurst et al. 1981; Dean 1981; Tolhurst 

et al. 1983; Gershon et al. 1998). A very similar power-law relationship has been 

shown to emerge when spike count statistics are compared across different cells for 

the same trial condition (Vogels et al. 1989). In the present study, the number of 

different trial conditions was rather small; Lhereforc, the relationship between spike 

count variance and spike count mean is shown in Figure 4.4 across cells for each 

stimulus/task condition, rather than across stimulus/task conditions for each cell. 

Spike count statistics arc calculated over the 500 ms stimulus presentation period, for 

all contralateral trials recorded from each of the 160 neurons in the database. The 

relationship between spike count variance and spike count mean is nearly linear on a 

log-log plot, indicating that the well-known power-law relationship holds for this data 

set. The parameters of the power-law relationship, determined by linear regression in 

the log domain , are shown for each stimulus/task condition (along with the r-statistic 

for the regression). 

If each cortical cell represented a single inhomogeneous Poisson process, then spike 

count variance across repeated trials would equal spike count mean for each cell; linear 

regression in the log domain would produce unity values for both the proportionality 

coefficient (intercept of the regression line at mean spike count = 1) and the power 

coefficient (slope of the regression line). In fact, for the four stimulus/task conditions 

shown in Figure 4.4 A D, the proportionality coefficients are all significantly greater 

than one (p < 0.05). Thus spike count variance significantly exceeds spike count 

mean across repeated trials. The power coefficients are also greater than one in all 

four plots, but these values are not significantly different from the expected unity 

value for Poisson processes (except in Figure 4.4 C). Overall, these results are in 
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F igure 4.4: The relationship between spike count variance and spike count mean, 
for each of t he four stimulus/task conditions and for all 160 cells in t he database. 
Spike count statistics are calculated for t he 500 ms stimulus presentation interval 
across repeated contralateral trials. The solid line in each plot is the regression line; 
regression parameters are shown in the power-law relationship. The r -statistic for 
t he log-domain linear fit is indicated in parentheses. The 95% confidence intervals 
for t he proportionality and power coefficients are: A [1.22 1.89], [0 .94 1.19]; B [1.12 
1.78], [0.91 1.14]; C [1.12 1.77], [1.02 1.28]; D [1.02 1.67], [0.89 1.14]. 
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good agreement with those of many previous studies (Tolhurst et al. 1981; Dean 1981; 

Tolhurst et al. 1983; Vogels et al. 1989; Snowden et a l. 1992; Softky and Koch 1993; 

Gershon et al. 1998; Shadlen and Newsome 1998; but see Gur ct al. 1997). Under a 

variety of different experimental conditions, variance-mean relationships for cortical 

spike counts are reported to have power coefficients ncar one, and proportionality 

coefficients greater than or equal to one. Thus cortical spike trains, including those 

under consideration in the present study, are often more variable than would be 

expected from simple Poisson processes. 

As many investigators have pointed out, this high variability may arise from non­

stationarities in firing rate across repeated trials (Henry et al. 1973; Tomko and 

Crapper 1974; Rose 1979; Tolhurst et al. 1981; Dean 1981; Tolhurst et al. 1983). More 

specifically, cortical spike trains might be Poisson processes for which t he overall rate 

fluctuates from trial to trial (i.e. , doubly stochastic Poisson processes). One possible 

form which this hypothesized trial-to-trial fluctuation might take is a multiplicative 

scaling of the overall inhomogeneous Poisson rate profile. The generative model used 

in this chapter assumes this type of scaling (see Methods). However, an equally 

simple (and, a priori, equally possible) form of trial-to-trial fluctuation would be an 

additive scaling of the overall response. These two hypotheses regarding variation 

in response from trial to trial may be compared experimentally, because they make 

different predictions about the relationship between background and stimulus-period 

firing rates across trials. 

Suppose R~ack and R;tim are firing rates recorded during the pre-stimulus and 

stimulus periods of trial n , and assume that these rates are scaled by a factor en . The 

multiplicative scaling hypothesis predicts: 

Cn \ Rback) 
Cn \Rstim) 
Cn ( \Rback) _ \Rstim)) 
C; ( \Rback) + \Rstim)) 

(4.15) 

(4.16) 

( 4.17) 

(4.18) 
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where R~oth is the mean rate over both intervals, and ( ·) represents a mean over all 

trials 1 ... N. From these equations, it may be seen that: 

(4.19) 

Thus the difference m firing rates between the stimulus and pre-stimulus periods 

depends linearly on the average firing rate over both periods. 

R~tim - R~ack against R~oth should produce a line of slope 

In contrast, the additive scaling hypothesis predicts: 

Rback 
n Cn + (Rback) 

Rstim 
n Cn + \Rstim) 

Rstim _ Rback 
n n 

( Rback) _ ( Rstim) 

Rboth 
n ~ (2cn + (Rback) + (Rstim)) 

( 4.20) 

(4.21) 

( 4.22) 

(4.23) 

From Equation 4.22, it may be seen that the difference in firing rates between the 

stimulus and pre-stimulus periods does not depend on the average firing rate over both 

periods. Therefore, according to this hypothesis, linear regression of R~tim - R~ack 

against R~oth should produce a line of slope zero. 

Obviously, the two forms of scaling cannot be distinguished when there is no 

difference in mean firing rate between the stimulus and pre-stimulus periods (that is, 

when (Rstim)- ( Rback) = 0), because in that case the predicted slope of the regression 

line would be zero under both hypotheses. Likewise, if the overall firing rate (R~oth) 

does not vary significantly across trials, then any linear dependence of R~tim - R~ack 

on R~oth will be difficult to detect. Figure 4.5 displays data from four cells and trial 

conditions for which these potential problems arc minimized. These four cells and 

contralateral trial conditions were selected for inclusion in this plot based only on 

the following two criteria: (1) the difference in firing rate between the stimulus and 

pre-stimulus periods is significant at the 0.001 level, and (2) the variance in overall 

firing rate across trials is extremely high (higher than in all other data sets meeting 
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the first criterion). 

In each panel of Figure 4.5, the difference in firing rate between the stimulus and 

pre-stimulus periods (R~tim - R~ack) is plotted against the overall firing rate for both 

periods (R~oth) for each trial. The solid line is the linear regression to the data points; 

the dashed line is the predicted slope under the multiplicative scaling hypothesis; 

and the dotted line is the predicted slope under the additive scaling hypothesis. 

Shaded areas indicate the 95% confidence intervals on the slope of the true regression 

line. For the cells and trial conditions shown in Figure 4.5 A and B, the scaling 

is clearly multiplicative; the 95% confidence intervals on the slope of the regression 

line include the slope predicted under the multiplicative scaling hypothesis but not 

the zero slope predicted under the additive scaling hypothesis. In contrast, the data 

shown in Figure 4.5 C better support the additive scaling hypothesis; the confidence 

intervals include the slope of zero (additive scaling), but not the slope which would 

be expected if scaling were multiplicative. For the cell displayed in Figure 4.5 D, 

the two hypotheses cannot be distinguished, because the confidence intervals include 

both predicted slopes. 

Across the entire database of contralateral trials (160 cells, 4 different stimu­

lus/task conditions per cell), results of the test illustrated in Figure 4.5 are inconclu­

sive for 77% of the data sets (confidence intervals on the regression line include slopes 

predicted under both hypotheses). As previously explained, there are many situa­

tions in which it would not be possible to distinguish between the two hypotheses; 

therefore, this result is not surprising. More interesting are the remaining data sets: 

14% show evidence for multiplicative scaling (confidence intervals include only the 

predicted slope under the multiplicative scaling hypothesis), while only 5% favor ad­

ditive scaling (confidence intervals include only the predicted slope under the additive 

scaling hypothesis). Another 3% provide no evidence for either hypothesis (confidence 

intervals include neither predicted slope) . As a final test of the two scaling hypothe­

ses, the sums of squared deviations of the data from the lines predicted under each of 

the two hypotheses were computed, data set by data set. These sums of squared de­

viations were then compared to determine which of the two scaling hypotheses better 
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Figure 4.5: A comparison of the multiplicative and additive scaling hypotheses. Data 
sets arc taken from different cells and stimulus/task conditions, and were chosen for 
inclusion in this figure based on criteria which arc unbiased with respect to the two 
hypotheses under consideration (see text). Each panel shows, for each contralateral 
trial, the difference in firing rate between the stimulus and pre-stimulus periods plot­
ted against the overall firing rate for both periods. The solid line represents the actual 
linear regression to the data points; the dashed line is the predicted slope under the 
multiplicative scaling hypothesis; and the dotted line is the predicted slope under the 
additive scaling hypothesis. Shaded areas indicate 95% confidence intervals on the 
slope of the regression line. Type and number of trials in each of the four different 
data sets: A auditory memory-saccade task, 24 trials; B visual memory-saccade task, 
25 trials; C visual fixation task, 20 trials; D visual memory-saccade task, 24 trials. 
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explained each data set. According to this final test, the multiplicative scaling hy­

pothesis provides a significantly better overall fit to the data than the additive scaling 

hypothesis (binomial test, p < 0.001). Thus the weight of the experimental evidence 

favors the multiplicative scaling hypothesis. The use of multiplicative rather than 

additive scaling in the probabilistic model for spike train generation (see Methods) is 

therefore justified. 

4.3.3 Goodness-of-fit 

The validity of the probabilistic generative model may also be assessed directly, by 

comparing observed (real) spike trains to simulated spike trains generated from the 

model. Given a set of observed spike trains x fbs . . . x7}5
, a goodness-of-fit test can be 

conducted as follows. 

1. Find the intensity profile A obs and stability parameter aobs which maximize 

Equation 4.3. This intensity profile and stability parameter define the optimal 

generative model for the spike trains xfbs ... x7}5
• 

2. Calculate P(xrs, ... , x7}5 I A obs, aobs), the likelihood of obtaining the observed 

spike trains x fbs .. . x7}5 given the optimal generative model described by A obs 

and aobs (Equation 4.2). 

3. Generate a set of simulated spike trains xrm ... x fjm from this optimal genera­

tive model, through the procedure illustrated in Figure 4.1. 

4. Re-fit the generative model to the simulated data, to find the intensity pro­

fi le A sim and stability parameter asim which m~-ximize Equation 4.3 for the 

simulated spike trains. 

5. Calculate P(xrm, ... , x fjm I A sim, astm), the likelihood of obtaining the simu­

lated spike trains xrm ... x fjm given the optimal generative model described by 

A sim and asim (Equation 4.2). 
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6. Compare P(xfbs, ... , x7}8 I .A obs, aobs), the likelihood of the observed spike trains 

under their optimal generative model, to P ( x fim, .. . , x f.Jm I .A sim, asim), the like­

lihood of the simulated spike trains under their own optimal generative model. 

If the probabilistic generative model provides good fit to real neural data, then 

the likelihoods of observed and simulated spike trains should be similar on av­

erage (over many simulated data sets). 

It is necessary to re-fit the generative model to the simulated spike trains because the 

optimal parameters for the generative model fit to the observed spike trains cannot 

be used to evaluate the likelihood of the simulated spike trains without introducing 

a bias into the goodness-of-fit estimate. This bias emerges because the generative 

model fit to a finite set of spike trains will inevitably over-emphasize the random 

particularites of the spike trains in that data set. Optimizing the model parameters 

for the simulated spike trains minimizes any bias due to over-fitting. See Sahani 

(1999) for a more detailed justification of this approach. 

The procedure outlined above was repeated for each cell using 100 simulated data 

sets, to obtain an expected distribution of likelihoods for the observed spike trains. 

The fit of the generative model to the observed data for each cell was then quantified 

as the percentile of the simulated likelihood distribution within which the likelihood 

of Lhe observed data fell. Percentiles below 50 indicate that the likelihood of the 

observed spike trains was less than the likelihoods of most of the simulated spike 

trains. 

The results of this goodness-of-fit test are illustrated in Figure 4.6, for four 

cells with very different response profiles. Each panel displays a set of spike trains 

(xfbS, ... , x7}5
), recorded from a single cell during repeated contralateral trials of the 

same stimulus/task condition. Because the spike trains are discretized into 5 ms bins, 

each raster dot can represent multiple spikes; the size of each dot is scaled to reflect 

the number of spikes falling within the corresponding 5 ms bin. Also shown on each 

plot is the intensity profile (.A obs) for the optimal generative model fit to the observed 

spike trains. The value of the stabili ty parameter (aobs) for each of the four models 

is noted in the figure legend. As indicated in the panel titles, the fit of the generative 
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model to all four data sets is acceptable; the likelihood of the observed spike trains 

under t he optimal generative model for each cell falls well within the 5 95 percentile 

range of simulated data likelihoods. 

Figure 4.7 displays, for each of the four cells in Figure 4.6, a single one of t he 100 

simulations used to estimate the expected likelihood distribution. Rasters in each 

plot represent simulated Spike trains (X rrn, ... , X Jjrn), generated from the optimal 

generative model fit to the real neural data shown in the corresponding panel of 

Figure 4.6. Superimposed on the simulated data is the intensity profile (A sirn) for the 

generative model obtained by re-fitting the model parameters to the simulated data. 

The intensity profiles fit to the real spike trains in Figure 4.6 arc roughly similar to 

the intensity profiles fit to the simulated spike trains in F igure 4.7. However, t here 

are clearly differences in the fine temporal structure of the original and re-fit intensity 

profiles; these differences arise primarily through over-fitting. 

Within each stimulus/task condit ion , t he goodness-of-fit test illustrated in Fig­

ures 4.6 and 4.7 was applied to all contralateral trials recorded from cells judged to 

have a spatially tuned response to the stimulus. In other words, the response criterion 

outlined in Chapter 2 and Chapter 3 (significant difference between contralateral and 

ipsilateral firing rates over the stimulus period) was used to select cells and trial con­

ditions for the goodness-of-fit analysis. T his restriction to spatially tuned responses 

was imposed in order to focus the analysis on those cells and stimulus/task conditions 

with clear stimulus-evoked activity, so that the overall results of the goodness-of-fit 

tests would not be inflated by good fits to data from unresponsive cells. Moreover, 

as explained in the previous chapters, only cells with spatially tuned activity arc 

considered because spatially untuned responses cannot be distinguished from gen­

eral arousal effects. For the vast majority of cells with spatially tuned responses, 

stimulus-related temporal structure was evident only in spike trains recorded during 

contralateral trials; therefore, only contralateral trials are analyzed. 

Figure 4.8 summarizes the resul ts of the goodness-of-fit tests for all cells with 

spatially tuned stimulus-period activity. Each panel shows a histogram of model 

fit percentiles for one stimulus/task condition; N is the total number of cells with 
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F igure 4.6: Fits of the generative model to real spike train data, for four very dif­
ferent types of stimulus-evoked activity. Panels show spike trains recorded from four 
different cells, during contralateral trials of the auditory memory-saccade task (A), 
visual memory-saccade task (B), auditory fixation task (C), or visual fixation task 
(D). Responses shown are not intended to be representative of particular trial condi­
tions; cells were chosen for this plot only in order to illustrate the range of observed 
stimulus-evoked activity. Spike trains in each panel arc discretized into 5 ms bins, 
and the size of each raster dot is scaled to reflect the number of spikes in the corre­
sponding bin. The thin vertical line in each panel marks the time of stimulus onset ; 
the stimulus presentation interval extends for 500 ms. The thick wavy line in each 
plot is the intensity profile for the optimal generative model fit to the data set. Note 
that the vertical scale differs from plot to plot. Stability parameters: A 139.4; B 49.3; 
C 55.3; D 6.2. 
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data is simulated and intensity profiles represent re-fits to simulated data. Stability 
parameters for fits to simulated data: A 3.2 x 107

; B 53.1; C 74.2; D 24.5. 
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spatially tuned stimulus-period activity in that stimulus/task condition. If the as­

sumptions underlying the generative model were correct, then the likelihoods of real 

data and simulated data would be identically distributed for each cell, and the his­

tograms in each summary plot would be uniform across the 1- 100 percentile range. 

Obviously, the actual histograms are not uniform; for almost every cell analyzed, the 

model fit percentile is within the 20- 60 percentile range. This clumping of the model 

fit percentiles suggests the likelihoods of simulated data arc more widely distributed, 

on average, than the likelihoods of real data. Therefore, there are clearly some in­

accuracies in the assumptions underlying the generative model; spike trains cannot 

be perfectly modelled as randomly scaled inhomogeneous Poisson processes. This 

point will be further addressed in the Discussion section. The generative model is, 

however, good enough that real spike trains cannot be distinguished from simulated 

spike trains using this goodness-of-fit test. The likelihood of the observed spike trains 

fell within the expected range of likelihoods for simulated spike trains for every cell 

except one (Figure 4.8 D, one cell at percentile 0), and even for this one cell, the ob­

served likelihood is just at the border of the expected likelihood range (not shown). 

Overall, then, the fit of the model is acceptable for all the cells tested. Therefore, it 

seems reasonable to include all cells with spatially tuned stimulus-period activity in 

further analyses. 

4.3.4 Response latencies 

Once the generative model has been fit to a set of spike trains from one cell and trial 

condition, the latency of the neural response may be estimated from the optimal in­

tensity profile. Suppose the mean value of the intensity profile over the pre-stimulus 

(background) period is f.1back, and the standard deviation of the intensity profile over 

that period is aback. The response latency may then be defined as the first time after 

stimulus onset when the absolute value of the intensity profile exceeds f.J,back + 3aback . 

This calculation gives a conservative estimate of the response latency. If the absolute 

value of the intensity profile fails to exceed f.1back + 3aback during the stimulus presen-
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condition. N is the total number of cells included in each histogram , and all histogram 
bins are two percentiles wide. 



139 

tation interval, then the cell is judged to have an indeterminate response latency, and 

is excluded from further analysis. 

Figure 4.9 displays spike trains and optimal intensity profiles for contralateral 

trials from four different cells and stimulus/task conditions. The first thin vertical line 

in each plot marks the time of stimulus onset; the second thin vertical line indicates 

the estimated latency of the neural response. Data in Figure 4.9 A and C are taken 

from auditory memory-saccade trials and auditory fixation trials, respectively; data in 

Figure 4.9 B and D are taken from visual memory-saccade trials and visual fixation 

trials. These examples demonstrate that the latencies estimated by the procedure 

described above are reasonably close to those which would be chosen by a human 

observer. Moreover, although it should be noted that the spike trains shown are from 

four different cells, the plots illustrate a general observation: auditory responses tend 

to have longer latencies than visual responses. 

This observation is quantified in Figure 4.10. Each histogram shows the distribu­

tion of response latencies for a different stimulus/task condition. Response latencies 

included in each plot were estimated for contralateral trials recorded from cells with 

spatially tuned stimulus-period activity in the appropriate stimulus/task condition. 

(The total number of cells in each histogram is smaller than the total number of 

cells in the corresponding histogram of Figure 4.8, because some cells did not have a 

clearly identifiable response latency and were therefore excluded from consideration.) 

Overall, auditory response latencies arc significantly longer than visual response la­

tencies in both the memory-saccade task (Figure 4.10 A vs . B; Mann-Whitney test, 

p < 0.01) and the fixation task (Figure 4.10 C vs. D; p < 0.05). However, auditory 

response latencies do not differ significantly between the two tasks (Figure 4.10 A 

vs. C; Mann-Whitney test n.s.). Visual response latencies, while slightly longer in 

the fixation task than in the memory-saccade task, also do not differ significantly be­

tween the two tasks (Figure 4.10 B vs. D; n.s.). Therefore, across the entire database, 

response latencies are dependent on stimulus modality but not on behavioral task. 

This conclusion still holds when only latencies less than 400 ms are considered (so 

that the one apparent outlier at latency 425 ms in Figure 4.10 A is excluded). 
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Figure 4.9: Estimated response latencies for four different cells. Panels show examples 
of spike trains recorded during contralateral trials of the auditory memory-saccade 
task (A), visual memory-saccade task (B), auditory fixation task (C), or visual fix­
ation task (D). The first thin vertical line in each plot marks the t ime of stimulus 
onset; the second thin vertical line indicates the estimated response latency. Other 
conventions are as in Figure 4.6. 
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Auditory response latencies are longer than visual response latencies not only 

across the population, but also in individual cells. For example, among the 20 cells 

with spatially tuned stimulus-period activity (and identifiable response latencies) in 

both the auditory and the visual memory-saccade tasks, the mean auditory response 

latency is 142 ± 97 ms (median 142 ms), while the mean visual response latency is 66 

± 51 ms (median 60 ms). This difference in response latency is significant (Wilcoxon 

signed-rank test, p < 0.005). A similar result is obtained in the fixation task. For the 

7 cells with spatially tuned responses and identifiable response latencies in both the 

auditory and t he visual fixation tasks, the mean auditory response latency is 144 ± 

89 ms (median 130 ms) , and the mean visual response latency is 65 ± 31 ms (median 

75 ms). Again, this difference is significant (p < 0.05). Thus even for the subset 

of cells which respond to both auditory and visual stimuli in a given task, auditory 

response latencies are longer than visual response latencies. 

In principle, apparent latency differences between auditory and visual responses 

might arise just because auditory responses tend to be weaker than visual responses. 

More specifically, response latency might be a function only of total stimulus-evoked 

activity, not of stimulus modality. To address this possibility, auditory response la­

tencies for each task may be compared to latencies of visual responses with similar 

levels of evoked activity. Visual responses are included in this restricted analysis only 

if the difference in firing rates between the stimulus and pre-stimulus periods falls 

within the range observed for auditory responses in the same task. In the memory­

saccade task, visual responses from 59 cells have evoked activity within the observed 

auditory range ( -3.1 to 18.3 Hz). The mean visual response latency for these cells, 

85 ± 57 ms (median 70 ms), is significantly different from the mean auditory re­

sponse latency shown in F igure 4.10 A (Wilcoxon signed-rank test, p < 0.05). In 

the fixation task, visual response latencies in the restricted data set (mean 94 ± 57 

ms; median 85 ms; N = 35) are not significantly different from auditory response 

latencies (Figure 4.10 C); however, both the mean and median values of the audi­

tory response latency distribution arc larger than the corresponding measures for the 

visual response latency distribution. Thus audi tory response latencies tend to be 
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longer than visual response latencies even when levels of stimulus-evoked activity are 

similar. Latency differences between auditory and visual responses therefore cannot 

be attributed solely to differences in response strength. 

4.3.5 Temporal features 

Though an important indicator of temporal differences between auditory and visual 

responses in area LIP, latency measures provide no information about the overall 

temporal structure of responses. The algorithms outlined in the Methods section 

make possible a much more comprehensive analysis of temporal features in neural 

data. Under the assumptions of the probabilistic generative model, a collection of 

spike trains from G different cells can be modelled as a mixture of G randomly scaled 

inhomogeneous Poisson processes, each characterized by a pair of intensity profile 

and stability parameters. If particular response features arc common to several cells, 

then the data might be better modelled as a mixture of fewer than G processes. As 

explained in the Methods section, the optimal number of mixture components M may 

be determined by fitting mixtures of M = 1 ... G randomly scaled inhomogeneous 

Poisson models to the collection of spike trains, and then selecting the simplest model 

which provides good fit to the data. The parameters of this optimal mixture model 

give a complete characterization of the data set. The intensity profiles for the model 

components capture the dominant temporal features in the neural responses; the 

stability parameters indicate the consistency of those temporal features across trials 

and across cells; and the mixture probabilities quantify the relative prominence of the 

temporal features in the data set. 

Figures 4.11 and 4.12 illustrate the idea behind this approach. Figure 4.11 displays 

the generative mixture model for a simulated database, along with spike trains gen­

erated from the mixture model. Although this particular mixture model is intended 

only as a cartoon example, the parameters used to generate the simulated database 

were chosen to be realistic. Each plot displays one of the four intensity profiles used 

to generate simulated spike trains; these intensity profiles represent idealized versions 
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of intensity profiles observed in fits to real data from individual cells and trial condi­

tions. The stability parameter for each model is set to 10, a value close to the average 

stability parameter for fits to real neural responses. Each of these four models was 

used to generate data sets for five simulated cells, with 10 spike trains in each data 

set; this number of spike trains per data set is comparable to the average number of 

spike trains per cell and trial condition in the actual database. Gray rasters in each 

plot represent simulated spike trains, and the horizontal lines separate spike trains 

generated from different simulated cells. The total number of simulated cells (20) is 

close the total number of cells with spatially tuned auditory responses in the fixation 

task (19), and therefore the size of the entire simulated database is similar to the size 

of the smallest subset of the real database which will be considered in this chapter. 

For the hypothetical situation in which responses recorded from 20 different cells have 

only four distinct temporal features, the simulated database is a realistic test case. 

Figure 4.12 displays the optimal mixture model for this simulated database. The 

algorithm correctly determines the optimal four-component mixture model , classi­

fying together the simulated cells generated from the same model component. The 

estimated intensity profiles capture the basic temporal structure of the true intensity 

profiles; the estimated stability parameters are close to the true stability values (see 

legend, Figure 4.12); and the mixture probabilities are correct. Thus the mixture­

model fitting procedure successfully identifies the dominant temporal features in the 

simulated database. 

To identify temporal features of stimulus-evoked responses in the real database, 

the algorithms were run separately for each of the four stimulus/task conditions, on 

contralateral trials recorded from neurons with spatially tuned stimulus-period re­

sponses. Thus optimal mixture models were determined for four different subsets of 

the entire database. These subsets consisted of contralateral trials from the 35 cells 

responding to auditory stimuli in the memory-saccade task, the 89 cells responding 

to visual stimuli in the memory-saccade task, the 19 cells responding to auditory 

stimuli in the fixation task, or the 73 cells responding to visual stimuli in the fix­

ation task. As previously explained, only cells with spatially tuned responses were 
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F igure 4.11: A simulated database with four temporal features, used to test algorithms 
for temporal feature analysis. The thick line in each plot is t he intensity profile for 
one of the models used to generate simulated spike t rains. The stabili ty parameter 
is 10 for all four models. Simulated data sets for 5 cells, with 10 spike trains in each 
data set, were generated from each of the four models; all mixture probabilit ies arc 
therefore 0.25 (25%). Gray rasters represent simulated spike t rains; horizontal lines 
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Figure 4.12: Optimal mixture model fit to the simulated database. Each panel shows 
the intensity profile for one of the optimized mixture components, along with the 
spike trains generated from simulated cells classified as belonging to that model. The 
percentage printed in each title indicates the mixture probability for each model. 
Other conventions are as in Figure 4.11. Stability parameters: A 16.6; B 15.1; C 
12.0; D 12.6. 
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included in the analysis, because spatially untuned responses cannot be distinguished 

from arousal effects. The analysis database was further restricted to spike trains 

recorded during contralateral trials, because the vast majority of cells with spatially 

tuned responses showed stimulus-related modulation of their activity mainly during 

contralateral trials. 

Confirming at the single-cell level the results observed at the population level in 

Figure 4.3, the temporal feature analysis demonstrates that auditory responses in the 

memory-saccade task tend to have gradual onsets and sustained response profiles. 

Figure 4.13 (pages 148 and 149) illustrates the optimal mixture model fit to the 

auditory memory-saccade database. Each plot shows the intensity profile for a single 

mixture component as a thick wavy line. Gray raster plots display the real spike 

trains recorded from cells assigned to each model component, and horizontal lines 

separate spike trains from different cells. The percentages in the titles indicate the 

mixture probabilities; stability parameters for the fits are listed in the figure legend. 

Over one-fifth (22%) of the cells in this database have a sustained response which 

grows quickly from a very low baseline firing rate, and then decays through the 

stimulus period (Figure 4.13 A; page 148). An equal percentage of the cells exhibit 

an extremely slow response (Figure 4.13 B) ; activity builds gradually during the 

entire stimulus period and remains elevated until well after stimulus offset. Other 

neurons in this database display anticipatory activity in the pre-stimulus period, 

gradual response elevation after stimulus onset, peak activity in the middle of the 

stimulus period, and a slow decline in activation over the remainder of the stimulus 

period and the first 500 ms of the delay period (Figure 4.13 C and D). This temporal 

response profile is imposed upon a relatively high overall firing rate for approximately 

13% of the cells (Figure 4.13 C), and on a low firing rate for another 12% of the cells 

(Figure 4.13 D). Thus a similar temporal feature emerges among cells with both 

high and low baseline firing rates. The remaining 31% of the cells in the auditory 

memory-saccade database have a very weak auditory response, riding on a relatively 

strong overall firing rate (Figure 4.13 E; page 149). 

The optimal mixture model for the visual memory-saccade task (Figure 4.14; 
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Figure 4.13: Optimal mixture model for audi tory responses recorded during t he 
memory-saccade task. Each panel displays the intensity profile for a component of 
t he mixture model, along with spike trains of cells classified into that model compo­
nent. Mixture proba bilit ies are indicated as percentages in the t itles. As in previous 
figures, the thin vertical line marks the time of stimulus onset , and raster dots are 
scaled t o reflect the number of spikes in each 5 ms t ime bin. Horizontal lines separate 
spike t rains recorded from different cells. Stability parameters: A 5.2; B 9.9; C 15.2; 
D 7.9; E 23.1. See page 149 for continuation of figure. 



149 

E 
Model 5 (31 %) 

-500 0 500 
time (ms) 

Figure 4.13: Optimal mixture model for auditory responses in the memory-saccade 
task, continued. 

pages 150, 151, and 152) reveals stimulus-evoked responses with temporal character­

istics very different from those observed in the auditory memory-saccade task. Many 

neurons in the visual memory-saccade database exhibit a strong transient followed 

by sustained activity during the stimulus period (Figure 4.14 A- D; page 150). This 

type of response profile is observed in approximately 21% of the cells total, with some 

variation both in the overall firing rate and in the relative strength of transient and 

sustained response components (for example, compare Figure 4.14 B and D). Other 

neurons in this database have the fast transient but no sustained response (6% of 

cells, Figure 4.14 E; page 151) , or a very weak transient which leads into prolonged 

low-level activity (5% of cells, Figure 4.14 F). In addition, another 29% of the cells 

show weak inhibitory responses, imposed upon either a low overall firing rate (Fig­

ure 4.14 G) or a high firing rate (Figure 4.14 H). These visual response profiles 

are very different from the typical auditory response profiles, since temporal features 

extracted from the auditory memory-saccade database have neither onset transients 

nor inhibitory activity. 

However, a small subset of the visual responses in the memory-saccade task do 

seem to have the same temporal characteristics as auditory responses. Approximately 
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pages 151 and 152 for continuations of figure . 
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Figure 4.14: Optimal mixture model for visual responses recorded during the memory­
saccade task, continued. 
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Figure 4.14: Optimal mixture model for visual responses recorded during the memory­
saccade task, continued. 
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26% of cells in the visual memory-saccade database exhibit sustained responses which 

are gradual in onset (Figure 4.14 1- K; page 152) . This basic response profile, with 

minor variations in the duration of sustained activity, is evident both in neurons with 

relatively low firing rates (10% of cells, Figure 4.14 I; 9% of cells, Figure 4.14 J), 

and in neurons with high baseline activity (7% of cells, Figure 4.14 K). The tem­

poral features of these responses resemble those observed for auditory responses in 

Figure 4.13 A, C, and D (page 148). The remaining 14% of cells in the visual memory­

saccade database (Figure 4.14 L) seem to have very little stimulus-evoked activity. 

The differences between auditory and visual response profiles observed in the 

memory-saccade task are also evident in the fixation task. Figure 4.15 illustrates the 

optimal mixture model for the auditory fixation task. About 60% of the cells show a 

rise in activity after stimulus onset which quickly plateaus into a sustained response 

lasting for the duration of the stimulus period (Figure 4.15 A). Another 30% of the 

neurons seem to exhibit little or no stimulus-evoked activity, and are characterized 

by extremely low overall firing rates (Figure 4.15 B). The three remaining neurons 

(approximately 10% of the 19-cell database) have very high firing rates, and display 

a weak elevation in activity late in the stimulus period (Figure 4.15 C). 

The optimal mixture model for the visual fixation task (Figure 4.16; pages 155, 

156, and 157) reveals that the majority of visual responses in the fixation task have 

strong onset transients. Over one-third of the cells display a gradual decline in ac­

tivity after this initial transient (Figure 4.16 A, B, and C; page 155). For a few 

neurons (4% of cells, Figure 4.16 D), the sharp transient response is followed by ro­

bust sustained activity, which remains at a relatively constant level throughout the 

stimulus period. Responses of many other cells exhibit only a weak transient, with 

little or no sustained activity (Figure 4.16 E and F; page 156). And like the visual 

memory-saccade database, this database contains some cells with inhibitory responses 

to visual stimuli (15% of cells; Figure 4.16 G). As noted previously, onset transients 

and inhibitory profiles are not observed among auditory responses. 

However, like the visual memory-saccade database, this database also contains 

visual responses with temporal characteristics more typical of auditory responses. 
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Figure 4.16: Optimal mixture model for visual responses recorded during the fixation 
task, continued. 



120 

100 
N' 
~ 
<ll 

~ 
C) 
c 

·;:: 
;;: 

20 

-500 

K 

120 

100 

N' 
~ 80 
<ll 

~ 60 
C) 
c 
~ 

-500 

157 

Model 9 (19%) J Model 10 (4%) 

120 

0 500 0 500 
time (ms) time (ms) 

Model 11 (1 %) 

0 500 
time (ms) 

Figure 4.16: Optimal mixture model for visual responses recorded during the fixation 
task, continued. 



158 

About 5% of the cells display a very weak sustained elevation in activity (Fig­

ure 4.16 H; page 156), which resembles a temporal feature previously observed among 

auditory responses in Figure 4.13 B. Another 19% of the neurons exhibit the tem­

poral feature perhaps most characteristic of auditory responses: a very gradual rise 

in activity which declines during the stimulus period (Figure 4.16 I; page 157). For 

a few other cells in the database, the visual responses are even more profoundly de­

layed; these neurons do not show peak activity until halfway through the stimulus 

period (4% of cells, Figure 4.16 J; 1 cell, Figure 4.16 K). These visual responses arc 

similar to the auditory responses in Figure 4.15 C. 

These four mixture models supersede the population histograms in Figure 4.3, 

by providing a complete and quantitative characterization of temporal features in 

auditory and visual responses at the single-cell level. The analysis demonstrates 

that auditory responses in both the memory-saccade task and the fixation task are 

uniformly devoid of transients, predominantly excitatory, and usually slow in onset. 

Visual responses, on the other hand, may be either excitatory or inhibitory; moreover, 

the excitatory responses usually have a fast transient component, which appears either 

in isolation or in combination with sustained activity. The temporal profiles most 

characteristic of auditory responses do sometimes appear in visual responses, but 

are observed only among a small subset of the visually responsive cells in each task. 

Thus the temporal feature analysis provides a great deal of information beyond that 

available in the population histograms, regarding the diversity of temporal features 

in neural responses at the single-cell level. 

4.4 Discussion 

4.4.1 Temporal features of auditory and visual responses 

The analyses presented in this chapter demonstrate that the temporal features of 

responses to auditory stimuli in area LIP are different from the temporal features 

of most responses to visual stimuli. Population histograms indicate that auditory 
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responses are, on average, more gradual in onset than visual responses. Latency 

analyses reveal that auditory response latencies are significantly longer than visual 

response latencies, both across the population and in individual cells. Finally, and 

most importantly, a novel method for analyzing temporal features at the single-cell 

level shows that most auditory responses are weakly excitatory, with slow onsets 

and relatively sustained activity profiles. In contrast, visual responses can be either 

inhibitory or excitatory, and the excitatory responses often have a fast transient com­

ponent. Visual responses which resemble auditory responses do exist, but represent 

a minority of all the responses to visual stimuli. 

This study is the first systematic investigation of temporal features in LIP re­

sponses to auditory and visual stimuli. However, it is not the first study to examine 

auditory and visual response latencies in LIP. Mazzoni et al. (1996b) also analyzed 

LIP activity recorded during auditory and visual memory-saccade tasks, but found no 

significant difference between auditory and visual response latencies. Furthermore, 

Mazzoni et al. (1996b) reported response latencies to be about 30- 50 ms longer over­

all than the latencies observed in the present study. Although these results appear to 

conflict with the findings of this chapter, three considerations suggest that the appar­

ent discrepancies might be illusory. First of all, the median auditory response latency 

reported in the Mazzoni et al. (1996b) study was indeed longer than the median visual 

response latency (155 ms vs. 125 ms). Histograms shown in Mazzoni et al. (1996b) 

suggest that a similar trend exists for mean response latencies, although mean latency 

values were not reported in that paper. Second, Mazzoni et al. (1996b) analyzed a 

smaller number of cells than were considered in the present study, and therefore would 

have been less likely to detect small but significant differences between auditory and 

visual response latencies overall. Third, the method used for measuring response 

latencies in the Mazzoni et al. (1996b) study was quite different from the method 

used here; although this methodological difference would not be expected to affect 

comparisons between stimulus modalities within each study, it may explain the offset 

between the two studies in absolute latency values overall. 

Assuming, then, that auditory response latencies in area LIP are indeed longer 
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than visual response latencies in general, the pathway by which auditory information 

reaches area LIP becomes an issue. In theory, the long latencies of auditory responses 

in area LIP might be attributed to the extra processing time required to compute 

sound location from interaural time and intensity differences, and monoaural spectral 

cues. However, auditory response latencies rarely exceed 100 ms even in area Tpt 

(Leinonen et al. 1980), a high-level auditory association area which projects to the 

inferior parietal lobule (Hyvarinen 1982b) and is thought to be involved in sound 

localization (Kaas and Hackett 1998). Moreover, auditory response latencies are 

significantly shorter than visual response latencies in the deeper layers of the superior 

colliculus (Jay and Sparks 1987a; Wallace et al. 1996), where neurons have spatially 

tuned auditory as well as visual receptive fields. 

Thus the slow onsets and sustained profiles of auditory responses in area LIP stand 

in stark contrast to the short latencies and sharp transients of most visual responses, 

and suggest that auditory signals enter area LIP through a much more circuitous route 

than visual signals. Indeed, while area LIP receives strong feedforward projections 

from many extrastriate visual areas (Andersen et al. 1990; Blatt et al. 1990), inputs 

from auditory association areas seem to be relatively sparse (Pandya and Kuypers 

1969; Divac et al. 1977; Hyvarinen 1982b). However, strong anatomical projections 

do exist between auditory association areas and the frontal eye fields (Pandya and 

Kuypers 1969; Kaas and Hackett 1998; Romanski et al. 1999), and between the 

frontal eye fields and area LIP (Andersen et al. 1990; Blatt et al. 1990; Stanton et al. 

1995). Given the distinctive temporal features of auditory responses in area LIP, it 

seems possible that auditory signals in LIP are not arriving via direct feedforward 

projections from auditory association areas at all, but rather via feedback projections 

from frontal areas involved in building associations between aribitrary stimuli and 

oculomotor behaviors (Chen and Wise 1995a; Chen and Wise 1995b; Chen and Wise 

1996; Bichot et al. 1996). 

Previous chapters of this thesis have shown that responses to auditory stimuli 

emerge in area LIP after auditory-saccade training, and that auditory responses are 

significantly more dependent on behavioral task (and more predictive of delay or 
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saccade activity in the memory-saccade task) than visual responses. The results of 

the present chapter complement the previous findings, by suggesting that responses to 

auditory stimuli in area LIP carry highly processed auditory information. Responses 

to auditory stimuli in area LIP may differ from many visual responses in the extent to 

which they reflect the significance of stimuli as potential saccade targets, rather than 

the specific sensory parameters of the stimuli. In other words, auditory responses 

may lie farther along the sensorimotor continuum than most visual responses in area 

LIP. 

4.4.2 Randomly scaled inhomogeneous Poisson model 

In addition to demonstrating that the temporal features of auditory and visual re­

sponses in area LIP differ, this chapter describes a novel method for spike train analy­

sis (also discussed in Sahani 1999). This method is based on the assumption that spike 

trains are doubly stochastic Poisson processes. More specifically, spike trains recorded 

from the same cell under identical experimental conditions are assumed to arise from 

inhomogeneous Poisson processes, whose underlying rates are randomly scaled copies 

of a single smooth time-varying function. Principled algorithms for smoothing and 

clustering spike trains are derived from this model within the Bayesian framework, 

providing a solid statistical foundation for analysis of stimulus-locked temporal fea­

tures in spike trains. This method therefore represents an improvement upon many 

existing techniques for spike train analysis, which do not provide an explicit proba­

bilistic formulation of assumptions to guide interpretation of results (e.g., Richmond 

and Optican 1987; McClurkin et al. 1991; Victor and Purpura 1997; Becker and 

Kri.iger 1996; Middlebrooks et al. 1998). Moreover, unlike other explicitly probabilis­

tic models which have previously been applied to spike train analysis (e.g., Radons 

et al. 1994; Abeles et al. 1995), the randomly scaled inhomogeneous Poisson model 

is appropriate for analysis of stimulus-locked temporal features in single-unit neural 

recordings. 

The randomly scaled inhomogeneous Poisson model is also, to a first approxima-
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tion, consistent with the statistics of spike trains recorded from LIP neurons. As is 

assumed in the model, LIP neurons are more variable in their firing than would be ex­

pected for simple Poisson processes, and this variability across trials usually takes the 

form of a multiplicative (rather than additive) scaling of an underlying Poisson rate. 

Indeed, goodness-of-fit tests indicate that the model achieves a good fit to the data 

overall, in that the likelihoods of real spike trains under the model are comparable to 

the likelihoods of simulated spike trains. Nevertheless, there are clear indications (see 

Figure 4.8) that the randomly scaled inhomogeneous Poisson model is not accurate 

in detail. These inaccuracies might arise at several different levels within the hierar­

chy of assumptions underlying the model. In particular, the following claims can be 

questioned. 

• Individual spike trains are instances of inhomogeneous Poisson pro­

cesses. This assumption is consistent with the conclusions of many previous 

studies, which have found that cortical spike trains are reasonably well modelled 

as inhomogeneous Poisson processes (Smith and Smith 1965; Moore et al. 1966; 

Tomko and Crapper 1974; Softky and Koch 1993; Shadlen and Newsome 1996; 

Bair and Koch 1996). However, well-known features of cortical spike trains 

(e.g., refractory periods and burst firing) clearly violate the Poisson assumption 

that interspike intervals are exponentially distributed and independent. Indeed, 

several investigators have identified temporal structure in cortical spike trains 

which could not arise from a Poisson process (Tolhurst et al. 1983; Teich et al. 

1996; Baddeley et al. 1997; Victor and Purpura 1996; Victor and Purpura 1998; 

Reich et al. 1998). Thus the inhomogeneous Poisson assumption is certainly an 

oversimplification, and perhaps an extreme one. Violations of this assumption 

may be the major source of error in the fits of the randomly scaled inhomoge­

neous Poisson model to real data. 

• Inhomogeneous Poisson rate fluctuations do not exceed the tempo­

ral scale set by the intensity profile prior. Even if the inhomogeneous 

Poisson assumption were correct, this next assumption of the randomly scaled 
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inhomogeneous Poisson model might be wrong. In the present study, the inten­

sity profile prior acted as a low-pass filter, imposing a limit of about 50 ms on 

the effective temporal precision of spike trains. This temporal scale was cho­

sen for computational reasons, and is arbitrary from a biological perspective. 

Indeed, the ringing apparent in some of the intensity profile estimates (e.g., 

Figure 4.6 D) suggests that the temporal resolution of the prior is too low. Ev­

idence from other studies indicates that the stimulus-locked temporal precision 

of cortical spike trains in vivo can be very high - on order of 10 ms or less 

(Bair and Koch 1996). Thus the prior on the intensity profile may be unduly 

restrictive. (The prior on the stabili ty parameter, while also open to question 

in principle, is comparatively vague and therefore unlikely to contribute greatly 

to errors in model fit.) 

• Temporal features in spike trains recorded from the same cell under 

identical experimental conditions are time-locked to external events 

in the trial. This assumption is fundamental to almost all studies of stimulus­

evoked activity in cortical spike trains; indeed, it is implicit in any analysis 

of peri-stimulus time histograms. However, it is certainly possible that spike 

trains analyzed in this study contain temporal structure which is not perfectly 

time-locked to the stimulus presentation. Response onset t imes, as well as 

overall response magnitudes, might fluctuate from trial to trial (Brody 1998) . In 

this situation, algorithms based on the randomly scaled inhomogeneous Poisson 

model would fit a stimulus-locked intensity profile to the data, and then increase 

the estimate of trial-to-trial variability (i.e., decrease the stability parameter) 

to compensate for small variations in response latency from trial to trial. Thus 

violations of the time-locking assumption are poorly handled by the model, and 

may contribute to errors in model fit. 

• Trial-to-trial scaling of the intensity profile is multiplicative. In so far 

as the basic Poisson assumption is correct, this claim is supported by analyses 

presented in t he Results section. However, those analyses demonstrate only that 
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the multiplicative scaling hypothesis is better than one possible alternative: the 

additive scaling hypothesis. Moreover, the results indicate that spike trains 

from a small subset of cells in the database were actually better fit under the 

additive scaling hypothesis. The multiplicative scaling assumption is therefore 

an oversimplification, and a likely source for errors in the fit of the randomly 

scaled inhomogeneous Poisson model. 

• Scale factors for each trial are chosen at random from a gamma distri­

bution. This assumption was made primarily for mathematical convenience. 

Analyses of spike count distributions across trials (not shown) indicate that the 

gamma distribution is not an unreasonable choice. However, other distributions 

might provide a better fit to the data. Moreover, it is unlikely that trial-to-trial 

scaling of response profiles is purely random for real neurons; successive trials 

would be expected to scale more similarly than trials widely separated in time. 

Given that all these assumptions of the randomly scaled inhomogeneous Poisson 

model are potentially flawed , it is not surprising that the fit of the model is imperfect. 

The advantage of the probabilistic generative model framework , however, is that these 

assumptions are explicit in the algorithms - and are therefore relatively easy to 

rev1se. 

4.4.3 Possible improvements 

Each of the possible shortcomings of the randomly scaled inhomogeneous Poisson 

model could be addressed in future versions of the probabilistic generative model, in 

order to develop improved algorithms for analysis of temporal features in spike trains. 

Among the possible revisions to the model: 

• Each spike train might be modelled as the output of an integrate-and-fire neuron 

receiving balanced excitatory and inhibitory inputs, rather than as an instance 

of an inhomogeneous Poisson process. The intensity profile for a set of spike 
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trains would then be an estimate of the cell's intracellular potential as a func­

tion of time, averaged across trials. Integrate-and-fire models with balanced 

excitatory and inhibitory inputs can account for many of the non-Poisson char­

acteristics of cortical spike trains (Holt et al. 1996; Reich et al. 1998; but sec 

Softky and Koch 1993). Moreover, the relevant theoretical framework is al­

ready well-established, since integrate-and-fire models have been widely used to 

analyze spike train data (Fienberg 1974; Awiszus 1992; Shadlen and Newsome 

1998). 

• The pass-band of the prior on the intensity profile could be enlarged to allow 

for high temporal precision in cortical spike trains. Even better, the parameters 

of the intensity profile prior could be learned from the data, rather than fixed 

beforehand. 

• The assumption that temporal features are perfectly time-locked to stimulus 

onset could be relaxed, to accommodate variations in response latency across 

trials. For example, a new parameter might be introduced, controlling time­

shifts of the intensity profile from trial to trial. This time-shift parameter could 

be dependent on the scale factor for each trial, modelling the situation in which 

increased response magnitude correlates with decreased response latency. Al­

ternatively, the time-shift parameter could be drawn independently from its 

own distribution for each trial, modelling the situation in which variations in 

response magnitude and response latency across trials are independent. 

• The multiplicative scaling component of the model could be replaced with com­

bined multiplicative and additive scaling. As explained in the Results section, 

there are very few cells in the database for which both the multiplicative and 

the additive scaling hypotheses could be rejected. A combined approach, in 

which multiplicative and additive scaling parameters are fit independently for 

each cell, might account for nearly all the observed variability across trials. 

• Scale factors for each trial could be drawn from a Gaussian distribution trun-
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cated at zero, which may provide better fit to observed distributions of spike 

counts than the gamma distribution (Gershon et al. 1998). In addition, it might 

be possible to introduce correlations between sequential draws from the scale 

factor distribution, to model the situation in which changes in overall cortical 

excitability persist across many repeated trials. 

Most of these proposed improvements to the probabilistic generative model will 

increase the total number of parameters to be estimated. Therefore, some modifica­

tions to the mixture model fitting and selection procedures may be necessary. Even 

in the current implementation, the algorithms require hours of computing time to 

extract temporal features from any reasonably sized data set. The present mixture 

model fitting and selection procedure is computationally intensive because different 

mixture models must be fit to the data for every possible number of mixture compo­

nents (sec Methods); moreover, each fit must be restarted several times from different 

initial conditions to increase the chances of finding a global maximum in the poste­

rior probability. The computational efficiency of the entire temporal feature analysis 

procedure could be improved considerably with cascading model selection techniques 

(Sahani 1999). 

Last but not least, it should be noted that the method for analyzing temporal 

features described in this chapter could easily be applied to simultaneous recordings 

from multiple cells. In particular, the method might be useful for analyzing changes 

in the responses of multiple simultaneously recorded neurons over long periods of 

time. Given chronic multi-unit recordings obtained from the same site on different 

days, temporal features could be extracted separately from each data set and then 

compared to determine how response profiles change over time. As demonstrated in 

this chapter, the randomly scaled inhomogeneous Poisson method makes possible a 

complete and quantitative characterization of neural responses, and should therefore 

be applicable to a wide range of questions about temporal features in spike train data. 
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Chapter 5 Conclusions 

The introduction posed three questions about responses to auditory stimuli in area 

LIP, and also raised three larger issues. The specific questions concerned the effects 

of training on the auditory responsiveness of area LIP; the influence of behavioral 

context on LIP responses to auditory stimuli; and the differences between auditory 

and visual responses in area LIP. Experiments described in previous chapters directly 

address these questions. The results of these experiments show that responses to au­

ditory stimuli in area LIP are dependent on auditory-saccade training; that auditory 

responses, unlike visual responses, are stronger during a saccade task than during a 

fixation task; and that responses to auditory stimuli lack the fast excitatory transient 

frequently observed in visual responses. These findings have important implications 

with respect to the three larger issues raised in the introduction. First, the results 

suggest that area LIP plays no special role in auditory-to-oculomotor processing, in 

that the status of the stimulus as a saccade target seems far more critical to the in­

volvement of area LIP than the fact that the stimulus modality is auditory. Second, 

the experiments indicate that while the function of area LIP may be primarily to 

subserve visual-to-oculomotor transformations, the area can also be recruited to as­

sist in implementation of associations between oculomotor behaviors and non-visual 

stimuli. Third, the findings imply that neurophysiological studies like this one, in 

which monkeys made saccades to auditory stimuli in darkness with their heads im­

mobilized, may reveal more about the capability of the brain to learn arbitrary ocu­

lomotor associations than about neural processing specific to auditory-to-oculomotor 

transformations. These speculations suggest several directions for future research. 
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5.1 Responses to auditory stimuli in area LIP 

In the introduction, three questions were raised concerning responses to auditory 

stimuli in area LIP: 

• Are responses to auditory stimuli in area LIP dependent on auditory-saccade 

training? 

• Are auditory responses in area LIP affected by the behavioral context in which 

auditory stimuli appear? 

• Are responses to auditory stimuli in area LIP qualitatively different from re­

sponses to visual stimuli? 

Chapters 2, 3, and 4 offer answers to these questions. Results presented in those 

chapters demonstrate that responses to auditory stimuli in area LIP are dependent 

on auditory-saccade training; that auditory responses, unlike visual responses, are 

stronger during a saccade task than during a fixation task; and that responses to 

auditory stimuli lack the fast excitatory transient frequently observed in visual re­

sponses. These findings suggest that responses to auditory stimuli in area LIP are best 

interpreted as supramodal (cognitive or motor) responses, rather than as modality­

specific sensory responses. Auditory responses in area LIP seem to reflect primarily 

the significance or selection of auditory stimuli as potential saccade targets. Moreover, 

auditory signals seem to reach LIP through a much more circuitous route than most 

visual signals. Auditory and visual responses in area LIP may therefore represent 

neural signals at different stages of sensorimotor processing. 

5.2 Implications 

In addition to posing the three questions listed above, the introduction also raised 

three larger issues: 

• What is the role of area LIP in auditory-to-oculomotor processing? 
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• What is the function of area LIP overall? 

• What is the neurophysiological basis for auditory-to-oculomotor transformation 

in primates? 

These issues can now be considered in light of the findings of previous chapters. 

5.2.1 Role of LIP in auditory-to-oculomotor processing 

As explained in Chapter 1, Andersen and colleagues began their recent studies of au­

ditory activity in area LIP with the expectation that movement-related and sensory­

related response components might be partially distinguished through comparison 

of activity during auditory and visual memory-saccade tasks. This expectation was 

based on much earlier studies, which had indicated that LIP is unresponsive to passive 

auditory stimulation. After discovering that neurons in area LIP are active even dur­

ing the stimulus period of an auditory memory-saccade task, Mazzoni et al. (1996b) 

proposed two possible interpretations of this activity. First, area LIP might actually 

be a bimodal brain area, receiving and integrating sensory information from both 

visual and auditory modalities. Second, area LIP might represent spatial locations 

and saccade targets in an abstract (supramodal) manner, independent of the sensory 

modality of the stimulus. Based on the observation that LIP neurons with audi­

tory responses also tend to have visual responses (a finding replicated in the present 

study), Mazzoni et al. (1996b) concluded that the second scenario was most likely. 

The investigations described in this dissertation corroborate this conclusion, by 

providing further evidence that auditory activity in area LIP is supramodal. Re­

sponses to auditory stimuli during the "sensory" stimulus period of a memory-saccade 

task reflect the significance of auditory stimuli as potential saccade targets. The re­

sults suggest that area LIP plays no special role in auditory-to-oculomotor processing 

beyond its role in oculomotor processing alone. In other words, the status of an audi­

tory stimulus as a saccade target seems to be far more relevant to its representation in 

area LIP than the fact that the stimulus is a spatially localized acoustic signal. The 

long latencies of auditory responses further suggest that responses to auditory stimuli 
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in area LIP arise through feedback from frontal cortex, raising the possibility that 

area LIP participates in a frontal-parietal circuit subserving conditional oculomotor 

associations. According to this view, area LIP should be no more involved in directing 

eye movements to auditory stimuli than it would be in directing eye movements to 

any other type of stimuli associated with oculomotor behavior. 

5.2.2 Function of area LIP 

The ultimate implications of this reasoning are clear: area LIP might be recruited to 

assist in implementing associations between oculomotor behaviors and any stimuli. 

Previous studies and this dissertation demonstrate that the stimuli need not be visual, 

and it seems likely that the stimuli need not even be spatial. Recent reports of shape­

selective LIP neurons in animals trained to make saccades to shapes (Sereno and 

Maunsell 1998) suggest that area LIP might represent associations between saccades 

and non-spatial visual cues, just as the supplementary eye fields and (to a lesser 

extent) the frontal eye fields do (Chen and Wise 1995a; Chen and Wise 1995b; Chen 

and Wise 1996) . To take an extreme example, it is conceivable that training a monkey 

to perform rightward saccades whenever a queen-of-hearts card is presented, and 

leftward saccades whenever a queen-of-diamonds appears, might induce "queen-of­

hearts" and "queen-of-diamonds" responses in area LIP which arc indistinguishable 

from auditory responses. 

Thus the function of area LIP might best be described as two-fold: first , to sub­

serve visual-to-oculomotor transformations, and second, to implement associations 

between arbitrary stimuli and oculomotor behaviors. The first of these LIP functions 

is widely recognized, on the basis of anatomical and physiological evidence accumu­

lated over many years of research (see Chapter 1). The second function is currently 

supported only by this dissertation and a few other studies of auditory responses in 

area LIP (Mazzoni et al. 1996b; Stricanne et al. 1996) , which provide at best indirect 

evidence for the claim. Clearly, more research is necessary to determine the extent 

to which area LIP is involved in implementing arbitrary oculomotor associations (see 
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below). Future experiments aimed at exploring these speculations may provide im­

portant insight into the relationship between different aspects of LIP function. For 

example, area LIP might normally act as a relatively specialized visual-to-oculomotor 

processing module, adopting functionality in over-trained oculomotor behaviors only 

incidentally. Alternatively, area LIP may be involved in a much wider range of sac­

cade behaviors, and the visual modality might turn out to have special status in area 

LIP only because vision provides the kind of high-precision spatial information which 

is most useful for guiding eye movements. 

5.2.3 Auditory-to-oculomotor transformation in primates 

Many previous studies (Jay and Sparks 1984; Jay and Sparks 1987b; Jay and Sparks 

1987a; Vaadia et al. 1986; Schall 1991a; Schall 1991b; Russo and Bruce 1994) have 

investigated auditory-to-oculomotor processing under circumstances similar to those 

of the present experiments. More specifically, these studies have involved training 

monkeys to perform saccades to white-noise auditory stimuli in darkness with their 

heads fixed. The results of the present experiments suggest that these training cir­

cumstances may themselves influence auditory-to-oculomotor processing in primates. 

Obviously, adult monkeys are capable of orienting to sounds without training 

under natural conditions. However, primates may not normally make eye movements 

to sounds in total darkness, without an accompanying head movement. The training 

difficulties encountered in this study certainly imply that auditory saccades made 

under such circumstances are very unnatural for macaque monkeys. Moreover, both 

the behavioral training difficulties and the neurophysiological training effects suggest 

that the use of such experimental conditions might affect the very process of auditory­

to-oculomotor transformation under observation. 

Although the auditory memory-saccade task was designed only to require orienta­

tion of the eyes to the remembered location of an auditory stimulus, the animals may 

have interpreted the task as requiring an arbitrary association between a vaguely lat­

eralized acoustic signal and a very specific eye movement. Such auditory-oculomotor 
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associations may be no different in principle from associations between non-spatial 

auditory cues and eye movements. The behavioral and neurophysiological findings 

of the present experiments and similar studies may therefore reflect the workings of 

a neural circuit involved in implementing highly overtrained eye movements, not the 

functioning of the circuit which presumably underlies natural orienting movements 

toward auditory stimuli. Thus the results of this study, and many previous studies 

of auditory saccades in primates, may reveal more about the capabilities of the pri­

mate brain to learn arbitrary oculomotor associations, than about neural processing 

specific to auditory-to-oculomotor transformations. 

5.3 Future directions 

Many questions remain about the role of area LIP in auditory-to-oculomotor pro­

cessing, the function of LIP overall, and the process of auditory-to-oculomotor trans­

formation in primates. These questions, listed below, suggest several directions for 

future research. 

• To what extent are responses to auditory stimuli in area LIP asso­

ciated specifically with oculomotor behavior? As mentioned in previous 

chapters, the effects of training and task on responses to auditory stimuli in 

area LIP might reflect spatial attention, rather than oculomotor intention or 

oculomotor significance. In other words, auditory responses in area LIP might 

be associated only with the spatial location of the auditory target, not with 

the type of movement used to reach the target. Data obtained in the present 

experiments cannot be used to distinguish between these possible interpreta­

tions, because the monkeys were trained to make only one type of movement 

to auditory stimuli. However, previous experiments have already resolved this 

issue for visual stimuli, by demonstrating that neurons in area LIP respond 

selectively to visual stimuli which are targets for eye movements rather than 

arm movements (Snyder et al. 1997; Snyder et al. 1998). Similar experiments, 

in which animals perform either eye movements or arm movements to auditory 
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stimuli, should be done to confirm that auditory responses in area LIP are also 

associated specifically with oculomotor behavior. 

• What are the auditory capabilities of neurons in area LIP? The exper­

iments presented in this dissertation provide very little information about the 

range of auditory stimuli to which LIP neurons might be capable of responding, 

since the only auditory stimuli used in these experiments were high-frequency 

noise bursts. There may be some acoustic signals, such as macaque vocaliza­

tions, which evoke responses in area LIP even before animals have been trained 

to make saccades to the stimuli. Alternatively, there may be other auditory 

stimuli, such as tones of specific frequencies, which never elicit auditory re­

sponses from area LIP, regardless of the animal's training state or immediate 

behavioral task. Defining the auditory capabilities of LIP neurons could provide 

more insight into the possible sources of auditory input to area LIP. 

• Do neurons in area LIP respond to auditory stimuli outside of the 

visual field? In this study, auditory stimuli were always presented at relatively 

small eccentricities. The results may therefore be valid only for auditory stimuli 

within the visual field (and within the oculomotor range). Given that neurons 

in the deep layers of the superior colliculus tend to have very peripheral auditory 

receptive fields (Wallace et al. 1996), and that orientation to auditory stimuli 

often involves a head movement (Whittington et al. 1981) , it seems possible 

that very peripheral auditory stimuli might elicit responses in area LIP which 

are quite different from the auditory responses observed in the present study. 

In particular, responses to auditory stimuli outside of the visual field might 

not be associated with visual responses. Such auditory responses might also be 

independent of saccade training, unaffected by performance of a saccade task, 

and relatively abrupt in onset. 

• Do learned representations of auditory stimuli in area LIP generalize 

to untrained stimulus locations? This dissertation argues that auditory re­

sponses in area LIP reflect associations between particular auditory stimuli and 
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specific oculomotor behaviors. While the data are cer tainly consistent with this 

interpretation, the results shown are not sufficient to prove the claim, in part 

because the auditory stimulus locations tested after auditory-saccade training 

were the same as those used during t raining. No attempt was made in the 

post-training experiments to look for responses to auditory stimuli at untrained 

stimulus locations. It is possible that neurons in area LIP might respond to au­

ditory stimuli at novel locations after auditory-saccade training, and/ or in the 

context of an auditory-saccade task. If so, auditory responses in area LIP might 

be better described as reflecting a general association between auditory stim­

uli and oculomotor behavior, not the specific oculomotor associations learned 

during training. 

• Are auditory responses in LIP less dependent on stimulus parameters 

than visual responses? Results presented in previous chapters suggest that 

responses to auditory stimuli in area LIP depend primarily upon the animal 's 

internal state, while visual responses have a much more substantial sensory 

component. If this conclusion is correct, then auditory responses in area LIP 

should be less affected by small variations in stimulus parameters than visual 

responses are. This possibility could be addressed directly through analysis of 

fluctuations in the responses of LIP neurons to pulsating auditory stimuli and 

flashing visual stimuli. According to the view proposed in this dissertation, 

auditory responses should show poor stimulus-locking, while visual responses 

should follow stimulus variations more closely. 

• Are the auditory and visual responses of bimodal LIP neurons mod­

ulated in the same way by eye position? Previous studies have shown 

that while visual receptive fields of LIP neurons are fixed in an eye-centered 

reference frame, visual responses in area LIP are modulated by eye position 

(Andersen et al. 1987; Andersen et al. 1990). In other words, LIP neurons re­

spond maximally to visual stimuli at a specific location relative to t he point of 

fixation, but the magnitude of this maximal response depends on the angle of 
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gaze during fixation. Recently, Stricanne et a l. (1996) demonstrated that most 

auditory responses in area LIP are also eye-centered, and additionally mod­

ulated by eye position. However, since that study was conducted in animals 

performing only auditory memory-saccade tasks, it is not known if auditory 

and visual responses in the same neuron arc affected by eye position in ex­

actly the same way. Theoretical considerations suggest that the dependencies 

of auditory and visual response magnitudes on eye position should be different if 

auditory signals have not been completely transformed from their head-centered 

sensory reference frame to an eye-centered reference frame before reaching area 

LIP (Xing et al. 1994). Results presented in this dissertation (and Mazzoni 

et al. 1996b) indicate that most LIP neurons which respond to auditory stimuli 

are also visually responsive, so it should be possible to address this issue by 

examining responses in single LIP neurons while animals perform auditory and 

visual memory-saccades from different initial fixation positions. 

• How do LIP neurons respond to combinations of auditory and vi­

sual stimuli? In the experiments described in this dissertation, auditory and 

visual stimuli were always presented separately. The present results therefore 

provide no information about how responses to auditory and visual stimuli in­

teract within area LIP. Previous studies have shown that neurons in the deeper 

layers of the primate superior colliculus respond non-linearly to combinations of 

auditory and visual stimuli (Wallace et al. 1996). More specifically, the collic­

ular response depends not only on the activity which would be evoked by each 

component of the combination in isolation, but also on the temporal and spatial 

relationship between the auditory and visual stimuli. These interactions may 

appear as either enhancement or suppression of the predicted linear response, 

and have been taken as evidence that the superior colliculus is involved in 

multisensory integration. Given the strong anatomical and physiological links 

between LIP and the superior colliculus, it seems reasonable to predict that 

similar experiments in area LIP might produce the same results. However, the 
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findings of this dissertation would suggest that the influence of auditory stimuli 

on visual responses might be weaker in area LIP than in superior colliculus. 

• Do neurons in area LIP respond differently to auditory stimuli pre­

sented in an illuminated environment? Psychophysical studies in humans 

indicate that sound localization is more accurate when performed in illuminated 

surroundings, even when visual features in the environment provide no clues re­

garding sound source location (Warren 1970; Platt and Warren 1972; Shelton 

and Searle 1980; Mastroianni 1982). These findings suggest that monkeys might 

be able to perform auditory saccades more accurately in lighted environments 

than in darkness. Thus the monkeys used in the present study may have had 

difficulty learning to perform auditory-saccade tasks in part because the training 

and recording sessions were conducted in a completely darkened room. More­

over, it is possible that LIP responses to auditory stimuli presented in a lighted 

environment might be stronger, faster, and more independent of behavioral task 

than the auditory responses observed in the present study. 

• Do neurons in area LIP respond differently to auditory stimuli if the 

monkey is allowed to move his head freely? As in many other neuro­

physiological studies of saccades to auditory targets (Jay and Sparks 1984; Jay 

and Sparks 1987b; Jay and Sparks 1987a; Vaadia et al. 1986; Schall 1991a; 

Schall 1991b; Russo and Bruce 1994) , the monkeys used in the present exper­

iments performed all the behavioral tasks with t heir heads held steady. The 

training difficulties encountered in this study, and the training effects observed 

neurophysiologically, suggest that the monkeys adopted a more complex behav­

ioral strategy for performing auditory saccades under these conditions than was 

originally anticipated. Faced with what may well be an unnatural behavioral 

task, the animals may simply have learned to associate vaguely localized audi­

tory cues with very precise eye movements. If the animals had been allowed to 

move their heads freely, the natural auditory orienting response may have pre­

dominated over any tendency to memorize an auditory-oculomotor association. 
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Therefore, in unrestrained monkeys, responses to auditory stimuli might have 

very different properties - or indeed, might never appear in area LIP at all. 

Further experiments, in monkeys permitted to move their heads freely, are nec­

essary to resolve this issue. The effects of head position on auditory responses 

should also be explored, if auditory responses do indeed appear in area LIP 

when monkeys are able to orient both head and eyes to auditory stimuli. 

• Do pinna movements affect auditory activity in area LIP? Recent be­

havioral studies in cats have provided compelling evidence that pinna move­

ments occur both in reaction to auditory stimulus presentations and in conjunc­

tion with eye movements (Populin and Yin 1998). Although equally comprehen­

sive behavioral experiments have yet to be conducted in primates, preliminary 

reports suggest that the pinna movements of monkeys arc similar to those of 

cats (Bruce et al. 1988). As explained in Chapter 3, pinna movements were 

not controlled in the present experiments, but are unlikely to have influenced 

the main results, since previous studies of LIP have found no major changes 

in responses to auditory stimuli when the pinnae of awake behaving monkeys 

are restrained (Stricanne et al. 1996). However, given that microstimulation in 

monkey parietal cortex can evoke pinna movements (Thier and Andersen 1998), 

subtle effects of pinna movement on responses to auditory stimuli in area LIP 

might be evident upon further investigation. For example, it is possible that 

pinna position exerts a gain-modulation effect on auditory responses in area 

LIP, just as eye position exerts a gain-modulation effect on visual responses 

(Andersen et a l. 1987; Andersen ct al. 1990). 

• Do auditory responses in area LIP resemble responses to diffuse vi­

sual stimuli? Responses to auditory stimuli observed in this study were signifi­

cantly more dependent on behavioral task, significantly more predictive of delay 

and saccade activity, and significantly slower in response onset than responses 

to visual stimuli. It is possible that these properties are not specific to audi­

tory responses, but rather characterize all LIP responses to stimuli which are 
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more difficult to localize than punctate LEDs. This hypothesis could be tested 

through investigation of LIP responses to spatially indistinct visual stimuli . Vi­

sual stimuli created by placing diffusers over LEDs might evoke weaker, slower, 

and more task-dependent responses in area LIP than the LEDs alone. 

• Do neurons in area LIP respond to arbitrary stimuli associated with 

oculomotor behavior? To test the hypothesis that LIP is involved in imple­

menting arbitrary oculomotor associations, monkeys could be trained to perform 

directed eye movements in response to arbitrary cues presented at the fixation 

point. For example, high tones or red lights could be used to cue rightward 

saccades, and low tones or green lights could be used to cue leftward saccades. 

Through training, neurons in area LIP which originally responded during vi­

sually guided saccades to the right might develop selectivity for high tones or 

red lights at the fovea, and neurons initially tuned for leftward saccades might 

become responsive to low tones or green lights. In other words, neurons in 

area LIP, like neurons in frontal cortex (Chen and Wise 1995a; Chen and Wise 

1995b; Chen and Wise 1996) , might respond to arbitrary foveal stimuli in a pre­

dictive fashion after saccade training. Moreover, if the broader speculations of 

this chapter are correct, the characteristics of LIP responses to arbitrary foveal 

stimuli might resemble those of auditory responses observed in this study. 

• What regions of cortex are involved in auditory-to-oculomotor trans­

formations? Finally, an obvious avenue for future research is further explo­

ration of areas in parietal, frontal , or temporal cortex which might be involved 

in auditory-to-oculomotor transformations. Given the results presented in this 

dissertation , and also the findings of Stricanne et al. (1996), it seems likely 

that transformation of auditory signals from sensory (head-centered) to oculo­

motor (eye-centered) reference frames occurs well before auditory signals reach 

area LIP. Studies of superior colliculus and frontal eye fields further suggest 

that the transformation is already largely complete by the time auditory infor­

mation arrives in those areas (Jay and Sparks 1987a; Russo and Bruce 1994). 
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Perhaps, then, the transformation is taking place in auditory association cor­

tex. Area Tpt seems particularly well-situated to play an important role in 

auditory-to-oculomotor transformations (Kaas and Hackett 1998) . Previous 

research has shown that that many neurons in area Tpt have head-centered 

auditory receptive fields (Leinonen et al. 1980); however, existing physiologi­

cal characterizations of this region are very incomplete. Further studies of area 

Tpt may uncover far more complex interactions between auditory responses and 

eye movements than have been previously recognized. Such investigations may 

eventually reveal how auditory information is transformed into commands for 

eye movements. 
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