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Abstract

Olivine-type LiFePO$_4$ has been recognized as one of the most promising cathode materials for rechargeable Li batteries. Its advantages include high capacity, high stability, nontoxicity, and low cost. Our methods for synthesizing nanocrystalline Li$_x$FePO$_4$ with the olivine structure are described. Solid-state reactions and precipitation reactions were both successful, and ball milling was especially effective at reducing crystallite sizes. Diffractometry and microscopy were used to characterize these materials, and results of impurity phases, excess Fe$^{3+}$, and internal stresses are reported for the different types of synthesis.

Applications of lithium-ion batteries, including automotive applications, require fast kinetics and high conductivity of ions and electrons. Unfortunately, Li$_x$FePO$_4$ has the electronic structure of an insulator, an entirely unsatisfactory situation if it is to be used as a battery electrode. Electrical conductivity in Li$_x$FePO$_4$ occurs by the motion of small polarons, which are valence electrons at Fe atoms plus their distorted local environments. Electrical conductivity of Li$_x$FePO$_4$ is interpreted in terms of small polaron hopping. There are other factors of importance in these measurements, such as impurities or defects that block the one-dimensional conduction channels of the olivine structure of Li$_x$FePO$_4$.

We studied the polaron hopping directly, which allows us to understand the intrinsic electrical conductivity, and how it depends on microstructure and composition of Li$_x$FePO$_4$. The experimental technique was Mössbauer spectrometry, which has been used for many years as a means for determining the fractions of Fe$^{2+}$ and Fe$^{3+}$ in a material. Usually the spectral signatures of Fe$^{2+}$ and Fe$^{3+}$ are distinct. When valence electrons hop between Fe$^{2+}$ and Fe$^{3+}$ at a frequency of $10^8$ Hz or higher, however, the valence changes during the timescale of the Mössbauer measurement and the spectrum is blurred. By measuring Mössbauer spectra at elevated temperatures, we can determine the fractions of Fe atoms participating in polaron hopping, and determine the activation energy of the process. From this we estimate intrinsic electrical conductivities of $10^{-7}$S/cm at room temperature for nanocrystalline Li$_{0.5}$FePO$_4$, for example. We find a comparable conductivity for Li$_x$FePO$_4$ prepared as a solid solution, but the conductivity of conventional Li$_x$FePO$_4$ is much lower.

There has been much discussion about how surface area might thermodynamically stabilize the solid solution phase of nanocrystalline Li$_x$FePO$_4$. In a series of X-ray diffraction measurements, some
at elevated temperatures, we found the solid solution phase of Li$_x$FePO$_4$ to be especially robust at room temperature when the material was prepared in nanocrystalline form. Moreover, the consistent phase transition temperature around 200°C was observed, as evidence for the unchanged equilibrium phase diagram by crystallite size. This is consistent with our evaluation on the boundaries of the two-phase mixture of triphylite and heterosite during Li insertion and extraction. Profiles of entropy and enthalpy changes were evaluated by open-circuit voltage measurements. The boundaries were found at $x=0.05$ and 0.95 in the Li$_x$FePO$_4$ with crystal size of 70 nm, similar to the reported values on bulk-Li$_x$FePO$_4$. These are important in practice, because electrochemical lithiation and delithiation at room temperature should remain as a two-phase transformation, even if a solid solution of lithium is present in the initial electrode material.
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Chapter 1

Materials for Rechargeable Lithium Batteries

1.1 Overview

A large amount of fossil fuel is consumed every day to generate electricity and power combustion engines, causing global concern about energy efficiency, greenhouse gas emission, and depletion of natural resources. Consequently, substantial effort has been made to develop renewable energy technology such as solar panels, fuel cells, and electrically powered vehicles. These all require methods for electrical energy storage. Batteries, as devices for storing energy chemically, possess advantages of high portability, high conversion efficiency, long life, and zero exhaust release. They are ideal power sources for portable devices, automobiles, and backup power supplies. Therefore, developing battery technology, particularly rechargeable batteries, has become a key issue for science and industry.

Among the many types of rechargeable batteries, Li-ion batteries have high volumetric and the highest gravimetric energy density, due to its smallest atomic weight of 6.94 g/mol among all metallic elements (despite smallest density of 0.53 g/cm$^3$). They can meet many requirements for products such as electric vehicles and portable electronic devices. Notably, Li$^+$/Li has a very negative standard reduction potential of -3.05 V versus a standard hydrogen electrode (SHE).

A Li-ion battery consists of several electrochemical cells connected in parallel and/or in series to provide a designated capacity or voltage [6]. Each electrochemical cell has two electrodes, the cathode and anode, separated by an electrolyte that is electrically insulating but conductive for Li$^+$ ions. During discharging, when a Li-ion battery works as a galvanic cell, Li$^+$ ions flow internally from the negative electrode (anode) to the positive electrode (cathode), while electrons move externally from the negative electrode to the positive electrode. During charging, or when it works as an electrolytic cell, Li$^+$ ions flow internally from the positive electrode to the negative electrode, while electrons move externally from the positive electrode to the negative electrode to maintain charge
neutral.

1.2 Cell thermodynamics

1.2.1 Thermodynamic parameters in cells

Assuming the cell is in thermodynamic equilibrium, including zero charge exchange, the open-circuit voltage (OCV) \( V(i = 0) \) can be measured. It does not depend on the direction of reaction [7]. According to the first and second laws of thermodynamics, the system has energy

\[
\Delta E = \Delta Q + W = T \Delta S - P \Delta V + W_e,
\]

where \( T, S, P, V \) are temperature, entropy, pressure, and volume of the system, respectively, and \( W_e \) is the electrical work that the cell can provide. Equation 1.1 yields

\[
W_e = \Delta E - T \Delta S + P \Delta V = \Delta G.
\]

The Gibbs free energy \( \Delta G \) represents the maximum amount of work, and can be extracted from an open-circuit measurement of potential \( V \),

\[
\Delta G = W_{\text{max}} = -nFV,
\]

where \( n = 1 \) for Li\(^+\)/Li pair, and \( F \) is the Faraday constant of a mole of charge. \( F = eN_A = 96485 \, \text{C} \) (or 26.8 Ah), where \( N_A \) is the Avogadro constant. From Eq. 1.3, the chemical potential change \( \mu \) can be obtained

\[
\mu = \frac{\partial G}{\partial n}|_T = -eV.
\]

Assuming \( dP = 0 \), and replacing molar fraction by composition \( x = n/N_A \), it gives

\[
dG = -FVdx - SdT.
\]

With Maxwell relations, this yields

\[
\frac{\partial S}{\partial x}|_T = F\frac{\partial V}{\partial T}|_x,
\]

and

\[
\frac{\partial H}{\partial x}|_T = -FV + T \frac{\partial S}{\partial x}|_T = -FV + TF\frac{\partial V}{\partial T}|_x.
\]

Equations 1.6 and 1.7 relate basic thermodynamic functions to electrochemical parameters. For example, a change of the entropy difference between the two electrodes with Li\(^+\) concentration is
proportional to the change of how the open-circuit voltage depends on temperature at a fixed state of charge.

1.2.2 Gibbs phase rule in cells

The Gibbs phase rule of thermodynamics can be applied to battery cells, provided the system is under thermodynamic equilibrium. The number of degrees of freedom $f$ is given by

$$f = c - p + 2,$$

where $c$ is the number of components and $p$ is the number of coexisting phases. Most often, the lithium intercalation in the electrode is a two-component system ($c = 2$), the Li$^+$ ions and the host structure. Therefore, if giving a single phase ($p = 1$), besides temperature ($T$) and pressure ($P$), there is only one more degree of freedom ($f = 3$). Thus the chemical potential $\mu$ (or OCV) has to be a function of $T$, $P$, and composition $x$. In the case of a two-phase mixture, there is no more independent degree of freedom besides $T$ and $P$ ($f = 2$), so all thermodynamic functions such as $\mu$, $S$, or $H$ should remain constant with composition $x$ under a fixed $T$ and $P$.

1.3 Cell kinetics

1.3.1 Arrhenius relation

It was Arrhenius who first found that general reaction kinetics have exponential dependence on $1/T$, and proposed the form

$$k = k_0 \exp(-Q_A/k_B T), \tag{1.9}$$

where $Q_A$ is usually called the activation energy, or standard internal energy of activation. It only has a difference of $\Delta PV$ compared to the standard enthalpy of activation, $\Delta H$ (i.e., they become the same when $\Delta PV$ is ignored). $k_0$ is the attempt frequency factor. This prefactor can also be included in the product $k'_0 \exp \Delta S/k_B$, which involves the standard entropy of activation, $\Delta S$. Thus the Arrhenius equation (Eq. 1.9) can be recast as

$$k = k'_0 \exp(-\Delta G/k_B T), \tag{1.10}$$

where $\Delta G$ is the standard Gibbs free energy of activation [8]. Equation 1.10 is an equivalent statement of Eq. 1.9, an empirical interpretation of reaction kinetics.
1.3.2 Nernst equation and Tafel equation on electrodes

For an electrode reaction, equilibrium is described by the Nernst equation,

$$E = E_0 + \frac{RT}{nF} \ln \frac{C_o}{C_r}$$  \hspace{1cm} (1.11)

where $C_o$ and $C_r$ are bulk concentrations of the cathodic and anodic components in the electrode. This equation says that if all steps have facile kinetics and are chemically reversible, the electrode potential and the surface concentrations of the initial reactant and final product are in local Nernstian balance at all times, regardless of the current flow [8]. Many systems satisfy these conditions.

The dependence of current on potential is often complicated. As for overpotential, one empirical relation is known as Tafel equation:

$$\eta = a + b \log i$$  \hspace{1cm} (1.12)

where $\eta$ is the overpotential, difference between the actual potential and thermodynamically determined reduction potential.

1.3.3 Marcus theory of electron transfer

The field of electron transfer has been developed quickly since the 1940s. Compared to many other chemical reactions, the electron transfer process happens fast, without breaking and forming chemical bonds. The earliest experimental observations were explained by the Franck-Condon principle, which is used widely to interpret excitation spectra of vibronic quantum states. According to this principle, the nuclear coordinates must fluctuate into a suitable configuration from the reactant to the product. Marcus proposed that the potential energy curves for the reactant and the product intersect, and with the electronic coupling, charge transfer happens in a radiationless, or isoenergetic way.

Let $q$ be the reaction coordinate. The free energies of the reactant R and product P depend quadratically on the reaction coordinate:

$$G_R(q) = \left(\frac{k}{2}\right)(q - q_R)^2$$  \hspace{1cm} (1.13)

$$G_P(q) = \left(\frac{k}{2}\right)(q - q_P)^2 + \Delta G$$  \hspace{1cm} (1.14)

where $q_R$ and $q_P$ are the coordinates for the reactant and product in equilibrium, and $k$ is a proportionality constant (e.g., a force constant for changing the bond length). $\Delta G$ is the free energy difference between R and P under their equilibrium conditions.

According to the Franck-Condon principle, charge transfer only occurs at the intersection of free energy curves of R and P, where the nuclear coordinate becomes $q^*$. The free energies at the
transition state are

\[
G_R(q^*) = \frac{k}{2}(q^* - q_R)^2, \quad (1.15)
\]

\[
G_P(q^*) = \frac{k}{2}(q^* - q_P)^2 + \Delta G. \quad (1.16)
\]

Since \(G_R(q^*) = G_P(q^*)\), \(q^*\) can be solved

\[
q^* = \frac{(q_R + q_P)/2 + \Delta G/k(q_P - q_R)}{2}, \quad (1.17)
\]

the free energy of activation for the reaction from R to P relative to \(G_R(q_R)\) is given by

\[
\Delta G^*_r = G_R(q^*) = \frac{\lambda}{4}(1 + \frac{\Delta G}{\lambda})^2, \quad (1.18)
\]

where \(\lambda = \frac{k}{2}(q_P - q_R)^2\) is the critical parameter called the reorganization energy, representing the energy needed to transfer the nuclear configurations in the reactant to those of the product state.

### 1.3.4 Fick’s laws

Mass transfer to an electrode is governed by the Nernst-Planck equation, in addition to Fick’s first law of diffusion,

\[
J_i(x) = -D_i \frac{\partial C_i(x)}{\partial x} - \frac{z_i F}{R T} D_i C_i \frac{\partial \phi(x)}{\partial x} + C_i v(x), \quad (1.19)
\]

where \(J_i(x)\) and \(C_i(x)\) are the flux (mol·s\(^{-1}\)·cm\(^{-2}\)) and concentration of species \(i\) at distance \(x\) from the surface, \(D_i\) is the diffusion coefficient (cm\(^2\)/s), \(\partial C_i(x)/\partial x\) is the concentration gradient at \(x\), and \(\partial \phi(x)/\partial x\) is the potential gradient. The three terms represent contributions to the flux from diffusion, migration, and convection, respectively [9]. The Einstein relation is derived from Fick’s first law, when only diffusion is considered,

\[
D = \frac{u R T}{z F}, \quad (1.20)
\]

where \(u\) is the ionic mobility, \(z\) is the number of charges per unit, and \(F\) is the Faraday constant. The Einstein relation connects the diffusion coefficient \(D\) and ionic mobility \(u\). Since molar conductivity \(\sigma = z \cdot u \cdot F\), from Eq. 1.20, we have

\[
\sigma = \frac{D z^2 F^2}{RT}, \quad (1.21)
\]

as the general expression for conductivity. In the case of a strong electrolyte, the conductivity \(\sigma\) is the sum of contributions of cations and anions,

\[
\sigma = \mu_+ \sigma_+ + \mu_- \sigma_-, \quad (1.22)
\]
where $\mu_+$ and $\mu_-$ are the number of cations and anions.

For time-dependent diffusion processes, Fick’s second law gives

$$\frac{\partial C_i(x)}{\partial t} = D_i \frac{\partial^2 C_i(x)}{\partial x^2}.$$  

(1.23)

### 1.4 Electrode materials for rechargeable Li batteries

For a secondary battery, not only the redox reactions on both cathode and anode need to be reversible, but also the lithiation and delithiation occurring in the two electrode materials have to be practically reversible. Selecting materials for the two electrodes is largely based on the reversibility concern, as well as thermodynamic stability and electronic/ionic kinetics.

#### 1.4.1 Anode

The earliest rechargeable Li batteries used lithium metal as the anode [10]. However, a passivating layer was found to grow after repeated working cycles of charge and discharge, and the metal surface became uneven. This dendrite problem makes a battery age quickly and even explode if the dendrite makes a short circuit between the electrodes. Li-Al alloys improved safety, but still could not prevent the quick capacity fade [11].

To date, carbon-based materials are the most common negative electrodes used in Li-ion batteries. Graphite was found to be able to host Li in a stable phase with a stoichiometry of LiC$_6$ [12]. The graphite anode was commercialized by Sony in 1991 [13]. The graphite anode has a theoretical capacity of 372 mAh/g, and only 0.1 V difference from a Li$^+$/Li electrode. Replacing lithium metal with graphite not only solves the dendrite problem but also lowers the cost. Recently, in order to improve the lithium diffusion coefficient in carbon, graphene nanospheres and graphene oxide nanosheets were designed with a higher surface-to-volume ratio [14, 15]. The exotic electronic mobility and mechanical properties of graphene are expected to help with the battery performance, but have not been verified yet.

To push the limit of energy density and capacity in carbon-base materials, other anode candidates are also being studied, including metals, alloys, and oxides. For example, the spinel Li$_4$Ti$_5$O$_{12}$ is being investigated for high-power applications. Since its charging potential is 1.55 V higher than Li$^+$/Li, it has no risk of lithium deposition and is safe for fast cycling with a high current. Besides the candidates for lithium insertion, there are also conversion-type materials that involve more complicated chemical reactions than Li intercalation into the host structure, including the silicon nanowires [16, 17], silicon and germanium nanocrystallites [18, 19], SnO$_2$ on carbon nanosheets [20, 21], and TiO$_2$ on graphene substrate [22]. All show good rate capability as anodes for lithium storage, perhaps because of the short diffusion distances needed for Li insertion into nanostructures.
1.4.2 Cathode

1.4.2.1 Hexagonal TiS\(_2\)

As the earliest cathode for lithium ion cells, TiS\(_2\) has a layered hexagonal structure with open octahedral sites for reversible Li insertion. It was first proposed by Exxon in 1972 \[10\]. This material forms a single phase with lithium concentration over the entire range of Li\(_x\)TiS\(_2\) for 0 \(\leq x \leq 1\) \[23\].

1.4.2.2 Olivine LiMPO\(_4\)

Since then, three major categories of insertion-type cathodes have been developed. The latest category is the lithium polyanionic salt. Among them, lithium metal phosphate, LiMPO\(_4\) (M = Fe, Mn, Co, Ni), with the olivine-type structure, is the best known. The open-circuit voltages are 3.5 V for LiFePO\(_4\), 4.1 V for LiMnPO\(_4\), 4.8 V for LiCoPO\(_4\), and 5.1 V for LiNiPO\(_4\). Even though other transition metal phosphates have higher potentials than LiFePO\(_4\), none showed superior electrochemical reversibility compared to LiFePO\(_4\). Detailed information on LiFePO\(_4\) and the olivine structure are given in the following chapters.

Other classes of polyanion-based cathode candidates include LiMPO\(_4\)F \[24, 25, 26\] and Li\(_2\)MSiO\(_4\) (M=Fe, V, or Co) \[27\]. The lithium iron fluorophosphate (LiFePO\(_4\)F) has the same triclinic crystal structure as tavorite LiFePO\(_4\)OH, in which every two Fe-centered octahedra (FeO\(_4\)F\(_2\)) share a F atom, and every Fe-centered octahedron shares four O atoms with four PO\(_4\) tetrahedra around it. Li, in this structure, diffuses in three dimensions instead of in a one-dimensional channel, as in LiFePO\(_4\). LiFePO\(_4\)F can be synthesized from milling FeF\(_3\) and Li\(_3\)PO\(_4\), or by an “ionotherma” reaction of mixing the same precursors in ionic liquids at controlled temperature \[28\]. LiFePO\(_4\)F showed an electrochemical transition to Li\(_2\)FePO\(_4\)F, giving a capacity close to the theoretical 152 mAh/g. The crystal strain created by lithium intercalation is found to be smaller than LiFePO\(_4\).

The Li\(_2\)FeSiO\(_4\) was reported to be reversible, with a capacity of 140 mAh/g and about 3.0 V discharge voltage \[29\]. Unlike the olivine phosphates, Li\(_2\)FeSiO\(_4\) crystals consist of FeO\(_4\) and SiO\(_4\) tetrahedra. The measured electrical conductivity is however 1000 times smaller than that of LiFePO\(_4\) \[30\].

1.4.2.3 Hexagonal LiMO\(_2\)

The category of cathode materials that has received the most extensive study is the lithium metal oxides, LiMO\(_2\) (M = Co, Mn, Ni, Al). Following the discovery of LiCoO\(_2\) in 1980 \[31\], its successful commercialization brought tremendous attention to this class of material. Similar to TiS\(_2\), Li\(_x\)CoO\(_2\) has the hexagonal layered structure (O3) for 0.75 \(\geq x \geq 0.5\), where Li can be hosted between CoO\(_2\) octahedra planes. At \(x \approx 0.75\), a change of electrical conductivity was observed, and vacancies are believed to disorder. Below \(x \approx 0.55\), the structure changes irreversibly to a monoclinic phase.
If all Li can be extracted, Li₄CoO₂ has a theoretical capacity of 274 mAh/g. However, only about half of the capacity is reversible in a practical sense.

LiNiO₂ is difficult to synthesize with controlled stoichiometry, and usually ends up with Li₁₋ₓNiₓO₂ [35]. Moreover, Ni³⁺ is unstable with oxygen, causing occupation of excessive Ni ions on Li sites and a high oxygen partial pressure. These give LiNiO₂ the disadvantages of low lithium kinetics and poor safety.

LiMnO₂ is more environmentally friendly and economical than LiCoO₂. But unlike CoO₂, the hexagonal crystal structure of MnO₂ is impossible to form by conventional solid-state reaction, and the orthorhombic structure is found to be more thermodynamically stable [36]. LiMnO₂ is often obtained from exchanging Li ions with stable NaMnO₂. The metastable Li₀.₅MnO₂ often evolves into a more stable spinel structure [37].

Binary and ternary systems with mixed transition metals showed appealing rate capability and stability. Typical examples include LiCo₁/₃Ni₁/₃Mn₁/₃O₂ [38] and LiNi₀.₅Mn₀.₅O₂ [39]. Reversible capacities of these mixed-metal compounds were reported to be 200 mAh/g over a potential range of 2.5 to 4.5 V vs. Li⁺/Li. Much less capacity fade was observed compared to LiCoO₂ [40].

Recently, various coating processes were used for improving electrochemical performance of the lithium metal oxides. This includes coatings of AlPO₄, SiO₂, and Al₂O₃ nanoparticles on the LiMO₂ to increase cycle life and reduce capacity fade [41, 42, 43]. The reason for such improvement is unclear however. They may decrease the crystal microstrain of LiMO₂, or suppress the exothermic reaction between the electrolyte and the electrode. The coating of Li₂MnO₃ was found to successfully stabilize LiMO₂ cathodes, as the layered xLiₓMnO₃+(1−x)LiMO₂ forms to help achieve a high capacity (> 200 mAh/g) and high working voltage (3.0V – 4.5V) [44].

1.4.2.4 Spinel LiMn₂O₄

An alternative to LiMnO₂ is the spinel LiMn₂O₄ originally proposed in 1983 [45]. When the Li ions move out, it becomes MnO₂ when charged as the cathode. The Mn⁴+/Mn³⁺ ions with a potential of 4.1 V vs. Li⁺/Li provide high stability and power capability. The correlation between its cubic lattice parameter and lithium concentration was investigated [46]. The biggest problem of these spinel cathodes is their capacity fade during cycling, especially at elevated temperatures with the electrolyte of LiPF₆. Dissolution of Mn into the electrolyte is generally considered the main cause. Recently, electrolyte additives, fluorine substitution, and oxide coating were found to largely reduce Mn dissolution [47].

1.4.2.5 Li-S and Li-O₂

For electric vehicle applications, Li-S and Li-air batteries have received much attention. Unlike the major three categories of cathode materials that store charge by Li⁺ insertion (or extraction) in
the host structure, at the Li-S electrode the sulfur continues being reduced by increasing lithium stoichiometry in the form of “polysulfide” Li$_2$S$_n$ molecules (n from 8 to 1) [48, 49]. The Li-S electrode can reach a capacity as high as 1675 mAh/g, although this is at only 2.1 V vs. Li$^+/\text{Li}$. Unfortunately, this electrode has very poor electrical conductivity both in the form of sulfur and Li$_2$S$_n$. There is also a large hysteresis between charge and discharge, and the capacity fades rapidly. Moreover, the electrode material lithium polysulfide was found dissolved in the electrolyte. Carbon coating was reported to help greatly with those deficiencies [50]. Recently, sulfur was coated onto graphene nanosheets, and found to improve cell cycle life and capacity [51].

Similar to the Li-S electrode, a Li-air electrode uses O$_2$ to oxidize Li, forming Li$_2$O$_2$ on the cathode and giving 3.0 V relative to Li$^+/\text{Li}$ [52]. Reversibility of O$_2$ reduction was realized by using a nonaqueous electrolyte [53], but similar to the O$_2$ cathode in fuel cells, a good catalyst is required for oxidizing Li$_2$O$_2$, and this catalyst remains a challenge. Moreover, the system suffers a voltage polarization of 1.5 V in its cycling curve.

1.4.2.6 Rhombohedral FeF$_3$

FeF$_3$, which crystalizes into the ReO$_3$ rhombohedral structure, is the fluoride cathode that has attracted the most attention by far [54]. An early study showed an initial discharge capacity of 140 mAh/g followed by about 80 mAh/g upon cycling [55]. The discharge voltage was at 3.0 V, 0.4 V lower than the reduction potential of FeF$_3$/LiFeF$_2$. Later work showed that carbon coating by ball-milling FeF$_3$ with graphite or carbon nanotubes gave an increased capacity of 600 mAh/g [56, 57]. This indicates further reduction beyond Fe$^{3+}$→Fe$^{2+}$ at FeF$_3$. The reaction mechanism was then investigated by NMR and XRD studies, which found a change from ReO$_3$ structure to the rutile structure during discharge, but many details remained ambiguous [58].

Several other iron compounds were studied over the years, such as KFeS$_2$, FeS$_2$, FePS$_3$, FeOCl, but none showed good reversibility.
Chapter 2

Mössbauer Spectrometry

2.1 General theory of the Mössbauer effect

2.1.1 Resonant scattering

In 1958, Rudolf Mössbauer first observed nuclear resonant scattering in solid Iridium-191 during his doctoral research. He correctly proposed this as recoilless photon emission and absorption by nucleus when atoms are bound in a solid crystal lattice. He won the Nobel prize in physics three years later for the discovery of this “Mössbauer effect”.

The half-life time of the 14.4 keV level of $^{57}$Fe is 97.7 ns. This gives its absorption spectrum a linewidth of $4.67 \times 10^{-9}$ eV from the uncertainty principle relation:

$$\Delta E = \frac{h}{\Delta t},$$

(2.1)

where $h = \hbar/2\pi$ is the Planck constant and $\Delta t$ represents the lifetime of excited nuclear state.

The nuclear recoil energy can be estimated simply from classical mechanics. Emitting a photon with energy $E_p$, an atom decays from its excited state $E_{ex}$ to ground state $E_g$, and the laws of momentum and energy conservation give:

$$M v_f + \frac{E_p}{c} = M v_i,$$

(2.2)

and

$$E_g + \frac{1}{2} M v_f^2 + E_p = E_{ex} + \frac{1}{2} M v_i^2,$$

(2.3)

where $M$ is the atomic mass, and $v_i$ and $v_f$ are initial and final velocities of the atom in motion. From Eq. 2.2, the recoil energy $E_r$ can be obtained:

$$E_r = \frac{1}{2} M (v_f - v_i)^2 = \frac{E_p^2}{2 Mc^2},$$

(2.4)
which is 0.002 eV for $^{57}$Fe. From Eq. 2.3, we have:

$$E_{ex} - E_g - E_p = \frac{1}{2} M (v_f^2 - v_i^2) = \frac{1}{2} M (v_f - v_i)(v_f - v_i + 2v_i) = \frac{E_p^2}{2Mc^2} - \frac{v_i}{c}E_p .$$

(2.5)

To realize resonant emission (and absorption, with similar expressions to emission), the energy difference between the nuclear excited state and the ground state should be accurate to be within $\sim 10^{-8}$ eV (from Eq. 2.1) the same as the photon energy. The left-hand side of Eq. 2.5 should go to zero within the quantum uncertainty of $10^{-8}$ eV. One would try to compensate the recoil energy with a Doppler energy shift, $\frac{v_i}{c}E_p$. For $^{57}$Fe with excitation energy of 14.4 KeV and recoil energy of 0.002 eV, $v_i$ needs to be 41.7 m/s. This may not be too difficult to achieve, but the large energy uncertainty caused by Doppler broadening could also deteriorate nuclear resonance, since its natural linewidth only has a magnitude of $10^{-8}$ eV. Rudolf Mössbauer was the first to realize that the first term of Eq. 2.5 on the right-hand side could go to zero when $M$ is infinitely large (i.e., the nucleus is bound in a crystal).

Lattice vibrations are essential for understanding recoilless γ-ray scattering. In 1907, Einstein first explained the decrease of the specific heat in solid crystals by assuming the crystal consists of atomic harmonic oscillators with vibrating frequency $\omega_E$. Debye improved the theory by introducing a continuum of oscillator frequencies with a distribution function $c(\omega)$. The lineshape in Mössbauer spectrometry and the recoilless fraction can be deduced from an oscillator model, as described in the next section. This vibrational excitations in solids are “phonon”. Technically, a resonant scattering that involves phonon creation or annihilation is inelastic, and is not the Mössbauer effect. However, synchrotron radiation is able to tune the incident photon energy below and above the nuclear resonance by 100 meV, a typical range of phonon energies. This technique can thus measure the partial phonon density of states (DOS) of the Mössbauer nucleus in the lattice [59, 60, 61].

### 2.1.2 Mössbauer spectrum

In a laboratory Mössbauer spectrometer, photons are emitted from a radioactive source. The incident photon energy is modulated linearly by a mechanical Doppler shift, with constant acceleration or deceleration in both directions:

$$E_v = \frac{v}{c}E_\gamma .$$

(2.6)

Thus a Mössbauer spectrum is constructed by consecutively recording transmitted signals (attenuating photons that are resonantly absorbed) as the photon energy is modulated. The spectrum is usually scaled and plotted by velocities corresponding to the Doppler shift energies. The lineshape in a Mössbauer spectrum can often be described as a Lorentzian or relativistic Breit-Wigner
distribution:

\[ I_E = I_0 + \frac{A}{(E - E_0)^2 + B} \]  

(2.7)

This lineshape is similar to the solution of motion for a classical damped harmonic oscillator. It can also be easily understood in the example of a decaying radiating electromagnetic wave with a lifetime \( \tau \) and a vector potential \( \vec{A}_E \)

\[ \vec{A}_E = \vec{A}_0 \exp(-t/\tau) \exp(-iE_0 t/h) . \]  

(2.8)

Its Fourier transform yields

\[ \vec{A}_E = \frac{\vec{A}_0}{\sqrt{2\pi}} \int dt \exp(-t/\tau) \exp(-iE_0 t/h) \exp(iEt/h) = \frac{\vec{A}_0}{\sqrt{2\pi}} \frac{1}{\Gamma - i(E - E_0)} . \]  

(2.9)

Therefore, the intensity distribution is given by

\[ I_E = \frac{I_0}{2\pi} \frac{1}{(E - E_0)^2 + \Gamma^2} . \]  

(2.10)

This becomes Eq. 2.7 and explains the parameters in Eq. 2.7 above. The recoilless fraction of the scattering is important, and is known as the Lamb-Mössbauer factor

\[ f = \frac{1}{\exp(-k^2 \cdot x^2)} , \]  

(2.11)

where \( \vec{k} \) is the wave vector of the photon, and \( \vec{x} \) is the vector of atomic displacement. The average of \( \vec{k} \cdot \vec{x} \) should be taken over the nuclear lifetime. Equation 2.11 is similar to the Debye-Waller factor in X-ray and neutron scattering. At \( \sim 0 \) K when there is no thermal vibration of lattice, \( f \) goes close to 1. At finite temperatures, \( f \) decreases with increasing temperature.

### 2.1.3 Hyperfine interactions

The positively charged nucleus and the negatively charged electrons are bound strongly by the Coulomb force. Besides that, there are more complicated “subtle” interactions between the nucleus and electrons, often referred to as “hyperfine” interactions, an analogy of the fine structure observed among electrons. The three important hyperfine parameters in the regime of Mössbauer spectrometry, isomer shift, electric quadrupole splitting, and magnetic dipole splitting, are reviewed here.
2.1.3.1 Isomer shift

Isomer shift $E_{IS}$ is a correction of electron density at the nucleus. Energy levels are slightly shifted when a point-charged nucleus is considered as a “finite-sized” sphere. Coulomb potential of the nucleus thus is changed from $V(r) = -\frac{Ze^2}{r}$ to $V(r < R) = -\frac{Ze^2}{2R} + \frac{r^2}{2R^2}$. In Mössbauer spectrometry, this results in a shift in the absorption line which is proportional to the difference of transition energies between the source $S$ and absorber $A$, given by

$$E_{IS} = c \frac{E_p}{5E_p^2} (E_{cx}^S - E_{cx}^A) - \psi^2 \left( \psi^2 (0) - \psi^2 (0) \right) ,$$

where $|\psi^2(0)|$ is the relative electron density at the nucleus ($r = 0$). The electrostatic interaction at $r = 0$ is determined by integration of product of the nuclear charge density and the electron charge density. Wave function of $s$ electrons is radially isotropic, thus gives large overlap for its interaction with the nuclear charge. On the other hand, $p$ electrons and $d$ electrons do not concentrate at $r = 0$, so their contributions to isomer shift are relatively smaller.

The relative isomer shift of $^{57}$Fe versus $^{57}$Co/Rh is -0.1 mm/s, and a Mössbauer spectrum is usually plotted with reference to bcc-Fe instead of Co/Rh source (as if “true” drive velocity). Besides a relative energy shift between a specific pair of radioactive source and absorber, values of isomer shift also depend on valence and spin state, and bonding of the target atoms in the specimen. Determination of its valence state and spin configuration from a Mössbauer spectrum is often reliable and straightforward. For example, high-spin Fe$^{2+}$ (ferrous iron) has a range of isomer shift between 0.7 and 1.5 mm/s, while range of high-spin Fe$^{3+}$ (ferric iron) spans from 0.3 to 0.6 mm/s [62, 63]. Even though Fe$^{2+}$ and Fe$^{3+}$ have the same $s$ electron configuration, their $d$ electrons help with shielding charge from outer shell $s$ electrons at the nucleus, and their different $3d$ electron configurations result in different isomer shifts. Determining the change of the bonds and ligands of Fe atoms is also possible from the isomer shift, especially with references from the literature and databases. The isomer shift is influenced by different $\sigma$ or $\pi$ acceptance strength of surrounding ligands, ligand coordination, change of covalency, and other phenomena.

The second-order Doppler shift has to be considered when information about isomer shifts is extracted from temperature-dependent measurements. This thermal shift is caused by the slight change of absorber’s mass after absorbing a photon ($\Delta m = E_p/c^2$). This mass change increases dynamics (i.e., velocity quadratic mean) of the absorber at elevated temperatures:

$$E_{2nd} = \Delta \left( \frac{p^2}{2m} \right) = \frac{p^2}{2} \frac{-\Delta m}{m^2} = -\frac{1}{2} \frac{\Delta m}{c^2} E_p .$$

For $^{57}$Fe, $E_{2nd} = -7.3 \times 10^{-4}$ mm/s/K.
2.1.3.2 Electric quadrupole splitting

Electric quadrupole splitting (EQS) is the hyperfine interaction between the nuclear quadrupole moment and the electric field gradient. By expanding the charge potential of the nucleus, the third term after monopole and dipole moment, its electric quadrupole moment $Q$, is nonzero, given by a $3 \times 3$ tensor

$$Q = \frac{1}{4\pi \epsilon_0} \frac{1}{2R^3} \sum Q_{ij} e_i e_j ,$$

(2.14)

where $e_i$ and $e_j$ are unit vectors for Cartesian coordinate system $(i, j = x, y, z)$. When the nucleus is in its excited state with $I > \frac{1}{2}$, the shape of nucleus is not spherical. An elongated nucleus has a quadrupole moment.

The electric field gradient (EFG) of the surrounding electrons is the Laplacian of their overall electric potential, also in the form of $3 \times 3$ tensor, $\partial V/\partial e_i \partial e_j$. When the surrounding charge distribution is not isotropic, the shape of EFG becomes non-spherical. An orientation can be found relative to z axis, so that tensor components $\partial V/\partial e_i \partial e_j$ vanishes for all $i \neq j$. Since the electrostatic potential must satisfy the Laplace’s equation

$$V_{xx} + V_{yy} + V_{zz} = 0 ,$$

(2.15)

and assuming $|V_{xx}| \leq |V_{yy}| \leq |V_{zz}|$, only two independent variables, $V_{zz}$ and $\eta$, are needed. The asymmetry parameter $\eta$ is

$$\eta = (V_{xx} - V_{yy})/V_{zz} .$$

(2.16)

The interaction between the nuclear quadrupole moment $Q$ and the EFG is described by the Hamiltonian

$$H_{EQS} = eQV_{zz} \frac{3I_x^2 - I(I+1) + \eta(I_x^2 - I_y^2)}{4I(2I-1)} .$$

(2.17)

For $^{57}$Fe and other isotopes with a nuclear spin transition from $I = \frac{1}{2}$ to $I = \frac{3}{2}$, $Q$ of ground state is zero. Only the excited state has different eigenvalues for the Hamiltonian in Eq. 2.17, which split the energy for resonant absorption into two lines, with the difference between them

$$E_Q = \frac{1}{2} eQV_{zz} \sqrt{(1 + \eta^2/3)} .$$

(2.18)

The separation of the two absorption lines is often referred to as “electric quadrupole splitting” (EQS). As shown in Eq. 2.18, the EQS is largely affected by the asymmetry of EFG. This asymmetry can be caused by different distributions of the electron density from $s,p,d$ electrons, the configuration of valence state, and bonding in the lattice. For example, many experiments show that high-spin ($S = 2$) Fe$^{2+}$ has larger EQS than high-spin ($S = 5/2$) Fe$^{3+}$. According to crystal field theory, the five $3d$ orbital are half filled by the five $3d$ electrons in high-spin Fe$^{3+}$. Adding the sixth electron to
these 3d states increases the asymmetry of the overall charge distribution, which results in a larger EQS for Fe\textsuperscript{2+}.

### 2.1.3.3 Magnetic dipole splitting

A nucleus, either a proton or neutron, has a magnetic moment \( \mu \). When this magnetic moment interacts with the effective magnetic field of surrounding electrons, the “hyperfine magnetic field” (HMF), the nuclear energy levels are split into \((2I+1)\) components. The interaction Hamiltonian is

\[
\mathcal{H}_{HMF} = -\vec{\mu} \cdot \vec{B}_{eff} = -g\mu_N \vec{I} \cdot \vec{B}_{eff} = -g\mu_N B I_z ,
\]

where \( g \) is the nuclear gyromagnetic ratio, \( \mu_N \) is the nuclear magneton, and \( I_z \) is the z-component of nuclear spin \( I \) with possible values of \(-I\), \(-I + 1\), ..., \(I - 1\), \(I\).

### 2.1.4 Dynamical phenomena

#### 2.1.4.1 Valence fluctuation

The EFG can fluctuate as a random function of time either by reversing its direction along z axis or by changing among z, x, and y axes \[64\]. Causes of fluctuations include electron hopping, diffusion of vacancies, atoms, ions or charges, and Jahn-Teller distortion. The electron hopping process (or a polaron hopping process when polarized field from crystal lattice is involved in an ionic solid) usually occurs in a mixed valence compound such as Fe\textsuperscript{2+}/Fe\textsuperscript{3+}, between Fe\textsuperscript{2+} and Fe\textsuperscript{3+}, with a thermal activation. It is often referred to as a “valence fluctuation”. It requires the two types of Fe ions to be in similar or equivalent environment, e.g., center of adjacent corner-sharing or edge-sharing polyhedra with oxygen \[65\]. Also, the Franck-Condon principle in crystal field theory expects a vibronic coupling between two adjacent Fe in which vibrational wave functions spatially overlap significantly.

The nuclear lifetime at the excited state serves the upper limit time scale for this dynamical effect to be observed, \( \sim 100 \) ns for \( ^{57}\)Fe. When the electron hopping is slower than this characteristic time, the nucleus sees each EFG configuration independently. In other words, fluctuations slower than 100 ns are considered static by Mössbauer spectrometry. When the electron hops faster than the time scale from energy of EQS (by uncertainty principle), the nucleus sees a time-averaged EFG at both Fe\textsuperscript{2+} and Fe\textsuperscript{3+}, showing superposed features from the two valences in a Mössbauer spectrum. In the extreme case when hopping frequency is too high, the isomer shift will be an average of the two valences, and the EQS will collapse to a single line if the average is isotropic.
2.1.4.2 Superparamagnetic relaxation

Magnetic nanocrystalline materials often exhibit a dynamical effect of superparamagnetism. An important time scale for HMF in Mössbauer spectrometry is the Larmor precession frequency (or period). The nuclear magnetic moment can choose an orientation with an angle $\theta$ away from the direction of the effective magnetic field $\vec{B}_{\text{eff}}$. The nuclear magnetic moment then precesses in $\vec{B}_{\text{eff}}$. This Larmor precession provides a “clock” with its characteristic frequency. For ferromagnetic bcc $^{57}\text{Fe}$, the characteristic nuclear precession frequency is 34 MHz (30 ns). If the transition rate is lower than the precession frequency, the nucleus will effectively see a static HMF. If the HMF alters faster than the nuclear precession, the nucleus can only see time-averaged fields of several HMFs. In the intermediate region, the spectrum is complex.

Small particles of ferromagnetic materials have a single domain of magnetization. If the particle grows large enough, energy in the external magnetic field exceeds that of forming a domain boundary, and the particle decomposes into smaller domains with different magnetization. In the other extreme when particles become small enough, thermal energy can reverse the magnetization of the entire nanocrystal. The energy required to reverse a magnetization has the form of $\kappa V$, which is the domain volume times an anisotropy energy barrier. The frequency for a spontaneous reversal of magnetization is:

$$f = f_0 \exp\left(-\frac{\kappa V}{k_B T}\right), \quad (2.20)$$

where the prefactor $f_0$ is of order $10^8 - 10^{12}$ Hz. When the crystal size is reduced below a certain range at a given temperature, the flipping frequency $f$ becomes higher than the Larmor frequency. As described above, instead of seeing a HMF from a magnetic ordered structure, the nucleus sees a time-averaged field of zero and shows a Mössbauer spectrum with paramagnetic features. This fast dynamics of reversing magnetization in magnetic nanocrystallites is known as “superparamagnetic relaxation”. Since there is usually a distribution of crystal sizes in a polycrystalline sample instead of a uniform size, only a fraction of the particles gain a frequency higher than needed for superparamagnetism at certain temperature. Therefore, the Mössbauer spectrum of this sample shows different mixtures of both magnetic features and superparamagnetic features at different temperatures. Acquiring Mössbauer spectra at varied temperatures provides a way of estimating the size distribution of the particles.

2.2 Experimental techniques

2.2.1 Sample preparation

For room-temperature measurements, aluminum plates with different thicknesses were used as sample holders. The Al plates have an open window of 1.27 cm in diameter at the center. Fine powder
samples were packed with uniform thickness for $\gamma$-ray beam transmission, and sealed with Kapton tape between the Al plates. The physical thickness of the sample is about the same as that of the Al plate. A more sophisticated approach calculates the needed weight of specimen from multiplication of optimized thickness, window area, and powder density.

If the sample is too thin, there may not be sufficient resonant nuclei, so the absorption remains small and the statistical scatter is relatively large. On the other hand, if the sample is too thick, most of the incident photons can be attenuated and the count rate becomes small. Therefore, optimizing sample thickness is often important in Mössbauer spectrometry. Assuming photon emission from the source is constant, $N$ counts per unit time, the number of transmitted photons drops exponentially with sample thickness $t$, when scattering is off resonance

$$N_{\text{off}} = N \exp(-\overline{\mu} \rho t),$$

(2.21)

where $\overline{\mu}$ (in unit of cm$^2$/g, for 14.4 keV photons) and $\rho$ are the averaged mass attenuation coefficient and density.

$$\overline{\mu} = \sum \frac{m_i}{m_{\text{total}}} \mu_i.$$  

(2.22)

When scattering is on resonance, counts of transmitted photons will further drop by a factor of $f_s a(t)$ due to resonant absorption at target atoms,

$$N_{\text{on}} = N \exp(-\overline{\mu} \rho t) f_s a(t),$$

(2.23)

where $f_s$ is the recoiless fraction at the source. The factor $a(t)$ is given by [66, 67, 68]

$$a(t) = 1 - \exp(-\frac{1}{2} f_s n \sigma) J_0(\frac{1}{2} i f_s n \sigma),$$

(2.24)

where $f_s$ is the recoiless fraction at the absorber, $n$ is the number of resonant nuclei per cm$^3$, and $\sigma$ is the cross section of resonant nuclei. $J_0(x)$ is the zero-order Bessel function with an imaginary argument. Criteria for optimizing sample thickness include largest dip, largest area, or best signal-to-noise ratio (SNR). Only the best SNR is considered here:

$$\text{SNR} = \frac{N_{\text{on}}}{\sqrt{N_{\text{off}}}} = N^{1/2} \exp(-\overline{\mu} \rho t/2) f_s (1 - \exp(-\frac{1}{2} f_s n \sigma) J_0(\frac{1}{2} i f_s n \sigma)),$$

(2.25)

The derivative of SNR with respect to $t$ is expected to go to zero at the optimized thickness $t_0$. However, with the Bessel function in Eq. 2.25, only a complicated dimensionless equation containing $t_0$ can be obtained [67, 68, 69]. Since $J_0(x)$ approaches 1 when $x$ is close to zero, resonant absorption in Eq. 2.25 may be simplified to exponential attenuation. In addition, $f_s$ can be approximated to
1. Eq. 2.25 becomes

$$SNR = N^{1/2} \exp(-\pi \rho t/2)(1 - \exp(-\frac{1}{2} f_a n\sigma)) .$$

(2.26)

Defining $k = f_a n\sigma$,

$$dSNR/dt = N^{1/2} - \frac{\pi \rho}{2} \exp(-\pi \rho t/2) + \frac{\pi \rho + 2k}{2} \exp(-\frac{\pi \rho}{2} - kt) .$$

(2.27)

When $dSNR/dt = 0$,

$$t_0 = -\frac{1}{k} \ln \frac{\pi \rho}{\pi \rho + 2k} = -\frac{1}{f_a n\sigma} \ln \frac{\pi \rho}{\pi \rho + 2f_a n\sigma} .$$

(2.28)

Use natural Fe as an example, where $\pi = 57.08 \text{cm}^2/\text{g}$, $\rho = 7.86 \text{g/cm}^3$, $f_a n\sigma = 0.8 \times 0.022 \times 7.86/55.85 \times 6.023 \times 10^{23} \times 25 \times 10^{-19} \text{cm}^{-1} = 3834 \text{cm}^{-1}$, $t_{Fe,0} = 7.55 \mu\text{m}$. In the case of LiFePO$_4$, where $\pi = 23.69 \text{cm}^2/\text{g}$, $\rho = 3.42 \text{g/cm}^3$, $f_a n\sigma = 621.7 \text{cm}^{-1}$, $t_{LiFePO_4,0} = 45 \mu\text{m}$. In the limit where there are very few target nuclei in the sample, i.e., $f_a n\sigma \ll \pi \rho$, $t_0 \to 0$. This means sample has to be as thin as possible to give a good SNR.

### 2.2.2 Experimental setup

A $^{57}$Co radioactive source from Cyclotron® Co. Ltd was used. It has $^{57}$Co in 7-µm-thick Rh matrix, mounted in an Al holder with a 20 µm Kapton window, with a line width of 0.109 mm/sec and recoilless fraction of 0.78 (data provided by the manufacturer). The intensity was 50 mCi measured in January 2009. The source is attached to the Mössbauer velocity transducer (Wissel® MDU-1200) and moves in a constant acceleration/deceleration motion controlled by a digital function generator (Wissel® DFG-1200).

The spectrometer is configured for transmission, as each photon travels linearly from the velocity transducer through the sample, and into the detector. Two detectors were used for gamma ray detection. The first one is a gas-filled detector with a plexiglass window on a cylindrical Al tube sealed by epoxy. The central anode wire is 0.002-in Au-plated W wire made by California Fine Wire Company. The detector is filled with P10 gas (90% Ar/10% CH$_4$) with a slow flow rate. Ar atoms ionized by incident photons fly to the cathode. Electrons are attracted to the anode wire and generate pulses, proportional to the photon energy. The pulses are shaped and amplified. Methane is used as quenching gas to prevent continuous electric discharge in the counter. A more costly and efficient Si detector (Amptek® XR-100CR) is alternatively used for measuring spectra from small samples. It has a Be window and a PIN (p-doped/intrinsic/n-doped) Si diode, so photons can deplete the intrinsic area and generate electric signals as electrons and holes drift to the electrodes. The detector is cooled by thermoelectric cooling. In the Single Channel Analyzer (SCA), the shaped analog signals are selected by a pair of discriminators and converted to TTL pulses. A multichannel analyzer (MCA) synchronizes counting TTL pulses and Mössbauer drive motion, usually with the
Figure 2.1: Illustration of the Mössbauer spectrometer setup

aid of a microprocessor or microcomputer control. A graphic illustration of the spectrometer setup is shown in Fig. 2.1.

A novel software-simulated MCA was constructed with a National Instruments 32-bit counter and a LabVIEW program. More description can be found in the appendix.

2.2.3 Furnace

A customized furnace was made for acquiring Mössbauer spectra at elevated temperatures, shown in Fig. 2.2. The core of the furnace consists of three pieces of aluminum plates, screw-tightened together with the same opening window at the center of the plates. Samples were sandwiched by Kapton tape in the central Al plate. Two resistive heating sticks (10 ohm each) were glued on one side of the core plates. Temperatures were read from three or four K-type thermocouples taped on the central plate at different positions. Temperature variations were less than 1° when heated to 200°C. The core of the furnace was wrapped with heat-resistant SiO₂ fibers and placed vertically inside a cardboard box with a graphite foil window. A variable DC power supply with a maximum of 20 V was used to heat the parallel-connected resistors.
Figure 2.2: Sketch of the customized furnace used with the Mössbauer spectrometer at high temperatures
Chapter 3
Overview of LiFePO$_4$

3.1 Crystal structure

As the cathode material for lithium-ion batteries, LiFePO$_4$ has several advantages over many commercialized cathodes. It is made from elements that are abundant in nature, which lowers the manufacturing cost. It can be reversibly discharged at 3.45 V with a gravimetric capacity of 170 mAh/g, giving high energy density. It is stable against overcharge and has a long cycle life. Moreover, disposing it generates no contamination to the environment.

In nature, Li(Fe,Mn)PO$_4$ crystalizes in orthorhombic structure in space group $pnma$ (# 62) and is known as triphylite (denoted T). Its X-ray diffraction pattern is shown in Fig. 3.1. By Rietveld refinement, the lattice parameters of this olivine-type structure are $a = 10.33 \, \text{Å}$, $b = 6.01 \, \text{Å}$, $c = 4.69 \, \text{Å}$, and the unit cell volume is $V = 291.2 \, \text{Å}^3$. The structure consists of corner-shared FeO$_6$ octahedra in the $bc$ plane, edge-shared LiO$_6$ octahedra parallel to $b$-axis, and corner-shared PO$_4$ tetrahedra [70, 71]. Upon lithium extraction from the electrode, LiFePO$_4$ is oxidized to become FePO$_4$:

$$LiFe(II)PO_4 \rightarrow Fe(III)PO_4 + Li^+ + e^-,$$

with the Fe valence changing from Fe$^{2+}$ to Fe$^{3+}$. FePO$_4$ (denoted H, for its mineral name heterosite) has the same olivine structure with lattice parameters $a = 9.81 \, \text{Å}$, $b = 5.79 \, \text{Å}$, $c = 4.78 \, \text{Å}$, and unit cell volume $V = 271.5 \, \text{Å}^3$ obtained from its XRD pattern (Fig. 3.2). From LiFePO$_4$ to FePO$_4$, the volume of the unit cell is changed only by 6.77%. The good reversibility of LiFePO$_4$ is largely attributed to this small change of its crystal lattice upon lithiation and delithiation.

Since the O atoms are strongly bonded with both Fe and P atoms in both triphylite and heterosite, olivine LiFePO$_4$ has an outstanding stability compared to hexagonal LiCoO$_2$, even up to 400$^\circ$C. This is evident in the in situ LiFePO$_4$ Raman spectra in Fig. 3.3. The high-frequency peaks in the Raman spectra of LiFePO$_4$ correspond to vibrational modes of the P-O bonds, which have no visible change at elevated temperatures up to 400$^\circ$C. The XRD patterns also show no variation when heated.
Figure 3.1: X-ray diffraction patterns of olivine LiFePO$_4$, (a) sample prepared by Argonne National Laboratory [1], (b) commercial electrode by A123® Inc. Diffraction peaks were indexed as the orthorhombic crystal structure in $pnma$ space group.

Figure 3.2: X-ray diffraction patterns of FePO$_4$, prepared by chemical delithiation [2]. Diffraction peaks were indexed as the orthorhombic structure in $pnma$ space group.
Figure 3.3: Raman scattering spectra of LiFePO$_4$ acquired at elevated temperatures: (a) 25°C, (b) 200°C, (c) 300°C, and (d) 400°C up to 400°C. The small lattice change between triphylite and heterosite also leads to a modest lattice strain, providing the material excellent cycling performance and high energy efficiency.

3.2 Phase composition

During either charging or discharging, the cathode comprises a two-phase mixture of triphylite and heterosite (T+H) across most of the composition range. The phase transformation occurs through movement of an inter-phase boundary. The two-phase T+H can be expressed as $x$LiFePO$_4$ + $(1-x)$FePO$_4$, where $x$ ($0 \leq x \leq 1$) is an indication of lithium concentration and charged/discharged state.

Upon heating, a phase transition from the two-phase mixture (T+H) to a homogeneous solid solution was discovered at around 200°C by X-ray diffraction [72]. This solid solution has the same olivine structure as triphylite and heterosite, with intermediate lattice parameters [72, 2]. A neutron diffraction study also showed that Fe-O and Li-O bonds have intermediate distances between those of pure LiFePO$_4$ and FePO$_4$ [73]. It appears that there is no long-range order of Li ions in the solid solution phase. The Li$_x$FePO$_4$ solid solution can be quenched and preserved at room temperature for months, due to the slow kinetics of Li diffusion. This made it possible to study the solid solution...
Figure 3.4: Phase diagram of LiFePO$_4$ (T, for triphylite), and FePO$_4$ (H, for heterosite) phases showing their merging to a solid solution (D, for disordered) in a eutectoid system. Figure from published work by Dodd et al. [3]

Figure 3.5: (a) Mössbauer spectra at 25°C of triphylite ($x=1$), heterosite ($x=0$), and two-phase Li$_x$FePO$_4$ with $x=0.8$, 0.6, 0.45, and 0.3. (b) Mössbauer spectra at 25°C of quench solid solution Li$_x$FePO$_4$ with $x=0.8$, 0.6, 0.45, and 0.3
behavior at temperatures below that of the phase transition. Mössbauer spectra of the $\text{Li}_x\text{FePO}_4$ solid solution at 25$^\circ$C in Fig. 3.5 show distinctive local charge configurations of $\text{Fe}^{2+}$ and $\text{Fe}^{3+}$, similar to those of a two-phase mixture.

The phase diagram assessed by XRD and DSC found a eutectoid point around $x=0.6$ [3] (Fig. 3.4). The cluster expansion was used to calculate formation energies of various $\text{Li}$/vacancy and $\text{Fe}^{2+}$/Fe$^{3+}$ configurations in the lattice, to reproduce the phase diagram [74]. Electronic entropy was added to stabilize the eutectoid point around $x=0.6$.

At room temperature, a two-phase mixture of triphylite and heterosite is thermodynamically stable and occupies a wide range of composition. With a spinodal model, X-ray diffraction found that the intermediate $\text{Li}_x\text{FePO}_4 \ (\alpha < x < \beta)$ region consists of two single phases $\text{Li}_\alpha\text{FePO}_4$ and $\text{Li}_\beta\text{FePO}_4$ with $\alpha = 0.032$ and $\beta = 0.962$ [75]. A further investigation by neutron diffraction determined a wider single-phase region with $\alpha = 0.05$ and $\beta = 0.89$ [73]. The solid-solution behavior in the electrochemical curve was seen in nanocrystalline $\text{LiFePO}_4$ and during fast discharging [76, 77]. The phase diagram for $\text{Li}_x\text{FePO}_4$ prepared as nanocrystallites was estimated to change as well [78, 79, 80], but this is not supported by other experimental results [81, 82].

### 3.3 Lithium and electron transport

Lithium diffusion in $\text{LiFePO}_4$ was first reported to be analogous to that in $\text{LiCoO}_2$ and other layered oxides in two dimension [70]. A core-shell model was proposed, as lithium is extracted from a particle surface while the surface area of the interface shrinks [83]. First-principles calculation on Li diffusion coefficients found the most likely paths are the one-dimensional channels along the b-axis with the lowest activation energy of 0.27 eV in the [010] direction [84]. Further computational work with the maximum entropy method confirmed this 1-D diffusion, and proposed the curved pathway of lithium motion through tetrahedral interstitial sites along the [010] direction [85]. Dislocations along the c-axis were found by high-resolution transmission electron microscopy when imaging $ac$ planes [86]. The phase boundary was found to move in the $a$ direction while lithium ions diffuse in the $b$ direction, which contradicts the core-shell model. In another study, particles of single phases (either $\text{Li}_{1-y}\text{FePO}_4$ or $\text{Li}_x\text{FePO}_4$) were observed, and a domino-cascade model was proposed [87]. In this model, when the $\text{Li}_x\text{FePO}_4$ phase nucleates, the phase boundary quickly moves in the $a$ direction (perpendicular to the $b$ direction along which the lithium diffuses).

Experimental work on ionic and electronic conductivity of $\text{LiFePO}_4$ includes AC impedance measurements on crystals grown by a flux method [88], and DC polarization measurements on crystals grown by the optical floating zone method with titanium ion-blocking electrodes [89]. The results indicate an anisotropic ionic diffusion, and an activation energy of 0.6 eV for electronic conductivity in all directions. Small polaron hopping is now believed to be the mechanism of the
Figure 3.6: Galvanostatic cycling of LiFePO$_4$, at C/10 rate shown for the first 3 cycles. The solid line is the voltage profile, and the dashed line is the current.

electronic conductivity in LiFePO$_4$, like many ionic crystals with mixed valent states. Mössbauer spectrometry was used to measure the frequency and activation energy for the thermally activated polaron hopping in mixed Fe$^{2+}$/Fe$^{3+}$ at different states of charge of Li$_x$FePO$_4$ prepared as two-phase mixtures and as solid solutions [90, 5, 2]. The measured activation energies varied from 300 meV to 600 meV, all higher than the DFT calculation on isolated free polaron transport in LiFePO$_4$ and FePO$_4$, in which activation energies of 215 meV and 175 meV were reported, respectively [91]. The coupling between Li ions and electrons was considered responsible for the increase of energy barrier for polarons.

### 3.4 Electrochemical performance

The potential curve of a LiFePO$_4$ cathode during galvanostatic cycling in a half cell (relative to a Li anode) shows a plateau of 3.45 V (Fig. 3.6). As discussed above, this plateau is evident for a two-phase mixture of triphylite and heterosite across a large range of composition during electrochemical lithiation and delithiation. Fast cycling with a high current density did not result in a drop of the voltage plateau as reported in the initial work on this cathode material [70]. With nanocrystalline LiFePO$_4$, the plateau was found to be replaced by a continuous potential variation [76, 77], as LiFePO$_4$ possibly took a solid solution pathway to suppress the energy cost of nucleation [92]. Figure 3.7 shows the evolution of the capacity and energy density of LiFePO$_4$ during cycling.
Figure 3.7: Evolution of the (a) capacity and (b) energy density during charge and discharge (C/10 rate) for the first 9 cycles, tested in a half- cell with LiFePO$_4$ cathode.

After 9 cycles, the cathode stabilized with about 70% capacity and energy density of its theoretical values.
Chapter 4

Synthesis and Strain Study of LiFePO$_4$ and Its Nanocrystallites

Our samples of nanocrystalline Li$_x$FePO$_4$ with the olivine structure were prepared by three different methods. This section describes the synthesis methods, and compares the crystal size and the lattice strain.

4.1 Introduction

Various methods have been adopted to synthesize lithium iron phosphate (LiFePO$_4$) including solid-state reaction, carbothermal reduction, aqueous precipitation, hydrothermal reaction, microwave heating, and pulsed laser deposition. Among them, the most common method is the solid-state reaction, grinding precursors without a solution environment and heating for long duration. Purity, crystalline formation, and crystalline sizes can be controlled during milling or annealing, as reported in several studies previously [70, 93, 94, 95, 96, 97, 1]. More practically, conductive carbon is often added with Li, Fe, and P precursors in solid-state reaction to prepare carbon-coated lithium iron phosphate (LiFePO$_4$/C), for the purpose of improving conductivity of LiFePO$_4$ and reducing ferric impurities.

Similarly, in mechanical attrition taking place in a planetary ball mill (like mechanical alloying) powders of Li, Fe, and P precursors are mixed in the vial in appropriate portions, and balls are added in certain weight ratio to the materials. The vial is sealed under inert gas atmosphere, and rotates vigorously in a high-speed mill to create collisions and stresses between balls and powders or vial and powders. Particles evolve continuously through repeated fracturing to a final state, usually ending up with submicron sizes. Particles are often composed of many nanocrystals, and are found to have large surface area and grain boundaries. However, secondary agglomeration often occurs and can be seen in an electron microscope.

Another practical method of synthesizing LiFePO$_4$ nanoparticles is aqueous precipitation, pro-
viding fine powders with uniform size distribution [98, 99]. LiFePO$_4$ is precipitated from mixed solutions of precursors with a careful control of temperature and pH value. The precipitates are then washed, dried, and annealed to form crystallites. Impurity phases are usually “co-precipitated” with LiFePO$_4$. Some impurity phases were found to be eliminated by adding carbon black or sucrose in the precursors [100, 101, 102, 103].

As described in this chapter, nanocrystalline LiFePO$_4$ was synthesized by both mechanical attrition and by aqueous precipitation. Ball-milling bulk LiFePO$_4$ material results in nanocrystalline triphylite phase with 25 nm crystal size, among the smallest so far reported in the literature.

### 4.2 Experimental

We usually prepared nanocrystalline LiFePO$_4$ by ball-milling bulk-size LiFePO$_4$ into nanoparticles. Samples of LiFePO$_4$ with large crystal sizes were first prepared by mixing iron oxalate (Fe(C$_2$O$_4$)$_2$:2H$_2$O), ammonium dihydrogen phosphate (NH$_4$H$_2$PO$_4$) and lithium carbonate (Li$_2$CO$_3$) in a molar ratio of 1:1:0.5 in a ball mill, dried and reground, followed by annealing at 700°C with flowing N$_2$ gas for 24 hours, as described similarly by Amine et al. [1]. The above synthesis was done for us by Dr. K. Amine, Dr. J. Liu, and Dr. I. Belharouak at Argonne National Laboratory. These bulk-LiFePO$_4$ powders were then ball-milled at 400 rpm in Ar atmosphere to prepare samples of nano-LiFePO$_4$, in either stainless steel (Fe-Cr-Ni) or agate (SiO$_2$) vial and balls. Milling time varies from 2 h to 24 h. Typical ball-to-powder ratios are 5:1, 10:1, and 20:1. Longer time and larger ratios gave smaller crystallite sizes.

An alternative way of preparing nanocrystalline LiFePO$_4$ is a regular solid-state synthesis by annealing. Precursors of LiOH, Fe(C$_2$O$_4$)$_2$:2H$_2$O, NH$_4$H$_2$PO$_4$, and carbon black (super P®) in a molar ratio of 1:1:1:3 were mixed and ground, followed by annealing with flowing N$_2$/H$_2$ mixed gas at 600°C or 700°C. Crystals grow during annealing, and the size can be controlled by varying annealing time, ranging from 5 h to 18 h. The added carbon black helps reduce Fe$^{3+}$ and coats LiFePO$_4$ nanoparticles to reach higher conductivity. This synthesis was done for us by Dr. Steven Kaye and Dr. Mark Bailey at Wildcat Discovery Technologies.

We synthesized nano-LiFePO$_4$ by precipitation following a modification of procedures described by Delacourt et al [99]. Precursors of FeSO$_4$, H$_3$PO$_4$, and LiOH were mixed in aqueous solution in a molar ratio 1:1:3 to reach an optimized pH value of 7.3. Dimethyl sulfoxide (DMSO) was then added to the solution. Nanocrystalline LiFePO$_4$ precipitated after heating the solution to 108°C.

The two-phase mixture of nano-Li$_x$FePO$_4$ was obtained by chemically delithiating LiFePO$_4$ with K$_2$S$_2$O$_8$ in an aqueous solution, or with NO$_2$BF$_4$ in an acetonitrile solution.

A PANalytical X’pert PRO X-ray diffractometer (XRD) with Cu K$_\alpha$ radiation, a ZEISS 1550 VP field-emission scanning electron microscope (FE-SEM), and a Tecnai F30 transmission electron
microscope (TEM) were used to determine microstructure, phase compositions, and material morphology. Rietveld analysis with the software package Philips X’pert Plus was used to determine lattice parameters, strains, and crystal sizes.

4.3 Results

Samples prepared by mechanical attrition of larger crystals of LiFePO$_4$ into nanocrystals, and then delithiated were named Sample A. Figure 4.1 shows XRD patterns of two-phase Li$_{0.5}$FePO$_4$ with 3 different crystal sizes (300 nm, 70 nm, and 25 nm). Samples with about 300 nm particles are from partly delithiated bulk-LiFePO$_4$ before ball-milling (Fig. 4.1(a)). Samples with an averaged crystal size of 70 nm were obtained by ball-milling for 3 h at 400 rpm with a 10:1 weight ratio (Sample A1, Fig. 4.1(b)). Samples with an averaged crystal size of 25 nm were obtained by ball-milling for 5 h at 400 rpm with 20:1 ball-to-powder weight ratio (Sample A2, Fig. 4.1(c)). Stainless steel vial and balls were used and milling was done under Ar gas to protect the powder from oxidation. For ball-milled nanoparticles, the characteristic crystal sizes were confirmed by refining XRD patterns and using the Hall-Williamson method [104] to interpret the X-ray line broadening. Figure 4.2 shows the agglomeration of nanocrystallites, with powder particles with a range of 0.5 – 1 µm.

The series of XRD patterns shown in Fig. 4.3 are LiFePO$_4$ from milling with agate vial and balls. A ball-to-powder weight ratio of 5:1 and milling speed of 400 rpm were chosen. Crystal size was controlled by varying milling time. After 24 h, a lower limit of 36 nm was achieved. However, by using agate milling media, XRD and Mössbauer spectrometry found impurity phases after chemically delithiating the ball-milled triphylite samples.

Figure 4.4 presents XRD patterns of LiFePO$_4$ from a direct solid-state synthesis. Varying annealing time and temperature results in different sintered crystal sizes. Samples with crystal size > 150 nm were annealed at 700°C for 18 h (Fig. 4.4(a)). Samples with 80 nm crystal sizes were annealed at 600°C for 10 h (Sample B1, Fig. 4.4(b)). Samples with 70 nm crystal sizes were annealed at 600°C for 5 h (Sample B2, Fig. 4.4(c)). Their characteristic crystal sizes were confirmed from peak width in XRD patterns and morphology in SEM images. Carbon impurities can also be seen in Figs. 4.4(b) and (c).

An XRD pattern from LiFePO$_4$ prepared by precipitation is shown in Fig. 4.5(a) (Sample C) and its delithiated two-phase mixture Li$_{0.6}$FePO$_4$ is shown in Fig. 4.5(b). The synthesized LiFePO$_4$ in Fig. 4.5(a) is a pure triphylite phase, also verified by Mössbauer spectrometry. Its mean crystal size is estimated to be 90 nm. However, probably due to some reaction between the amorphous impurity residues and oxidizer NO$_2$BF$_4$, the XRD pattern of the chemically delithiated Li$_{0.6}$FePO$_4$ found identified Fe$^{3+}$ impurities in Fig. 4.5(b).

The lattice parameters, unit cell volume, internal strain, and crystal size of LiFePO$_4$ synthesized
Figure 4.1: XRD patterns of Li$_{0.5}$FePO$_4$ before or after ball-milling LiFePO$_4$, followed by chemical delithiation. (a) Without ball-milling, crystal size is 300 nm, estimated from SEM and TEM. (b) Milled with 10:1 ball-to-powder weight ratio using steel balls and vial, 400 rpm 3 hrs under Ar, crystal size is 70 nm, estimated from XRD and TEM. (c) Milled with 20:1 ball-to-powder weight ratio using steel balls and vial, 400 rpm 5 hrs under Ar, crystal size is 25 nm, estimated from XRD and TEM.
Figure 4.2: SEM images of Li$_{0.5}$FePO$_4$ with characteristic particle size of (a) 300 nm (before ball-milling), (b) 70 nm (after ball-milling), and (c) 25 nm (after ball-milling)
Figure 4.3: XRD patterns of LiFePO$_4$ before and after mechanical attrition with agate (SiO$_2$) balls and vial. Ball-to-powder weight ratio was 5:1 and crystal size can be controlled between 300 nm and 36 nm. Materials prepared with agate milling media, unfortunately, had impurity phases after chemical delithiation.

Figure 4.4: XRD patterns of LiFePO$_4$ synthesized from solid-state reaction by annealing at (a) 700°C for 18 h, (b) 600°C for 10 h (Sample B1), and (c) 600°C for 5 h (Sample B2)
Table 4.1: Structural characteristics, internal lattice strains, and mean crystal sizes of nano-LiFePO$_4$ synthesized by different methods. Samples A1 and A2 were obtained by mechanical attrition. Samples B1 and B2 were synthesized by solid-state reaction. Sample C was prepared by precipitation.

<table>
<thead>
<tr>
<th>Sample</th>
<th>A1</th>
<th>A2</th>
<th>B1</th>
<th>B2</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>b[Å]</td>
<td>5.999</td>
<td>5.984</td>
<td>6.001</td>
<td>5.999</td>
<td>5.994</td>
</tr>
<tr>
<td>V[Å$^3$]</td>
<td>290.401</td>
<td>288.473</td>
<td>290.583</td>
<td>290.339</td>
<td>290.378</td>
</tr>
<tr>
<td>Strain[%]</td>
<td>0.41</td>
<td>0.76</td>
<td>0.35</td>
<td>0.36</td>
<td>0.29</td>
</tr>
<tr>
<td>Crystal size[nm]</td>
<td>70</td>
<td>25</td>
<td>80</td>
<td>70</td>
<td>90</td>
</tr>
</tbody>
</table>

different ways were analyzed using Rietveld refinement and are listed in Table 4.1. There is little difference in the lattice parameters of Sample A1, Sample B1, Sample B2, and Sample C, but Sample A2 (25 nm) has a 0.44% shorter side $a$ and a 0.25% shorter side $b$. Sample A2 also has the largest strain distribution, probably due to the intensive ball milling. Sample C, which was obtained from precipitation in solution without any mechanical treatment, however, has a similar strain distribution to the samples prepared by ball milling.

4.4 Conclusion

LiFePO$_4$ nanocrystallites with the olivine structure were synthesized in three different ways. Mechanical attrition of bulk LiFePO$_4$ material by ball-milling can achieve crystal size as small as 25 nm.
An alternative routine of solid-state synthesis reduces crystal size by heating mixture of precursors at relatively low temperature (∼600°C) with carbon. The third method is precipitation of nano-LiFePO₄ from an aqueous solution. Physical and structural characteristics are similar among all samples, except for Sample A2 which has 25 nm crystal size.
Chapter 5

A Mössbauer Spectrometry Study of Thermally-Activated Electronic Processes in Li$_x$FePO$_4$

The solid solution phase of Li$_x$FePO$_4$ with different Li concentrations, $x$, was investigated by Mössbauer spectrometry at temperatures between 25°C and 210°C. The Mössbauer spectra show a temperature dependence of their isomer shifts (E$_{IS}$) and electric quadrupole splittings (E$_Q$), typical of thermally-activated, electronic relaxation processes involving $^{57}$Fe ions. The activation energies for the fluctuations of E$_Q$ and E$_{IS}$ for Fe$^{3+}$ are nearly the same 570±9 meV, suggesting that both originate from charge hopping. For the Fe$^{2+}$ components of the spectra, the fluctuations of E$_Q$ occurred at lower temperatures than the fluctuations of E$_{IS}$, with an activation energy of 512±12 meV for E$_Q$ and 551±7 meV for E$_{IS}$. The more facile fluctuations of E$_Q$ for Fe$^{2+}$ are evidence for local motions of neighboring Li$^+$ ions. It appears that the electron hopping frequency is lower than that of Li$^+$ ions. The activation energies of relaxation did not have a measurable dependence on the concentration of lithium, $x$.

5.1 Introduction

Olivine-type Li$_x$FePO$_4$ (0 ≤ $x$ ≤ 1) has been investigated as a promising cathode material for lithium ion batteries since 1997 [70]. This material has several attractive properties, such as low cost, a high capacity of 170 mAh/g, a high voltage of 3.5 V vs. Li$^+$/Li, environmental compatibility, and good thermal and chemical stability. Although methods of carbon coating and particle-size reduction have improved the electrical conductivity of practical Li$_x$FePO$_4$ electrode materials [93, 105, 99, 78, 106, 107, 108, 109, 110, 111, 112, 113, 114], low intrinsic electronic conductivity still may be a major challenge. Consistent measurements of intrinsic conductivity have proved difficult, with reported activation energies ranging from 150–1500 meV [106, 107, 115, 116, 117, 118, 119, 120, 121, 89].

A disordered solid solution phase of Li$_2$FePO$_4$ was discovered by in situ X-ray diffractometry
(XRD) at elevated temperatures [72]. This solid solution phase is kinetically stable after quenching to room temperature [3]. A transmission electron microscopy (TEM) study suggested that strain energy helps stabilize this phase during cooling [86]. In related work, the phase boundaries of the unmixed phases at room temperature were determined by neutron diffraction and open circuit voltage (OCV) measurements [73]. An experimental assessment of the phase diagram by XRD showed a eutectoid point around \( x = 0.6 \) and 200°C [3]. This disordered solid solution phase and its eutectoid point have generated considerable interest. The electronic and ionic conductivity of this phase may differ from the equilibrium two-phase mixture. Furthermore, a eutectoid point is not expected for a disordered solid solution dominated by a configurational entropy of mixing. A study of the phonon density of states (DOS) of Li\(_{0.6}\)FePO\(_4\) by inelastic neutron scattering and differential scanning calorimetry (DSC) indicated that the vibrational entropy of mixing was much smaller than the larger configurational entropy of mixing, and probably does not alter the phase diagram qualitatively [122]. On the other hand, first-principles calculations indicated that a eutectoid point can be stabilized by an extra configurational entropy from electronic degrees of freedom [74].

Small polaron hopping is the expected mechanism for electronic conduction in Li\(_x\)FePO\(_4\), as for other ferric/ferrous minerals. In the olivine-type orthorhombic structure of both LiFePO\(_4\) (triphyllite) and FePO\(_4\) (heterosite), there are different distortions of FeO\(_6\) octahedra around Fe\(^{2+}\) sites and Fe\(^{3+}\) sites. These distortions must accompany the motion of charge between Fe ions, a process called “small polaron hopping”, and Li\(^+\) ions may undergo motions in concert with the polarons. Additionally, Li\(^+\) ionic transport has been studied together with surface morphology [123, 124, 125] and magnetic properties [126, 127].

Mössbauer spectrometry is an effective probe of local electronic structure and dynamics in iron compounds. Previous measurements on mixed-valence materials proved useful for assessing thermally activated electron delocalization between Fe\(^{2+}\) and Fe\(^{3+}\) and relaxation processes [65, 128, 129]. The heterosite-to-triphylite transformation was also studied by Mössbauer spectroscopy during charging and discharging of an electrochemical cell [71], and used for comparing different synthesis procedures [130]. The small polaron hopping process in Li\(_x\)FePO\(_4\) was studied at high temperatures where a narrowing of absorption lines is observed in Mössbauer spectra [90]. A study of valence fluctuations in both Li\(_{0.6}\)FePO\(_4\) two-phase mixtures and disordered solid solutions at elevated temperatures by Mössbauer spectroscopy showed rapid electronic fluctuations in the solid solution phase, but essentially no electronic dynamics in the two-phase mixture [5].

Here we extended the Mössbauer spectrometry results from our previous work [5] to investigate the dependence on Li concentration of valence and electric field gradient (EFG) fluctuations in the solid solution phase of Li\(_x\)FePO\(_4\) (with different values of \( x \)) between 25°C and 210°C. Activation energies for the relaxations of isomer shifts and electric quadrupole splittings were obtained for both Fe\(^{2+}\) and Fe\(^{3+}\). These were helpful for identifying a second source of fluctuations in Fe\(^{2+}\)
that is independent of charge hopping. We suggest it originates with local motions of Li$^+$. Using this physical information with the Nernst-Einstein relations, intrinsic electronic and ionic conductivities were assessed from the hopping frequencies. The composition dependences of these activated processes were weak.

### 5.2 Experimental

Powders of LiFePO$_4$ were prepared by a solid-state reaction as described in previous work [1]. Two-phase mixtures of heterosite (FePO$_4$) and triphylite (LiFePO$_4$) were obtained by a chemical delithiation reaction using potassium persulfate (K$_2$S$_2$O$_8$) in an aqueous solution [3]. By altering the molar ratios of the reactants, four compositions were prepared: Li$_{0.3}$FePO$_4$, Li$_{0.45}$FePO$_4$, Li$_{0.6}$FePO$_4$, and Li$_{0.8}$FePO$_4$ ($x = 0.3, 0.45, 0.6, 0.8$). Disordered solid solutions were obtained by heating these materials for 12 hours at 380°C in vacuum-sealed glass ampoules, followed by quenching to room temperature. X-ray diffraction (XRD) patterns were obtained for all samples with a PANalytical X’pert PRO X’Celerator diffractometer using Cu K$\alpha$ radiation. The diffraction patterns showed that the quenched samples retained the high temperature disordered solid solution phase, which had good stability at room temperature. (The quenched sample of Li$_{0.3}$FePO$_4$ contained some heterosite phase, however.) Rietveld analyses with the software package Philips X’pert Plus were used to determine lattice parameters and phase fractions. Samples were examined by XRD at the intermediate steps of preparation, and before and after Mössbauer spectrometry measurements at elevated temperatures.

Mössbauer spectrometry was performed with samples mounted and heated in a small electrical resistance furnace at fixed temperatures. The Mössbauer spectrometer was a conventional constant acceleration system with a $^{57}$Co (in Rh) $\gamma$-ray source. Spectra were acquired for 12 hours at each temperature and again after cooling, to ensure that heating did not change the spectra measured at 25°C. These are measurable differences in the room temperature Mössbauer spectra of the two-phase mixture and the quenched samples for a particular composition x. These differences were consistent between samples, and did not change after annealing the samples at a temperature of 160°C for 10 hours, for example. Velocity and isomer shift calibrations were performed with reference to room-temperature $\alpha$-Fe spectra. Quadrupole splitting ($E_Q$) distributions were analyzed by the method of Le Caër and Dubois [4] as a continuous function in the range 0 to 7 mm/s. A correlation between the isomer shift and $E_Q$ distribution was assumed, with parameters determined by the best fits of the recalculated spectra to measured spectra.
5.3 Results

Figure 5.1 shows XRD patterns measured at 25°C for both two-phase mixtures of heterosite and triphylite, and for disordered solid solutions. All are similar to those reported previously [3, 87]. The phase diagram of FePO$_4$ – LiFePO$_4$ shows stable solid solutions above 350°C, but by rapid quenching this high-temperature equilibrium state can be retained at room temperature with good stability owing to slow atomic diffusion [3]. The solid solution has the same olivine structure as the triphylite and heterosite. The XRD patterns of the quenched solid solutions are consistent with patterns measured in situ at high temperatures [72]. In addition to the consistency of Mössbauer spectra of quenched samples, before and after annealing, further evidence for the stability of the samples is shown in Fig. 5.2. Lattice parameters of Li$_{0.45}$FePO$_4$ and Li$_{0.8}$FePO$_4$ solid solutions do not change after a 10-hour annealing at 160°C. However, heating above 210°C for 12 hours caused irreversible changes in the state of the material (except for $x = 0.6$), so our in situ Mössbauer spectrometry measurements were confined to temperatures of 210°C and below. The refinement results presented in Fig. 5.2 show a monotonic change of lattice parameters with Li concentration. Instead of straight lines, the concave-downwards curvature of lattice parameters, especially for the more robust results for the a-axis and b-axis, are distinctly different from a linear combination of two-phase mixtures. Although these XRD and Mössbauer results do not rule out some clustering of Li$^+$ or vacancies in the high-temperature solid solution phase, they do indicate that the clustering does not change at the lower temperature of our in situ measurements. Quenched samples can therefore be used to study disordered solid solutions at low and intermediate temperatures, without any observable changes in the structure.

Owing to the different distortions of the FeO$_6$ octahedra and the different valences of Fe$^{3+}$ and Fe$^{2+}$, different electric field gradients (EFG) and isomer shifts (IS) are found for Fe$^{3+}$ and Fe$^{2+}$. Mössbauer spectra of FePO$_4$ (heterosite with Fe$^{3+}$) and LiFePO$_4$ (triphylite with Fe$^{2+}$) at 25°C are shown in Fig. 5.3(a). These two spectra each show one quadrupole splitting, larger for the Fe$^{2+}$ in triphylite than the Fe$^{3+}$ in heterosite. Spectra of the other two-phase mixtures are approximately linear combinations of these two doublets. Spectra of the corresponding quenched solid solutions are shown in Fig. 5.3(b), and spectra of two-phase mixtures at 210°C are shown in Fig. 5.3(c). The spectra of the two-phase mixtures show little temperature dependence from 25°C to 210°C.

Figure 5.4(a) and (b) show quadrupole splitting (E$_Q$) distributions of heterosite and triphylite spectra at 25°C obtained with the fitting method of Le Caër and Dubois [4]. Both exhibit an approximate Gaussian distribution around a mean quadrupole splitting, associated with one doublet in their spectra (seen in Fig. 5.3(a)). For the Fe$^{3+}$ and Fe$^{2+}$, the average E$_Q$ are 1.59 mm/s and 2.96 mm/s with isomer shifts (IS) of 0.35 mm/s and 1.26 mm/s, respectively. Figure 5.4(c) and (d) show the E$_Q$ distribution of the Li$_{0.6}$FePO$_4$ two-phase mixture and solid solution at 25°C. These
Figure 5.1: XRD patterns of two-phase mixtures (H+T) and quenched solid solutions (D) of Li$_x$FePO$_4$ at 25°C, with x=0.3, 0.45, 0.6, 0.8
The cross markers show solid solution after annealing to 160°C for 10 hours and cooling to RT in samples with x=0.45 and 0.8.

Figure 5.5 shows Mössbauer spectra of disordered solid solutions with the compositions x = 0.3, 0.45, 0.6, and 0.8 at temperatures from 25°C to 210°C. Each temperature series shows a collapse of the doublets (changes in the Fe$^{2+}$ are the most obvious, and start at the lowest temperatures) and distortions of the spectral lineshapes, indicating a dynamical relaxation process with a time scale within the Mössbauer window of 1 to 100 ns. Interestingly, we did not observe the same phenomena in spectra of two-phase mixtures at 210°C — their spectra showed very little change at elevated temperatures.
Figure 5.3: Mössbauer spectra of (a) triphylite (x=1), heterosite (x=0), and two-phase mixtures of x=0.8, 0.6, 0.45, and 0.3 at 25°C; (b) quenched solid solutions of x=0.8, 0.6, 0.45, and 0.3 at 25°C; (c) two-phase mixtures at 210°C
Figure 5.4: Quadrupole splitting distributions $P(E_Q)$ of (a) heterosite, (b) triphylite, (c) Li$_{0.6}$FePO$_4$ two-phase mixture, (d) Li$_{0.6}$FePO$_4$ solid solution at 25°C temperatures, as shown in Fig. 5.3(c).

For quantitative analyses, the spectra were fitted and smoothed by calculating the correlation matrix between counts in each channel and the $E_Q$ distribution with the software of Le Caër and Dubois [4]. Figure 5.6 shows the change of isomer shift with temperature. For each composition there are two values of IS, corresponding to the two doublets in the spectra. They approach each other as the temperature increases, indicating a rapid hopping of valence electrons between the Fe valence states. At higher temperatures these curves would be expected to merge, but structural changes in the materials caused us to stop data acquisition at 210°C.

Figure 5.7 shows the distribution of the electric quadrupole splitting ($E_Q$) at increasing temperature. For each composition the distribution decreases in velocity (energy) as the temperature increases from 25°C to 210°C. There is a distinct shift of the local maxima in the temperature ranges: 195°C–210°C for $x = 0.8$, 175°C–195°C for $x = 0.3$, 150°C–175°C for $x = 0.45$, and below 150°C for $x = 0.6$. This correlates with the change of $E_{IS}$ values (Fig. 5.6), where $E_{IS}$ of Fe$^{2+}$ and Fe$^{3+}$ have a monotonic increase or decrease with temperature, and a distinct temperature for the onset of the temperature range for changes in $E_{IS}$ for each composition. The onset temperatures for the $E_Q$ relaxations are lowest for Fe$^{2+}$ and for the composition $x = 0.6$. 
Figure 5.5: Mössbauer spectra of solid solutions at elevated temperatures for four compositions: \(\text{Li}_{0.8}\text{FePO}_4\), \(\text{Li}_{0.6}\text{FePO}_4\), \(\text{Li}_{0.45}\text{FePO}_4\), \(\text{Li}_{0.3}\text{FePO}_4\). All spectra were overlaid with fits from the method of Le Caër and Dubois [4].
Figure 5.6: Change of isomer shift (mm/s) of Fe$^{2+}$ (squares) and Fe$^{3+}$ (circles) vs. temperature (°C) fitted from Mössbauer spectra in Fig. 5.5 for the four compositions: (a) x=0.3, (b) x=0.45, (c) x=0.6, and (d) x=0.8.

Table 5.1: Activation energies and pre-factors of relaxation from change of isomer shift energies, $E_{IS}$. $\Gamma_0 = 2 \times 10^{13}$ Hz

<table>
<thead>
<tr>
<th>$x$</th>
<th>valence</th>
<th>$\Delta Q$ (meV)</th>
<th>valence</th>
<th>$\Delta Q$ (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>Fe$^{2+}$</td>
<td>546</td>
<td>Fe$^{3+}$</td>
<td>581</td>
</tr>
<tr>
<td>0.6</td>
<td>Fe$^{2+}$</td>
<td>560</td>
<td>Fe$^{3+}$</td>
<td>560</td>
</tr>
<tr>
<td>0.45</td>
<td>Fe$^{2+}$</td>
<td>554</td>
<td>Fe$^{3+}$</td>
<td>556</td>
</tr>
<tr>
<td>0.3</td>
<td>Fe$^{2+}$</td>
<td>543</td>
<td>Fe$^{3+}$</td>
<td>572</td>
</tr>
<tr>
<td>Avge</td>
<td>Fe$^{2+}$</td>
<td>$(551 \pm 7)$</td>
<td>Fe$^{3+}$</td>
<td>$(567 \pm 10)$</td>
</tr>
</tbody>
</table>

Table 5.2: Activation energies and pre-factors of relaxation from change of quadrupole splitting energies, $E_Q$. $\Gamma_0 = 2 \times 10^{13}$ Hz

<table>
<thead>
<tr>
<th>$x$</th>
<th>valence</th>
<th>$\Delta Q$ (meV)</th>
<th>valence</th>
<th>$\Delta Q$ (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>Fe$^{2+}$</td>
<td>532</td>
<td>Fe$^{3+}$</td>
<td>564</td>
</tr>
<tr>
<td>0.6</td>
<td>Fe$^{2+}$</td>
<td>511</td>
<td>Fe$^{3+}$</td>
<td>571</td>
</tr>
<tr>
<td>0.45</td>
<td>Fe$^{2+}$</td>
<td>510</td>
<td>Fe$^{3+}$</td>
<td>578</td>
</tr>
<tr>
<td>0.3</td>
<td>Fe$^{2+}$</td>
<td>497</td>
<td>Fe$^{3+}$</td>
<td>580</td>
</tr>
<tr>
<td>Avge</td>
<td>Fe$^{2+}$</td>
<td>$(512 \pm 12)$</td>
<td>Fe$^{3+}$</td>
<td>$(573 \pm 6)$</td>
</tr>
</tbody>
</table>
Figure 5.7: Electric quadrupole splitting distribution $P(E_Q)$ of Li$_x$FePO$_4$ solid solution vs. temperature, with (a) $x=0.8$, (b) $x=0.6$, (c) $x=0.45$, (d) $x=0.3$. Solid thick line: 25°C, thin solid line: 150°C, thick dotted line: 175°C, thin dashed line: 195°C, thick dashed line: 210°C. (Only distributions above 150°C are shown for clarity.)
Figure 5.8: Values of quadrupole splitting $E_Q$ obtained from 5.7. Parts (a) and (b) correspond to the Fe$^{2+}$ and Fe$^{3+}$ doublets, respectively, from the two peaks in the quadrupole splitting distribution of Fig. 5.7.
Figure 5.9: Arrhenius plot of $\ln[\Delta E_{IS}(T)]$ and $\ln[\Delta E_{Q}(T)]$ vs. $1/T$ ($10^3 K^{-1}$) using fitted $E_{IS}$ and $E_{Q}$ results of Fe$^{2+}$ and Fe$^{3+}$ from Li$_x$FePO$_4$ solid solutions of four compositions. Activation energies are obtained from the fit lines.
5.4 Discussion

We define a frequency, $\Gamma$, in terms of the energy change measured with the isomer shift and EFG parameters of the Mössbauer spectra: $\Gamma_{IS}(T) = \Delta E_{IS}(T)/\hbar$, and $\Gamma_Q(T) = \Delta E_Q(T)/\hbar$. Figure 5.9 presents graphs of the temperature dependences of these parameters, useful for evaluating parameters of the Arrhenius relationship

$$\Gamma(T) = \Gamma_0 \exp(-\Delta Q/kT).$$  \hspace{1cm} (5.1)

Fits to these data were performed with both $\Gamma_0$ and $\Delta Q$ as free parameters, but $\Gamma_0$ showed variations over a wide range. Instead, for Table 5.1 and Table 5.2 we selected the intermediate value of $\Gamma_0 = 2 \times 10^{13}$, typical of phonon frequencies obtained from phonon DOS curve [122] and Raman spectra [131], which are the expected attempt frequencies for the polaronic charge hopping process.

The activation energies $\Delta Q$ for the temperature-dependent $E_{IS}$ and $E_Q$ for Fe$^{2+}$ and Fe$^{3+}$ give four columns of data in Tables 5.1 and 5.2. The fitting was done at the higher temperatures where the $E_{IS}$ and $E_Q$ showed deviations from their low-temperature values, and it was this deviation that was used for the fit.

The composition dependences in Tables 5.1 and 5.2 are weak. The activation energies for the quadrupole splittings of Fe$^{2+}$ show a monotonic change with $x$ in Fig. 5.9. The composition dependence of the activation energy for Fe$^{3+}$ is smaller and harder to measure. The variation for Fe$^{2+}$ is larger and easier to measure, however. The activation energy for $E_Q$ of Fe$^{2+}$ may show a real compositional trend, with slower dynamics as $x$ increases from 0.3 to 0.8.

Figure 5.8 shows that relaxations of $E_Q$ for Fe$^{2+}$ occur at relatively lower temperatures than the relaxations of $E_{IS}$ shown in Fig. 5.6. It is curious that the activation energy of $E_Q$ for Fe$^{2+}$ is lower than the activation energy for $E_{IS}$ of Fe$^{2+}$ (Tables 5.1 and 5.2). The difference is significant experimentally, however, and is therefore important to consider in models of electronic processes.

The activation energy for $E_{IS}$ of Fe$^{2+}$ may be lower than for Fe$^{3+}$, but the trend is not robust statistically. We expect that the activation energy for charge hopping should be the same for Fe$^{2+}$ and Fe$^{3+}$ because charge hopping involves both ions.

We suggest that there is an additional electronic process involving Fe$^{2+}$ that contributes measurable fluctuations in its EFG. The simplest viewpoint is that this process is independent of the mechanism of charge hopping, so its fluctuations add to the fluctuations from charge hopping. This explanation adequately accounts for the trends in the experimental data — Fig. 5.8 shows that $E_Q$ for Fe$^{2+}$ begins to relax at a lower temperature than $E_Q$ for Fe$^{3+}$. The $E_Q$ for Fe$^{2+}$ may be starting to reach a plateau for the intermediate composition $x = 0.6$ (and $x = 0.45$). The relaxations of $E_{IS}$ for Fe$^{2+}$ shown in Fig. 5.6 (top curves) are relatively small, and do not seem significantly different from those of $E_{IS}$ for Fe$^{3+}$. Measuring an activation energy from these small changes is not reliable, so the accuracy is low for the activation energies of the isomer shift data in Table 5.1 for Fe$^{2+}$. 

Nevertheless, the changes in $E_Q$ for Fe$^{2+}$ are large and easy to measure reliably, and the peak from Fe$^{2+}$ in the plots of $P(E_Q)$ of Fig. 5.7 is seen to change at the lowest temperatures.

A physical process consistent with this simplest viewpoint of an additional electronic process is that the local environment of an Fe$^{2+}$ ion is affected by the dynamics of a neighboring Li$^+$ ion. On the other hand, the Fe$^{3+}$ ions are less affected because the Li$^+$ ions are not so often in their immediate vicinity. Evidently the Li$^+$ dynamics begin to cause fluctuations in $E_Q$ for Fe$^{2+}$ at lower temperatures than does the charge hopping processes, consistent with a picture where Li$^+$ ions shuttle between two sites that are both nearest-neighbors of an Fe$^{2+}$ ion. Because the Li$^+$ ion does not leave the neighborhood of the Fe$^{2+}$ ion, the isomer shift is not altered significantly, although the dynamical distortions of the environment may alter $E_{IS}$ somewhat. The EFG is sensitive to the orientation of the charge distortion, which changes as the Li$^+$ shuttles between adjacent sites. A quantitative interpretation of the experimental data would require an advanced model [64], with parameters that probably cannot be determined uniquely with the present data. For example, it is not known how many Fe$^{2+}$ ions are affected by the Li$^+$ dynamics, or how these effects extend to the higher temperatures where charge hopping becomes important.

We can, however, use this information on the relaxations of Fe$^{3+}$ to gain understanding of the charge transfer process. The activation energies for $E_{IS}$ and $E_Q$ are very similar, suggesting that both originate from the charge transfer process. Averaging these activation energies for Fe$^{3+}$ gives $570\pm9$ meV. This is larger than the calculated activation energy for hopping of a simple polaron [74, 84], and suggests that charge transport in Li$_x$FePO$_4$ requires other activations. We suggest that the correlation to Li$^+$ ion dynamics is responsible for a larger activation energy. This does not necessarily mean that individual electrons and ions move together. In fact, if charge transfers occur between neighboring FeO$_6$ octahedra, the two are not in equivalent positions with respect to Li$^+$ sites on one a-plane (although there are equivalent sites on the next Li$^+$ layer). The three-dimensional configuration of Li$^+$ ions and vacancies allows some independence of electronic and ionic conductivity. It should also be mentioned that Mössbauer spectrometry is sensitive to averages of the residence times of Li$^+$ ions and Fe valence on the different crystallographic sites, so less-favorable configurations (i.e., Li$^+$ near Fe$^{3+}$) contribute less to the spectra even though such configurations could occur during thermal activation. In other words, a Li$^+$ ion may pass near Fe$^{3+}$, but if it passes quickly, the Fe$^{3+}$ doublet in the spectrum will be little affected.

With the physical pictures above, we can use the Nernst-Einstein relation to convert the jump frequencies for charges and ions into electronic and ionic conductivity, respectively. Using the data of Tables 1 and 2 for Fe$^{3+}$, for all compositions we find an electrical conductivity $10^{-10}$ to $10^{-9}$ S/cm if we extrapolate the results to 25°C. As noted earlier, a faster jump frequency is found for the quadrupole splittings of Fe$^{2+}$. This implies a conductivity $10^{-8}$ to $10^{-9}$ S/cm if we extrapolate to 25°C. This does not correspond precisely to an ionic conductivity because the ionic motions that
alter the Fe$^{2+}$ hyperfine parameters are not necessarily diffusive. Nevertheless, this discrepancy between conductivities for Fe$^{2+}$ and Fe$^{3+}$ does indicate that the intrinsic electronic mobility in Li$_x$FePO$_4$ is relatively low compared to the mobility of Li$^+$. The weak dependence on composition suggests that the rate capability of the solid solution phase of Li$_x$FePO$_4$ may be difficult to alter by chemical modifications.

In the FePO$_4$ – LiFePO$_4$ composition-temperature phase diagram, there is a eutectoid point around $x=0.6$ and $T=200^\circ C$ [72, 3]. The present experimental work does not show any large fluctuations in the charge dynamics at the composition $x=0.6$, suggesting that there is no large dynamical source of entropy that stabilizes the solid solution at this composition.

5.5 Conclusion

In the temperature range 25$^\circ$C to 210$^\circ$C, similar temperature dependences were observed in the Mössbauer spectra of four compositions of the solid solution phase of olivine Li$_x$FePO$_4$. Spectral contributions from Fe$^{2+}$ and Fe$^{3+}$ were separated, and it was found that the electric quadrupole splitting of Fe$^{2+}$ showed dynamics at lower temperatures than for Fe$^{3+}$. Activation energies for the fluctuations of $E_{IS}$ and $E_Q$ for Fe$^{3+}$ were similar, approximately 570 meV. For the Fe$^{2+}$ components of the spectra, the fluctuations of $E_Q$ occurred at lower temperatures than the fluctuations of the isomer shift ($E_{IS}$), with an activation energy of 512 meV for $E_Q$ and of 551 meV for $E_{IS}$. The more facile fluctuations of $E_Q$ for Fe$^{2+}$ are evidence for fast motions of Li$^+$ ions that remain in the neighborhood of an Fe$^{2+}$ ion. It appears that the intrinsic electronic mobility is lower than the mobility of Li$^+$. 
Chapter 6

Rapid Electron Dynamics at Fe Atoms in Nanocrystalline Li$_{0.5}$FePO$_4$ Studied by Mössbauer Spectrometry

Two-phase mixtures of Li$_{0.5}$FePO$_4$ with crystal sizes as small as 25 nm were prepared by solid-state reaction, ball milling, and chemical delithiation. Mössbauer spectra of nanocrystalline Li$_{0.5}$FePO$_4$ found evidence for a thin layer of Fe$^{3+}$ at crystal surfaces. Spectra acquired at temperatures from 25°C to 225°C showed thermally-driven electronic relaxations, where the electric field gradients (EFG) of the main Fe$^{3+}$ and Fe$^{2+}$ spectral components decreased with temperature. The isomer shifts (IS) of Fe$^{3+}$ and Fe$^{2+}$ showed similar thermal trends, indicative of valence fluctuations caused by small polaron hopping. The activation energies obtained from the temperature dependence of the EFG were 410 meV for Fe$^{3+}$, 330 meV for Fe$^{2+}$, and an activation energy of 400 meV was obtained for the IS of both. The rapid valence electron hopping between Fe sites is intrinsic to electronic conductivity in Li$_x$FePO$_4$, which is calculated to be higher than most reports for bulk material.

6.1 Introduction

Electrode materials for lithium-ion batteries require high ionic and electronic conductivities, high capacity, low cost, and environmental compatibility. The cathode material Li$_x$FePO$_4$ [70] meets many of these criteria, but it has the electronic structure of an insulator. The electrical conductivity of Li$_x$FePO$_4$ has been enhanced by carbon-coating [110, 132, 108, 133, 111], but there may be an additional improvement by preparing this material in nanocrystalline form. Several methods of nanocrystal synthesis have produced better electrochemical performance and faster charge conduction compared to large crystals of LiFePO$_4$ [99, 76, 79, 134, 80, 135, 77, 136, 137]. Recent experiments and simulations have addressed how nanocrystals of Li$_x$FePO$_4$ have altered kinetics
and thermodynamics [124, 125, 138, 123, 139, 140, 81, 137], but there have been few basic studies on electron mobility.

Small polaron hopping [141] is the likely mechanism for charge conduction in olivine \( \text{Li}_x\text{FePO}_4 \) [142, 91]. A small polaron includes the displacements of the positions of neighboring atoms when there is a change of valence at a central atom. For example, the Fe-O bond distance shortens by about 5% if an \( \text{Fe}^{2+} \) ion loses an electron to become an \( \text{Fe}^{3+} \). Moving this electronic hole to an adjacent Fe site requires moving the local distortion too, often immobilizing the charge at low temperatures. The charge plus distorted environment, called a small polaron, moves at higher temperatures when atomic vibrations bring the local atomic structure of the adjacent site to a configuration compatible with bond distances and angles for \( \text{Fe}^{3+} \). The electron then moves more rapidly than the ions. The thermally-activated polaron hopping frequency \( f(T) \), as explained by Mott [141], is

\[
f(T) = \nu \frac{e^2}{r} \frac{1}{k_B T} c(1 - c) e^{-2\alpha r} e^{-Q/k_B T},
\]

which includes the frequencies, \( \nu \), of phonons that move adjacent Fe and O atoms, the concentrations of the \( \text{Fe}^{2+} \) and \( \text{Fe}^{3+} \), \( c \) and \( 1 - c \), an overlap of the adjacent Fe electron wavefunctions across the distance \( r \), and an activation energy for achieving the conditions for polaron hopping, \( Q \). For bulk \( \text{LiFePO}_4 \), an assessment of \( Q \) gave a value of approximately 650 meV [121]. Density functional theory calculations on free polaron motion gave a much lower value of 200 meV. However, since the polaron environment is likely affected by the presence of \( \text{Li}^+ \) ions, a higher activation energy is expected [91].

Mössbauer spectrometry gives a view of the electron density and electron dynamics from the perspective of nuclei of iron atoms. The static electron density was used to characterize the fractions of heterosite (Li-poor) and triphylite (Li-rich) phases in \( \text{Li}_x\text{FePO}_4 \) by Mössbauer spectrometry measurements on samples in an electrochemical cell [71]. Previous studies on \( \text{Fe}^{2+}/\text{Fe}^{3+} \) mixed-valence systems showed how the dynamics of thermally-activated charge transfers cause distortions of Mössbauer spectra [65, 128, 129]. More recently, small polaron hopping in \( \text{Li}_x\text{FePO}_4 \) was studied by measurements at elevated temperatures of Fe isomer shifts, IS, (characteristic of the charge density at \( ^{57}\text{Fe} \) nuclei) and electric quadrupole splittings, EQS, (characteristic of the electric field gradient, EFG, at \( ^{57}\text{Fe} \) nuclei) [90, 5, 2]. Especially at temperatures approaching 200\(^\circ\)C, rapid valence fluctuations were seen clearly in the solid solution phase of \( \text{Li}_x\text{FePO}_4 \), although not in two-phase mixtures of the equilibrium heterosite and triphylite phases [5, 2]. These charge dynamics showed only a weak dependence on the concentration of Li, \( x \), but the difference between activation energies for \( \text{Fe}^{2+} \) (approximately 510 meV) and \( \text{Fe}^{3+} \) (approximately 570 meV) suggests an additional electronic effect on \( \text{Fe}^{2+} \) caused by \( \text{Li}^+ \) ion motions [2].

The electronic quadrupole splitting is sensitive to the structural and electronic environment
of \( ^{57}\text{Fe} \) atoms, and when there are multiple environments in a sample, it is typical to observe a distribution of electric quadrupole splittings. An EQS distribution can be obtained by fitting the measured spectra to sums of doublets with various splitting centroid shifts (i.e., isomer shifts). We used the software package of Le Caër and Dubois [4] to analyze the spectra in this study. In the present study of nanocrystalline \( \text{Li}_{0.5}\text{FePO}_{4} \) prepared as a mixture of heterosite and triphylite phases, the interpretation emphasized the effects of temperature on change dynamics, not local environments. Unlike \( \text{Li}_{2}\text{FePO}_{4} \) with large crystals studied previously as a two-phase mixture of heterosite and triphylite [5, 2], thermal relaxations of the EQS and IS in nanocrystalline \( \text{Li}_{0.5}\text{FePO}_{4} \) were observed at temperatures below 200°C. This indicates a much faster rate of small polaron hopping and electron dynamics in nanocrystalline material with similar phases. In addition, we report evidence that the nanocrystalline materials have an enrichment of \( \text{Fe}^{3+} \) at crystal surfaces.

### 6.2 Experimental

Nanocrystalline \( \text{LiFePO}_{4} \) was prepared by a solid-state reaction with precursors of \( \text{Fe(C}_2\text{O}_4)\cdot2\text{H}_2\text{O}, \text{NH}_4\text{H}_2\text{PO}_4, \), and \( \text{Li}_2\text{CO}_3 \), followed by milling in a Fritsch planetary ball mill, as described previously [1]. The \( \text{LiFePO}_{4} \) crystal size was controlled by varying the ball-to-powder weight ratio and milling time. The two-phase mixture of nano-\( \text{Li}_{0.5}\text{FePO}_{4} \) was prepared by chemically oxidizing \( \text{Fe}^{2+} \) in an acetonitrile solution with \( \text{NO}_2\text{BF}_4 \). A PANalytical X’pert PRO X-ray diffractometer (XRD) with Cu Kα radiation, a ZEISS 1550 VP field-emission scanning electron microscope (FE-SEM), and a Tecnai F30 transmission electron microscope (TEM) were used to determine crystal sizes, microstructure, and phase fractions.

Mössbauer spectrometry was performed in transmission geometry, with a \( ^{57}\text{Co} \) in Rh source mounted on a Wissel MVT1000 Doppler drive unit. Data acquisition and synchronization were controlled by a LabVIEW system with a buffered counter. Velocity calibration of the spectrometer was referenced to room-temperature \( \alpha \)-Fe spectra. For in situ measurements, samples were heated in an electrical resistance furnace at fixed temperatures, monitored by a few thermocouples. Spectra were acquired for 12 hours after 1 hour of equilibration at each temperature. After cooling back to room temperature, the samples were checked again by XRD and Mössbauer spectrometry to determine phase fractions. Distributions of electric quadrupole splitting energies (\( E_Q \)) were analyzed by the method of Le Caër and Dubois [4] using a linear correlation between isomer shift and quadrupole splitting for each valence.
6.3 Results

The as-prepared LiFePO$_4$ (bulk-LiFePO$_4$) was confirmed by XRD to have the olivine structure with a large crystal size, consistent with the 300 nm estimated from SEM and TEM. Using the Hall-Williamson method to interpret the X-ray line broadening [104], the ball-milled nanocrystalline LiFePO$_4$ had a characteristic crystal size of 25 nm. The SEM and TEM images showed an aggregation of the nanocrystals into secondary particles of 0.5–1 μm (Fig. 6.1).

Figure 6.2 shows Mössbauer spectra measured at room temperature on 25 nm Li$_{2}$FePO$_4$ two-phase mixtures, with $x = 0.65$, 0.5, and 0.35. The two different valences, Fe$^{3+}$ and Fe$^{2+}$, characteristic of heterosite and triphylite, respectively, show distinct electric quadrupole splittings (EQS) and isomer shifts (IS). Consistent with previous work [2] on 300 nm bulk-Li$_{2}$FePO$_4$, spectra of the two-phase mixtures are approximately linear combinations of the two doublets of Fe$^{3+}$ and Fe$^{2+}$.

For the 25 nm nanocrystalline Li$_x$FePO$_4$ ($x = 0.65$, 0.5, and 0.35), two maxima from Fe$^{3+}$ and Fe$^{2+}$ are prominent in distributions of the electric quadrupole splitting energies, $P(E_Q)$ (Peak 1 and Peak 2 in Fig. 6.3). The areal fractions of Fe$^{3+}$ and Fe$^{2+}$, integrated from $P(E_Q)$ in Fig. 6.3, are consistent with their molar concentrations from Rietveld refinement of XRD patterns. Although XRD shows only two phases of triphylite and heterosite in the three samples, there is an extra intensity observable around 0.8 mm/s, Peak 0 in Fig. 6.3, indicating another local configuration of Fe. For the different crystal sizes of 300 nm, 70 nm, and 25 nm, the areal fraction of Peak 0 is approximately linear with the inverse of crystal size (Fig. 6.4), but independent of composition. Such a scaling is consistent with the presence of Fe$^{3+}$ at crystal surfaces, which may be too thin or too disordered to give a signature pattern in XRD.

Figure 6.5 shows Mössbauer spectra of 25 nm Li$_{0.5}$FePO$_4$, measured at temperatures from 25°C to 210°C. Upon heating, a gradual decrease of the EQS is visible in the spectra, starting around 145°C. For samples with larger crystals, this change of Mössbauer lineshapes with temperature was not observed for two-phase Li$_x$FePO$_4$ at any composition $x$, although the solid solution phase of Li$_x$FePO$_4$ shows similar behavior at slightly higher temperatures [2].

Figure 6.6 presents distributions of electric quadrupole splitting energies, $E_Q$, fitted from the data of Fig. 6.5 with the method of Le Caër and Dubois. As in the study of bulk crystalline Li$_x$FePO$_4$ by Mössbauer spectrometry using Le Caër’s method [2], peaks 1 and 2 correspond to Fe$^{3+}$ and Fe$^{2+}$, respectively. Although these two peaks change shape at temperatures above 145°C, the ratio of their areas is approximately one from 25°C to 200°C, as expected for a two-phase mixture with a composition of $x = 0.5$. The areal fraction and center of Peak 0 ($E_Q \simeq 0.7$ mm/s) for surface Fe$^{3+}$ stays almost constant with temperature from 25°C to 200°C. This lack of temperature sensitivity is consistent with the observation that the crystallite size determined by XRD did not change after heating the sample in this temperature range.
Figure 6.1: (a) SEM image of 25 nm Li$_{0.5}$FePO$_4$ showing agglomeration into larger secondary particles. (b) TEM dark-field (DF) image of 25 nm Li$_{0.5}$FePO$_4$ showing internal crystal sizes in the range of 20–30 nm. (c) XRD of 25 nm Li$_{0.5}$FePO$_4$, obtained with Cu Kα radiation.
Figure 6.2: Room-temperature Mössbauer spectra of two-phase mixtures of heterosite and triphylite in materials with 25 nm crystallites. (a) Li$_{0.65}$FePO$_4$, (b) Li$_{0.5}$FePO$_4$, and (c) Li$_{0.35}$FePO$_4$

Figure 6.3: Electric quadrupole splitting distribution $P(E_Q)$ of Li$_x$FePO$_4$ with different crystal sizes, from spectra of Fig. 6.2
Figure 6.4: Areal fraction of Peak 0 with different crystal sizes, obtained by integrating the intensity below 1 mm/s in Fig. 6.3

Figure 6.5: Mössbauer spectra of 25 nm Li$_{0.5}$FePO$_4$ at elevated temperatures. Solid lines show fits from the hyperfine field distribution obtained by the method of Le Cäer and Dubois [4].
Figure 6.6 shows that the two major peaks shift to smaller $E_Q$ with increased temperature, particularly Peak 2 for Fe$^{2+}$. These two peaks were fit to two Gaussian functions to obtain averaged values of $E_Q$ for Fe$^{2+}$ and Fe$^{3+}$ at each temperature, and results are shown in Fig. 6.7. The difference between the $E_Q$ measured at elevated temperatures and at room-temperature, $\Delta E_Q$, is graphed vs. $1/T$ in Fig. 6.9. The Arrhenius behavior gives an activation energy for Fe$^{3+}$ of 410 meV, which is larger than the 330 meV obtained for Fe$^{2+}$.

The isomer shifts (IS) were in the range of 1.0 to 1.4 mm/s for Fe$^{2+}$, and in the range of 0.4 to 0.8 mm/s for Fe$^{3+}$ (Fig. 6.8). These are typical of high-spin configurations for both valences of Fe ($S = 2$ for Fe$^{2+}$ and $S = 5/2$ for Fe$^{3+}$). At higher temperatures the IS of Fe$^{2+}$ decreased, but it increased for Fe$^{3+}$, so the isomer shifts became more similar. The formation of the solid solution phase stopped us from acquiring data above 230°C, limiting the upper range of Fig. 6.8. The isomer shifts for bulk Li$_{0.6}$FePO$_4$, on the other hand, are independent of temperature. The Arrhenius behavior of the isomer shifts (Fig. 6.10) gave activation energies of 400 and 420 meV, essentially the same, for Fe$^{2+}$ and Fe$^{3+}$. By fitting directly the plot of $\Delta E_{IS}$ versus $1/T$ in Fig. 6.8, the activation energies for the isomer shift dynamics of both Fe$^{2+}$ and Fe$^{3+}$ were about 400 meV with a prefactor of $1.0 \times 10^{11}$ Hz.
Figure 6.7: Values of electric quadrupole splitting energy $E_Q$ (mm/s) obtained from Fig. 6.6, corresponding to Fe$^{2+}$ and Fe$^{3+}$.

Figure 6.8: Values of isomer shift energy $E_{IS}$ (mm/s) of Fe$^{2+}$ and Fe$^{3+}$ vs. temperature, from fitting Mössbauer spectra of Fig. 6.5, plotted together with $E_{IS}$ of Fe$^{3+}$ and Fe$^{2+}$ in the bulk Li$_{0.6}$FePO$_4$ [5]. The effect from the second-order Doppler shift was subtracted. Solid lines show fitting of Arrhenius relation between IS and temperature, with an activation energy of about 400 meV and prefactor of $1.0 \times 10^{11}$ Hz.
Figure 6.9: Arrhenius plot of $\ln(\Delta E_Q)$ vs. $1/T$ for $\text{Fe}^{3+}$ and $\text{Fe}^{2+}$. Activation energies for EFG were obtained from the lines between 80°C and 200°C.

Figure 6.10: Arrhenius plot of $\ln(\Delta E_{IS})$ vs. $1/T$ for $\text{Fe}^{3+}$ and $\text{Fe}^{2+}$. Activation energies for isomer shifts were obtained from the lines between 80°C and 200°C.
6.4 Discussion

Mössbauer spectrometry has a characteristic measurement time of $\tau = h/\varepsilon$, where $\varepsilon$ is the energy width of the nuclear resonance line, or the hyperfine interaction energy that gives rise to the EQS or IS (for $^{57}$Fe, $\varepsilon = (v/c) \times 14.41$ keV, where $v$ is the Doppler velocity and $c$ is the speed of light). Values of $\tau$ from several ns to 100 ns give measurable effects in Mössbauer spectra, and we use this feature to study thermal fluctuations of charge dynamics in Li$_2$FePO$_4$.

If electrons are thermally excited to a higher energy level on a $^{57}$Fe atom, a widely-used theory of Ingalls [143] predicts a change in EFG from the anisotropy of the 3$d$-orbital charge distribution of Fe$^{2+}$. A high-spin configuration of Fe$^{2+}$ may have each of its first five 3$d$ electrons occupying one d-orbital, giving a spherical shell and no variation of EFG, but the sixth 3$d$ electron has probability of occupying different orbitals, causing an EFG. With thermal energy, this sixth valence electron changes between these levels, and the charge distribution of Fe$^{2+}$ appears more isotropic on the time scale of the Mössbauer effect, reducing the EFG. Ingalls theory predicts no such effect on the EFG for Fe$^{3+}$, which has one electron in each 3$d$ orbital. Nevertheless, we do observe a thermal reduction in EFG for Fe$^{3+}$. Furthermore, we also see a change in the IS, indicating fluctuations of charge at $^{57}$Fe atoms [2, 5]. For these two reasons, we discount the Ingalls theory for the main effects observed for Li$_2$FePO$_4$.

Thermal fluctuations of both the EQS and IS with increased temperatures are consistent with electrons hopping between FeO$_6$ octahedra, switching them between Fe$^{2+}$ and Fe$^{3+}$ configurations. Several previous studies reported this behavior in mixed-valence materials [144, 65, 128, 129]. At low temperatures, Fe valence electrons move infrequently between two corner-shared FeO$_6$ octahedra, and the Mössbauer spectra sample a static charge configuration when the electron dwell time is longer than the 100 ns lifetime of the $^{57}$Fe nuclear excited state. The electron dynamics are faster at higher temperatures, and when valence electrons move between iron ions more frequently than 100 ns, the EFG is reduced because the ion appears more symmetrical on the time scale of the measurement. Likewise, the IS does not distinguish so clearly the Fe$^{3+}$ and Fe$^{2+}$ valences when charge is hopping rapidly. (In the high-temperature limit, not achieved in this investigation, Fe$^{3+}$ and Fe$^{2+}$ become indistinguishable by Mössbauer spectrometry.)

Our previous work on two-phase mixtures of Li$_2$FePO$_4$ with larger crystals and compositions $x = 0.8, 0.6, 0.45,$ and 0.3 showed little temperature dependence of the spectra in the temperature range from 25°C to 210°C [5, 2]. For the nanocrystalline materials of the present study, the temperature variation of the EFG was big enough to determine activation energies for Fe$^{3+}$ of 410 meV, and Fe$^{2+}$ of 330 meV. These are smaller than for bulk materials prepared as solid solutions [2], where similar analysis gave activation energies for Fe$^{3+}$ of 570 meV and Fe$^{2+}$ of 510 meV. From previous measurements of electrical conductivity or AC impedance spectroscopy, the reported activation
energies for electron mobility in LiFePO$_4$ varied over a wide range from 150 meV to 750 meV[116, 117, 115, 119, 121, 89].

The dynamics of the thermally-activated IS fluctuations originate with small polaron hopping, and give detailed information about charge mobility. For a prefactor of $1.0 \times 10^{11}$, obtained from constants in Eq. 6.1, and an activation of 400 meV, we obtain hopping frequencies at 25$^\circ$C of about $2.8 \times 10^7$ Hz. Using the Nernst-Einstein relation, the polaron hopping rate can be converted to electrical conductivity, giving $1.4 \times 10^{-7}$ S/cm at 25$^\circ$C.

We find a lower activation energy for the EQS broadening for Fe$^{2+}$ than Fe$^{3+}$, 330 vs. 410 meV. The activation energy for the EQS of Fe$^{3+}$ is essentially the same as for the isomer shift, consistent with a common origin in small polaron hopping. The Ingalls explanation would perhaps lower the activation energy for the EQS of Fe$^{2+}$, but we suggest this lower activation energy may originate with neighboring Li$^+$ ions or vacancies. This coupling was suggested in previous work [91, 90] as an extra binding energy barrier added to free polarons, but discounted by others [121]. If a Li$^+$ ion were in a static position near one of the two Fe sites of the polaron hop, it should bias the nearby Fe towards Fe$^{2+}$, making a higher barrier for the electron to leave this site than to return. Although this site may spend more time as Fe$^{2+}$ than Fe$^{3+}$, the other Fe site has the opposite trend, so Mössbauer spectrometry cannot detect a difference in the fluctuation times of Fe$^{2+}$ and Fe$^{3+}$. On the other hand, if the Li$^+$ ions were performing diffusional jumps at rates comparable or faster than the polarons, it is possible that Mössbauer spectrometry could detect a difference in the fluctuations of the EFG at Fe$^{2+}$ and Fe$^{3+}$. The effects are expected to be larger at Fe$^{2+}$ ions, which are more likely to have Li$^+$ ions in their vicinity, so a lower activation energy for the EQS at Fe$^{2+}$ seems reasonable[2].

With decreasing crystallite size, Li$_x$FePO$_4$ will have more crystal surfaces, and perhaps more grain boundaries and interfaces between heterosite and triphylite phases. Approximately, reducing the average crystal size from 300 nm to 25 nm could create 12 times more interface area. Mössbauer spectrometry shows a spectral component of small EQS that likely originates with Fe$^{3+}$ ions at crystal surfaces. The fraction of Peak 0 in the spectrum (Fig. 6.3) increases from 6 to 14% when the crystal size decreases from 300 nm to 25 nm, approximately consistent with an increase of Fe$^{3+}$ on the surface layer over a characteristic thickness of one unit cell. There has been much interest in the thermodynamics of surfaces for nanoparticles of Li$_x$FePO$_4$[79, 139, 145, 125]. A shell at the crystal surface enriched in Fe$^{3+}$ and having an altered structure could play a role in the kinetics of lithiation. This shell may also affect the stability of the crystal against transformation to another phase. Surface effects were suggested as a possible reason for the kinetic stability of the solid solution phase of nanocrystalline Li$_x$FePO$_4$ at low temperatures[81].
6.5 Conclusion

Nanocrystalline Li$_{0.5}$FePO$_4$ powders were synthesized by solid-state reaction followed by ball milling. X-ray diffractometry showed them to be two-phase mixtures of Li-rich triphylite and Li-poor heterosite with characteristic crystal sizes as small as 25 nm. Mössbauer spectrometry showed a spectral component from Fe$^{3+}$ that increased with the inverse of crystallite size, correlating to the amount of crystal surface. Mössbauer spectrometry also showed a decrease with temperature of the electric field gradients (EFG) at $^{57}$Fe$^{3+}$ and $^{57}$Fe$^{2+}$ nuclei in nanocrystalline Li$_{0.5}$FePO$_4$, a behavior not seen in two-phase materials with larger crystal sizes. The isomer shifts of Fe$^{3+}$ and Fe$^{2+}$ showed a similarly anomalous temperature dependence, merging together with temperature as is characteristic of valence fluctuations, owing to small polaron hopping between FeO$_6$ octahedra. Both isomer shift and electric quadrupole effects indicate a fluctuation time of order 10 ns at a temperature of order 200°C. The activation energies for the IS fluctuations were approximately 400 meV, and the activation energies for the EFG fluctuations were 410 meV for Fe$^{3+}$ and 330 meV for Fe$^{2+}$. The activation energies are lower in these 25 nm nanocrystalline materials than reported for comparable two-phase bulk materials, indicating a higher intrinsic electrical conductivity.
Chapter 7

Thermodynamic and Kinetic Stability of the Solid Solution Phase in Nanocrystalline Li$_x$FePO$_4$

Samples of nanostructured Li$_x$FePO$_4$ with characteristic crystal sizes of 26 nm, and compositions of $x=0.35$ and 0.65, were synthesized by ball-milling and chemical delithiation. X-ray powder diffraction showed that the solid solution phase with $x=0.65$ started to form when heated above 200°C. The solid solution phase of nanocrystalline Li$_0.65$FePO$_4$ was quick to form above 200°C, but did not unmix at lower temperatures. Unmixing below 200°C was found after long-time annealing of nanocrystalline Li$_{0.35}$FePO$_4$, however, consistent with the equilibrium phase diagram of bulk Li$_x$FePO$_4$. The stability of the solid solution of nanocrystalline Li$_x$FePO$_4$ is kinetic in origin, perhaps originating with effects of crystal surfaces.

7.1 Introduction

Olivine-structured LiFePO$_4$ has been studied extensively since it was first reported as a promising cathode material for rechargeable Li batteries [70]. In battery applications, the fractions of LiFePO$_4$(triphylite) and FePO$_4$(heterosite) are changed during lithium insertion and extraction. At high temperatures above 200°C, there is a phase transformation in the Li$_x$FePO$_4$ binary system from a two-phase mixture of triphylite and heterosite to a single solid solution phase of the same olivine structure, with lithium ions randomly occupying Li sites [72]. The phase diagram was assessed both experimentally and theoretically [3, 74]. In related work, phase boundaries of the unmixed phases at room temperature were determined [73]. A transmission electron microscopy (TEM) and in situ X-ray diffractometry (XRD) study suggested a metastable Li$_x$FePO$_4$ phase appeared during heating and cooling [86]. The Li$_x$FePO$_4$ two-phase mixtures and solid solutions were also investigated by Mössbauer spectrometry to evaluate activation energies of Fe$^{2+}$/Fe$^{3+}$ valence fluctuations, evidently coupled to Li$^+$ ionic mobility [90, 5, 2].
More recently, nanocrystalline LiFePO$_4$ has attracted much attention. Nanostructured LiFePO$_4$ can be synthesized in various ways [99, 146, 79, 76, 147]. The phase boundary at room temperature was reported to change with decreasing crystal size, as indicated by electrochemical cycling and synchrotron XRD [78, 80]. On the surfaces of 40 nm, carbon-free LiFePO$_4$ crystals produced by jet-milling, a thin amorphous layer was reported to help stabilize the solid solution inside [134]. A thermodynamic assessment suggested that the surface energy of nanocrystals stabilizes the disordered phase [139].

In this work, we tested the stability of nanocrystalline solid solutions and two-phase mixtures of Li$_x$FePO$_4$ ($x = 0.35$ and $0.65$) at various temperatures. Compared to Li$_x$FePO$_4$ with large crystals, the unmixing transformation is slower in the nanocrystalline material, making thermodynamic equilibrium more difficult to achieve. Nevertheless, results from Li$_{0.65}$FePO$_4$ suggest, and results from Li$_{0.35}$FePO$_4$ show, that the equilibrium temperature for the unmixing transformation is similar in bulk and nanocrystalline materials.

7.2 Experimental

The LiFePO$_4$ material was prepared by a solid-state reaction with precursors of Fe(C$_2$O$_4$)$_2$H$_2$O, NH$_4$H$_2$PO$_4$, and Li$_2$CO$_3$ in a molar ratio (1:1:0.5) as described previously [1]. These bulk-LiFePO$_4$ powders were then ball-milled for 2 hours at 400 rpm in Ar atmosphere to prepare samples of nano-LiFePO$_4$. The two-phase mixture bulk-Li$_{0.65}$FePO$_4$, nano-Li$_{0.65}$FePO$_4$, and nano-Li$_{0.35}$FePO$_4$ were obtained by chemical delithiation using K$_2$S$_2$O$_8$ as an oxidant [3]. Heat treatments of all two-phase mixtures were done by heating samples in vacuum-sealed glass ampoules at proposed temperatures. Heat treatment to form the solid solution was achieved by heating the two-phase mixtures in vacuum-sealed glass ampoules at 380°C for 12 hours, followed by annealing at intended temperatures.

X-ray diffraction (XRD) patterns were collected for all samples with a PANalytical X’pert PRO X’Celerator diffractometer using Cu Kα radiation. All XRD measurements were taken in the 2θ range 15°–35°, with a slow scanning rate of step size 0.002653°/s. A high-temperature stage with a furnace was used with flowing ultra-pure N$_2$ for in situ high temperature (HT) XRD measurements. The heating and cooling rates of the furnace were 5°C per minute, and the temperature was held for 1 hour at each step before each measurement.

Bright-field (BF) and dark-field (DF) transmission electron microscopy (TEM) images were taken with Philips EM420 and Tecnai F30 instruments, operating at 120 kV and 300 kV, respectively. Samples were gently ground and dispersed in isopropyl solvent before being transferred to 3 mm copper grids. Ultrasonic vibration was also used to decrease agglomeration.

Mössbauer spectrometry was performed at room temperature with a conventional constant acceleration system with $^{57}$Co (in Rh) γ-ray source. Velocity and isomer shift calibrations were performed
with reference to room-temperature $\alpha$-Fe spectrum. Distributions of electric quadrupole splitting ($E_Q$) were analyzed by the method of Le Caër and Dubois [4], using a linear correlation between isomer shift and quadrupole splitting.

### 7.3 Results and discussion

The XRD patterns of bulk-LiFePO$_4$ and nano-LiFePO$_4$ are shown in Fig. 7.1(a) and (b). The XRD pattern of nano-LiFePO$_4$ shows significant peak broadening in Fig. 7.1(b), and analysis with the Scherrer equation gave a crystal size of 26 nm. After eliminating instrumental contribution, broadening of XRD peaks has weak dependence on $\sin \theta$, so the broadening is mostly from the crystal size effect. By comparing the integrated areas of peaks and backgrounds in the XRD patterns of bulk-LiFePO$_4$ and nano-LiFePO$_4$, we find the nano-LiFePO$_4$ to be composed of at least 90% crystalline material.

Mössbauer spectra (Fig. 7.1(c)) and electric quadrupole splitting distributions (Fig. 7.1(d)) of both bulk-LiFePO$_4$ and nano-LiFePO$_4$ verified that our nano-LiFePO$_4$ obtained after ball milling was not contaminated by iron from the milling process. Furthermore, the spectrum from nano-LiFePO$_4$ was acquired after air exposure for 1 month. Perhaps owing to agglomeration, there is little oxidation of the Fe$^{2+}$, similar to the bulk material. The surface areas measured by the BET method were 6.6 m$^2$/g and 4.7 m$^2$/g for the bulk and nanocrystalline material, respectively, so the particles of agglomerated nanocrystallites actually had less surface exposed to air.

Figure 7.2 shows BF and DF TEM images of bulk-LiFePO$_4$ and nano-LiFePO$_4$. The crystals are agglomerated, but the crystal sizes are consistent with the XRD results of 26 nm for the nano-LiFePO$_4$ and 330 nm for bulk-LiFePO$_4$.

Results from in situ XRD at elevated temperatures are shown in Fig. 7.3(a)–(d) for bulk-Li$_{0.65}$FePO$_4$ and nano-Li$_{0.65}$FePO$_4$. The measurements of Fig. 7.3(a)–(d) started with two-phase mixtures, identifiable by the two (200) peaks at approximately $2\theta=17.2^\circ$ and $18.0^\circ$, for example. The series of patterns on the left show that upon heating the solid solution appears around 210$^\circ$C, and above 330$^\circ$C this phase is formed completely. Upon cooling, Fig. 7.3(b) shows that the two-phase mixture becomes visible below 210$^\circ$C. When cooled to room temperature, there is a coexistence of the heterosite, triphylite, and solid solution phases. The XRD patterns obtained during heating and cooling of bulk-Li$_{0.65}$FePO$_4$ (Fig. 7.3(a) and 7.3(b)) are consistent with previous results [72, 3]. The heating trend is similar for nano-Li$_{0.65}$FePO$_4$ but the cooling trend is quite different (Fig. 7.3(c) and 7.3(d)). Figure 7.3(c) shows that during heating of nano-Li$_{0.65}$FePO$_4$, the phase transformation to the solid solution phase begins around 210$^\circ$C and is complete above 290$^\circ$C—similar to the results for bulk-Li$_{0.65}$FePO$_4$. During cooling, however, the solid solution phase persists down to room temperature (Fig. 7.3(d)).
Figure 7.1: XRD patterns of (a) bulk-LiFePO$_4$ with 330 nm crystal size and (b) nano-LiFePO$_4$ with 26 nm crystal size. Crystal structure and lattice parameters were determined by Rietveld refinement as shown by the solid line. (c) Mössbauer spectra of bulk-LiFePO$_4$ and nano-LiFePO$_4$ at room temperature. The nano-LiFePO$_4$ was kept for one month at room temperature before measurement. (d) Distribution of electric quadrupole splitting $P(E_Q)$ of bulk-LiFePO$_4$ and nano-LiFePO$_4$, fitted from (c)
Figure 7.2: TEM images of (a) bright-field (BF) of bulk-LiFePO$_4$; (b) dark-field (DF) of bulk-LiFePO$_4$; (c) BF of nano-LiFePO$_4$; (d) DF of nano-LiFePO$_4$.
Figure 7.3: (a–d) In situ HT XRD patterns taken with the same conditions: (a) bulk-Li$_{0.65}$FePO$_4$ during heating from 25$^\circ$C to 370$^\circ$C, and (b) during cooling back to 25$^\circ$C; (c) nano-Li$_{0.65}$FePO$_4$ during heating from 25$^\circ$C to 370$^\circ$C, and (d) during cooling back to 25$^\circ$C. XRD patterns of (e) nano-Li$_{0.65}$FePO$_4$ two-phase mixture annealed at temperatures as labeled before quenching to room temperature, and (f) nano-Li$_{0.65}$FePO$_4$ two-phase mixture heated to 380$^\circ$C for 12 hours and held at temperatures as labeled before quenching to room temperature. Annealing time at the given temperatures was 1 week for all samples in (e) and (f).
Figure 7.4: (a,b) In situ high-temperature XRD patterns of: (a) nano-Li$_{0.35}$FePO$_4$ during heating from 25°C to 370°C, and (b) during cooling back to 25°C. XRD patterns of (c) nano-Li$_{0.35}$FePO$_4$ two-phase mixture annealed at temperatures as labeled before quenching to room temperature, and (d) nano-Li$_{0.35}$FePO$_4$ two-phase mixture heated to 380°C for 12 hours and held at temperatures as labeled before quenching to room temperature. Annealing time at the given temperatures was 1 week for all samples in (c) and (d).

In previous work on bulk-Li$_x$FePO$_4$, unmixing upon cooling occurred when the temperature was decreased below 200°C [3]. In the case of nano-Li$_{0.65}$FePO$_4$, although the solid solution phase persisted for many days at temperatures below 200°C (Fig. 7.3(f)), we were unable to confirm that it is thermodynamically stable at these low temperatures. Although it is possible for the kinetics to differ between forward and reverse phase transformations, the thermodynamics must be the same. If the solid solution phase were stable thermodynamically, the two-phase mixture would transform to the solid solution phase at temperatures below 200°C. Figure 7.3(e) shows that this did not occur until temperature exceeded 200°C. Upon heating, it appears that the two-phase mixture has similar transformation behavior in both bulk-Li$_{0.65}$FePO$_4$ and nano-Li$_{0.65}$FePO$_4$ (compare Fig. 7.3(a) and (c)).

For the nano-Li$_{0.35}$FePO$_4$, both in situ XRD and long-time annealing treatments of the two-phase mixtures showed similar transformations to the solid solution phase (Fig. 7.4(a) and (c)). As
was found for the nano-Li$_{0.65}$FePO$_4$, once the solid solution phase formed in the nano-Li$_{0.35}$FePO$_4$, this phase was relatively stable against unmixing. Nevertheless, although the in situ XRD measurements did not show unmixing during cooling (Fig. 7.4(b)), the long-time annealing showed that the nano-Li$_{0.35}$FePO$_4$ solid solution undergoes unmixing below 200°C (Fig. 7.4(d)). The solid solution phase of nano-Li$_{0.35}$FePO$_4$ is not stable thermodynamically at low temperatures. Both the forward and reverse transformations indicate a transformation temperature of around 200°C for unmixing, nearly the same as for bulk-Li$_{0.35}$FePO$_4$ reported by Dodd et al. [3]. By measurements on more compositions, the temperature of 200°C was found to be an eutectoid temperature for bulk-Li$_x$FePO$_4$, and evidently this feature of the phase diagram is not changed for Li$_x$FePO$_4$ of 26 nm crystallite size.

All data of Fig. 7.3 and Fig. 7.4 are consistent with different kinetic effects of unmixing the solid solution in nano-Li$_x$FePO$_4$, but the two-phase mixture has similar thermodynamic stability compared to the solid solution in both bulk and nano-Li$_x$FePO$_4$. We note, however, that the present results are consistent with ideas that the surface structure around the crystallites, perhaps grain boundaries in agglomerated particles, help to stabilize the solid solution phase kinetically. The solid solution phase is most stable in crystallites with a large ratio of surface to crystal volume. Nevertheless, these suggestions, and evidence for extended solubility of the heterosite and triphylite phases in nanostructured materials, are worthy of further studies that test for stability over very long times.

7.4 Conclusion

Nanocrystalline LiFePO$_4$ with the olivine structure (triphylite) can be formed readily by ball milling. The crystal size as determined by XRD and TEM was approximately 26 nm. The crystals agglomerated into larger particles with relatively low exposed surface area, and were robust against forming Fe$^{3+}$. By heating and cooling treatments, followed by XRD measurements (sometimes in situ), it was found that the solid solution phase of the nano-Li$_{0.65}$FePO$_4$ material is much more stable than for the bulk-Li$_{0.65}$FePO$_4$. Once formed in nano-Li$_{0.65}$FePO$_4$, the solid solution did not unmix at any temperature. On the other hand, heating of the two-phase mixtures in the nano-Li$_x$FePO$_4$ ($x = 0.65$ and 0.35) above 200°C was unstable against forming the solid solution, similar to their bulk counterparts. More significantly, after long-time annealing of the solid solution of nano-Li$_{0.35}$FePO$_4$ at temperatures below 200°C, the material began to unmix into heterosite and triphylite. There is clearly a kinetic difference between the mixing and unmixing transformations in bulk-Li$_x$FePO$_4$ and nano-Li$_x$FePO$_4$. The solid solution phase of nano-Li$_{0.65}$FePO$_4$ is rather stable kinetically against unmixing, perhaps owing to surface structures around crystallites in materials having more Fe$^{2+}$. However, the equilibrium transformation temperatures are not substantially
different for bulk-Li$_x$FePO$_4$ and for nano-Li$_x$FePO$_4$ with 26 nm crystallite size.
Chapter 8

Phase Boundaries of the Heterosite and Triphylite Phases in Li$_x$FePO$_4$ ($0 \leq x \leq 1$)

8.1 Introduction

LiFePO$_4$, a promising cathode material for rechargeable lithium batteries, has been studied intensively since it was first proposed in 1997 [70]. Despite its well-known advantages, such as large capacity (170mAh/g), high stability, and low cost, substantial effort has been made to try to understand its thermodynamics, and to improve its conductivity of lithium ions and electrons. Olivine LiFePO$_4$ suffers a low electronic conductivity because electronic motion in its crystal lattice has to accommodate local distortions of atom positions in a process called small polaron hopping. Carbon coating has proved practical for improving electrical conductivity, as has preparing the material in nanocrystalline form.

At room temperature, lithium intercalation or deintercalation involves a transition between the two phases LiFePO$_4$ (triphylite) and FePO$_4$ (heterosite), giving a 3.45 V flat potential vs. lithium across most of the composition range. A solid solution phase was discovered above 200°C [72] and the eutectic phase diagram was assessed [3]. Previous work suggested that the phase diagram of Li$_x$FePO$_4$ should change with decrease of the crystal size [78]. This argument was supported by studies of the miscibility gap of Li$_x$FePO$_4$ at room temperature, which was found to shrink due to the crystal size reduction from hundreds of nanometers to below 100 nm [79, 85, 78, 80], and completely disappeared below 20 nm [78]. Other evidence of an altered phase boundary includes the extended solid solution behavior observed during cycling of nanocrystalline LiFePO$_4$ [76], or during the fast charging [77]. However, the change of the Li$_x$FePO$_4$ phase diagram was questioned in some recent work. For example, XRD patterns of annealed 25 nm Li$_x$FePO$_4$ showed the consistent transition temperature from the two-phase to the solid solution at 200°C [81]. Electrochemical cycling of jet-
milled 25 nm LiFePO\(_4\) still resulted in a voltage plateau that was the same as the bulk material [82]. A recent calculation argued that the system is likely to choose a thermodynamic non-equilibrium path to avoid energy cost of nucleation and phase growth for kinetic advantages [92]. Coherent strain and surface modification were also reported as factors affecting the phase composition [148, 124]. These can be the reasons for observed cases of metastable “solid solution behavior”, although they are not evidence for a change of the equilibrium phase diagram.

Confirming a change of phase diagram for nanocrystalline Li\(_{x}\)FePO\(_4\) requires more experimental work on materials with crystal size below 50 nm. Our approach was to measure the boundaries between the two-phase mixture and the single-phase Li\(_{\alpha}\)FePO\(_4\) or Li\(_{1-\beta}\)FePO\(_4\), where \(\alpha\) and \(\beta\) are small. A precise measurement requires the system to be in equilibrium. An electrochemical thermodynamic measurement system (ETMS) was used in this work, and its measurements are based on the following principles.

In an electrochemical cell, the Gibbs free energy \(\Delta G\) represents the maximum amount of work that can be done by the system. The \(\Delta G\) can be determined from an open-circuit measurement of potential \(V\),

\[
\Delta G = W_{\text{max}} = -nFV,
\]

where \(n = 1\) for Li\(^+\)/Li pair, and \(F\) is the Faraday constant of a mole of charge. Meanwhile, the second law of thermodynamics gives

\[
\Delta G = \Delta U - T\Delta S + P\Delta V.
\]

The temperature dependence of the potential \(V\) in Eq. 8.1 can be used to measure the entropy difference; by combining Eq. 8.1 and Eq. 8.2 it yields (assuming \(dP = 0\), and replacing molar fraction by composition \(x = n/N_A\))

\[
\frac{\partial S}{\partial x}|_T = F \frac{\partial V}{\partial T}|_x,
\]

and

\[
\frac{\partial H}{\partial x}|_T = -FV + T \frac{\partial S}{\partial x}|_T = -FV + TF \frac{\partial V}{\partial T}|_x.
\]

Equations 8.3 and 8.4 relate basic thermodynamic functions to electrochemical parameters. For example, a change of the entropy difference between the two electrodes with Li\(^+\) concentration is proportional to the change of how the open-circuit voltage depends on temperature at a fixed state of charge.

In this work, we evaluated the boundaries of the two-phase mixture of heterosite and triphylite during Li insertion and extraction in Li\(_{x}\)FePO\(_4\). We used the LiFePO\(_4\) sample with an averaged crystal size of 70 nm, similar to the sample sizes in many previous studies on LiFePO\(_4\) nanocrystallites. The boundaries between the two-phase mixture and the single-phase regions of Li\(_{\alpha}\)FePO\(_4\)
or Li$_{1-x}$FePO$_4$ were evaluated by open-circuit voltage measurements of profiles of entropy and enthalpy changes with composition. These boundaries were found narrower for the single phases than previous studies on nano-Li$_x$FePO$_4$ with even smaller crystal sizes.

8.2 Experimental

Samples of LiFePO$_4$ were prepared through an ordinary solid-state route. Precursors of LiOH, Fe(C$_2$O$_4$)$_2$2H$_2$O, NH$_4$H$_2$PO$_4$, and carbon black (Super P®) in a molar ratio of 1:1:1:3 were mixed and ground, and then annealed at 600°C with flowing gas of 95% N$_2$ and 5% H$_2$. Crystal size can be controlled by varying the annealing time from 5 h to 18 h. The added carbon black helps reduce Fe$^{3+}$ and coats LiFePO$_4$ nanoparticles to reach higher conductivity.

A PANalytical X’pert PRO X-ray diffractometer (XRD) with Cu Kα radiation, a ZEISS 1550 VP field-emission scanning electron microscopy (FE-SEM), and a Tecnai F30 transmission electron microscopy (TEM) were used to determine the crystal structures and crystal sizes. Rietveld refinement was done with the software package Philips X’pert Plus to determine lattice parameters and phase fractions.

As-prepared LiFePO$_4$ powder was mixed with Super P Carbon and polyvinylidene difluoride (PVDF) in a mass ratio of 85%:7.5%:7.5% and stirred in N-methyl-pyrrolidone (NMP) for 6 hours. The obtained slurry was deposited onto an Al spacer using a Finnpipette II single-channel pipetter, then dried on a hot plate at 150°C for 1 hr and immediately placed in a vacuum antechamber for an additional hour, before being brought into an argon-filled glove box (H$_2$O level of <0.1ppm). Lithium metal ribbon and 1 M LiPF$_6$ in a 1:1 ethylene carbonate (EC) and dimethyl carbonate (DMC) solution were used as the counter electrode and electrolyte, respectively. A Millipore glass fiber prefilter was used as the separator. The 2032 coin cells were then assembled in an argon-filled glove box and were tested on a battery cycler. The tests were conducted between 1.8 V and 4.5 V at a constant current rate of C/10 and a constant voltage rate of C/100. After 3–5 cycles, the cells were then programmed to be charged at a C/20 rate on a Viaspace ETMS (Electrochemical Thermodynamic Measurement System) to above 4 V and were held at the charged state for 30 minutes or to a C/200 current, then discharged to 1.8 V, followed by holding this voltage to C/200 current. The cells were put at rest at each state of charge (SOC) for at least 6 hours to reach equilibrium. Then the cells were cooled down (either 25°C → 20°C → 15°C or 25°C → 15°C → 5°C) and heated back to 25°C using a thermoelectric cooling stage TE® CP-031, and open-circuit voltages were read by an Agilent 34970 data acquisition switch unit after 1 hour of relaxation at different temperatures.

As described in the introduction, using bulk Li on the anode can let us assume a constant entropy and enthalpy evolution at the anode, and our measurement thus evaluates only the effects
Figure 8.1: Galvanostatic charging and discharging of LiFePO$_4$ half cell under C/20 rate between 4.0 V and 1.8 V, followed by holding voltage limits at C/200 current rate for 30 minutes. The charging and discharging capacities are determined during the two cycles. Voltage (red solid line) and current (blue dashed line) are plotted with time.

of composition changes in the Li$_x$FePO$_4$ at the cathode. If the open-circuit voltages are measured under the thermodynamically reversible condition and plotted with corresponding temperatures, the slope and intercepts can give results of entropy and enthalpy change with composition at a specific x. This technique was used previously to measure thermodynamic parameters of Li$_x$CoO$_2$ and graphite electrode [149, 150]. The structural phase transitions during lithiation in Li$_x$CoO$_2$, for example, were associated with changes in the entropy profile [149].

8.3 Results and discussion

Synthesized LiFePO$_4$ materials crystalized into the olivine structure and have a characteristic crystal size of 70 nm estimated in XRD patterns and SEM images. Results of lattice parameters from the Rietveld refinement of its XRD patterns are in good agreement with previous studies [71, 79, 80]. Figure 8.1 shows a typical half-cell galvanostatic cycling of LiFePO$_4$ vs. Li. The voltage plateau around 3.4 V is usually attributed to a two-phase reaction in Li$_x$FePO$_4$. A cycling rate of C/10 was able to maintain about 148 mAh/g capacity which became stabilized after 5 cycles.

The stabilized cell was then put at rest at each state of charge (SOC). As an example, open-circuit voltage (OCV) measurement at 96% SOC is plotted in Fig. 8.2 with temperature. The OCV was read at 298K, 288K, 278K, and back to 298K at the end of one hour of relaxation at each temperature stage. When heated back to 298K, the OCV was expected to coincide with the initial reading at 298K. However, this reversibility cannot usually be achieved, due to factors including kinetic hysteresis and self-discharge, which are probably more influential at the fully charged and discharged states. A linear fitting in Fig. 8.2 of the OCVs with temperature gives the entropy and enthalpy change as function of SOC (or Li concentration x).
Figure 8.2: Open-circuit voltages (OCV) measured at temperatures of 298K, 288K, 278K, and back to 298K, for LiFePO$_4$ half cell at 96% state of charge. Slope of a linear fitting of OCVs suggests entropy change at this state of charge.

Figure 8.3: Open-circuit voltages (OCV) measured at temperatures of 303K, 293K, 283K, and back to 303K, for LiFePO$_4$ half cell at states of charge from 0% to 15%. Slope of a linear fitting of OCVs suggests entropy change at each state of charge.
Figure 8.3 shows the change of OCV with temperatures from 0% to 15% SOC with 1% increment. The OCV has a monotonic increase from 0% to about 10%. Above 11% SOC, the plots overlap at approximately 3.42 V, indicating the electrochemical reaction comes into the two-phase plateau. Similar voltage profile was reported previously [80] as the OCV reaches the plateau at about 9% SOC for 80 nm LiFePO$_4$ and another OCV study [151] in which 10% SOC was found as the beginning of voltage plateau during charging. Nonetheless, our investigation of entropy and enthalpy profiles provides a more thorough investigation, as described below.

During discharging when starting as FePO$_4$ (x=0), Fig. 8.4 shows the OCVs, entropy profile ($\Delta S$), and enthalpy profile ($\Delta H$) of Li$_x$FePO$_4$ vs. Li concentration between the composition ranges of $x$ from 0 to 0.15. The trend of OCV does not differ between various temperatures, so only those measured at 298K are plotted here. The enthalpy profile in Fig. 8.4 resembles the mirrored OCV curve. The OCV, entropy, and enthalpy curves do not show much difference, as the plateau begins all around $x=0.05$ (or even earlier). This indicates the boundary between the homogenous Li$_x$FePO$_4$ and two-phase mixture of triphylite and heterosite near the heterosite end is around $x=0.05$.

At the other end, starting as LiFePO$_4$ (x=1) during charging, Fig. 8.5 shows the OCVs, entropy profile ($\Delta S$), and enthalpy profile ($\Delta H$) of Li$_x$FePO$_4$ vs. Li concentration between the composition ranges of $x$ from 0.84 to 1. The OCV curve in Fig. 8.5 shows that voltage is stabilized at 3.42 V from $x=0.90$, equivalent to Fig. 8.3. The entropy profile in Fig. 8.5, however, does not look the same as the OCV curve. The plateau of the entropy change ($\Delta S$) starts as early as $x=0.95$. The entropy plateau is around -6 J/Mole/K, or -0.72 $k_B$, where $k_B$ is the Boltzman constant. The enthalpy profile in Fig. 8.5 resembles the mirrored OCV curve.

The entropy is expected to remain constant in a two-phase system, where Li insertion or extraction occurs as moving of interphase boundary. On the other hand, random mixing of vacancy into the lithium atoms or vice versa as a single homogenous phase creates change of entropy in logarithmic relation to the composition, as a derivation of entropy of mixing over composition shown in Eq. 8.5:

$$\frac{\partial S}{\partial x} = -k_B \frac{\partial}{\partial x} [x \ln x + (1-x) \ln (1-x)] = k_B \ln \frac{1-x}{x}, \quad (8.5)$$

where $k_B$ is the Boltzman constant. Thus entropy change helps determine if the system is in a single-phase or two-phase region during charge that begins as LiFePO$_4$ or discharge as FePO$_4$. Starting as $x=1$ in Fig. 8.5, as a transition from logarithmic curve to a constant flat line happens at a composition of $x=0.95$, the entropy change may be an alternative indication of the two-phase boundary to OCV. Previous studies on Li$_x$FePO$_4$ raised the issue of temperature-dependent measurements of OCVs [151]. In their work, the measured potential values showed the sloped region became narrower when the temperature was raised from 30°C to 60°C. Results of entropy change, which are independent of temperature, may provide more precise information on the phase boundaries.
Figure 8.4: The open-circuit voltage (OCV), entropy profile (∆S), and enthalpy profile (∆H) of LiₓFePO₄ vs. Li concentration between x=0 and x=0.15

Figure 8.5: The open-circuit voltage (OCV), entropy profile (∆S), and enthalpy profile (∆H) of LiₓFePO₄ vs. Li concentration between x=0.84 and x=1
The $\Delta S$ stays around $-0.7k_B$ instead of $0k_B$ across the plateau from $x=0.05$ to $x=0.95$. This deviation suggests a constant decrease of the entropy from the charged state to the discharged state with increase of $x$. The decrement is likely to come from the vibrational entropy on the electrode of $\text{Li}_x\text{FePO}_4$. The vibrational entropy is probably different between the two-phase of heterosite and triphylite and the solid solution phases of $\text{Li}_x\text{FePO}_4$ or $\text{Li}_{1-\beta}\text{FePO}_4$. However, whether the vibrational entropy is large enough to affect the phase diagram of $\text{Li}_x\text{FePO}_4$ is unclear.

Enthalpy values on both ends fall on a plateau of about $-335\text{ kJ/mole}$, except for the compositions of $x=0.9$ to $1.0$ with high lithium concentration. This is equivalent to about $-3.48\text{ eV per unit molecule}$, and about $-2.7\text{ eV per unit molecule}$ for compositions between $x=0.9$ and $x=1.0$. A recent calculation of mixing energy with various atomic configuration showed a $15\text{ meV plateau}$ from $x=0.05$ to $x=0.9$, relative to that at $x=0$ or $1$ [92], which is substantially small compared to the measurement in this work. Enthalpy of mixing is expected to only affect single-phase system during vacancy or lithium intercalation. Reasons for the difference between the enthalpy curve and entropy curve in Fig. 8.5 are unclear, as is the difference between the vacancy disordering at $x$ close to $1$ and Li disordering at $x$ close to $0$. One possible reason can be the additional energy cost of lattice relaxation when the interface boundary forms with increased vacancies, which means the system is more sensitive to the lattice strain caused by entering vacancies. This is supported by refinement work of solid solution XRD patterns, in which lattice parameters with small Li concentration deviate from the two-phase counterparts further [72, 2]. Another reason can be the different phase stability at the two ends. When the Li atoms mix with more and more vacancies, the system cannot maintain the homogeneity, which changes the flat plateau between $x=0.90$ and $x=0.95$ to be a slope region in the OCV and enthalpy curves.

### 8.4 Conclusion

Based on the results of the OCV, $\Delta S$, and $\Delta H$, the boundaries of the two-phase mixture of heterosite and triphylite can be determined as $x=0.05$ for the Li-poor end, and $x=0.95$ for the Li-rich end in $\text{Li}_x\text{FePO}_4$ with a characteristic crystal size of $70\text{ nm}$. These are similar values with previous results on $\text{Li}_x\text{FePO}_4$ in bulk crystal size of hundreds of nanometers. These are also wider range for the two-phase plateau than those previously reported results on $\text{Li}_x\text{FePO}_4$ with similar or even smaller crystal sizes. It is thus fair to conclude that phase boundaries of heterosite and triphylite at room temperature do not change with decrease of crystal size, nor does the phase diagram of $\text{Li}_x\text{FePO}_4$. 
Chapter 9

Future Work

9.1 Summary

In the past ten years, tremendous effort has been made to try to understand LiFePO$_4$ as a cathode material for rechargeable Li batteries, and to improve its performance for commercialization. The low electric conductivity is recognized as the biggest disadvantage of LiFePO$_4$. Carbon coating and crystal size minimization have been reported as the two most effective methods to enhance its electric conductivity. We contributed to the understanding of these issues of conductivity by studying the thermodynamics and charge kinetics of LiFePO$_4$ with crystal sizes reduced to the nanoscale.

We pioneered several different processes for engineering nanocrystalline LiFePO$_4$ including a simple method of mechanical attrition. There is a big controversy in the community over whether decreasing the crystal size can change the kinetics, the electrochemical performance, or even the thermodynamics. We first studied the polaronic dynamics in nano-Li$_x$FePO$_4$ by Mössbauer spectrometry and found a valence fluctuation between Fe$^{2+}$ and Fe$^{3+}$. The results showed that the electric conductivity in the nano-Li$_x$FePO$_4$ are comparable to that of the bulk-Li$_x$FePO$_4$ prepared as solid solutions, but both are much higher than the conductivity in the bulk-Li$_x$FePO$_4$ two-phase mixtures, which is the expected phase for electrochemical lithiation. This increase of intrinsic conductivity in nano-Li$_x$FePO$_4$ is consistent with the evidence of improved rate capability shown by some other groups.

Because some previously published work argued that the phase diagram could be altered with reduced crystal size, we studied the phase transition from the two-phase mixtures to the solid solutions in nano-Li$_x$FePO$_4$ at elevated temperatures. We observed a consistent phase transition temperature around 200°C, and a change in the stability in the solid solution phase for some compositions in nano-Li$_x$FePO$_4$. We also studied the phase boundaries of the two-phase heterosite and triphylite at room temperature by measuring the thermodynamical parameters during electrochemical lithiation or delithiation. The profiles of the open-circuit voltage, entropy change, and enthalpy change as functions of composition showed boundaries of $x=0.05$ and $x=0.95$ for Li$_x$FePO$_4$ with characteristic
crystal size of 70 nm. The results are consistent with other studies of the bulk-Li$_x$FePO$_4$. Our results on the nano-Li$_x$FePO$_4$ call into question of the validity of previous claims of a significant change in the phase diagram of Li$_x$FePO$_4$ when the crystal size is 30 or 40 nm.

9.2 Future work on nano-Li$_x$FePO$_4$

9.2.1 Further attempts to improve the kinetics of Li$_x$FePO$_4$

Engineering LiFePO$_4$ into nanocrystallites increases the crystal surface area and shortens Li ion diffusion paths. Because we showed that there is impurity Fe$^{3+}$ at the surface, it would be best if only the length of the one-dimensional Li channels ($b$-direction in Pnma symmetry) is minimized while the crystal still keeps a larger structure in the other two dimensions. To achieve this, fabricating LiFePO$_4$ as a thin film on a carbon substrate with controlled thickness along $b$ direction, e.g., by mechanical or chemical deposition, seems promising. A well-structured cathode with folded LiFePO$_4$ thin films can possibly provide high rate capability.

Our study showed that the intrinsic electric conductivity of Li$_x$FePO$_4$ is low, due to a high activation energy barrier for polaron hopping above 400 meV. The most common route to increase the electric conductivity of LiFePO$_4$ is carbon coating, which helps conduct electron motion. Carbon coating probably works in a physical way, unlike the many catalysts used in chemical engineering for the purpose of reducing the activation energy barrier. Recently, an improved rate capability has been observed in the layered metal oxide system by coating with catalyst oxides, such as SiO$_2$, Al$_2$O$_3$, or AlPO$_4$. The reaction mechanism is still not clear, but perhaps they may give olivine LiFePO$_4$ a similar improvement. Could they participate in the small polaron hopping as a catalyst to lower the activation energy?

9.2.2 Further study on the electrical conductivity of the olivine cathodes

Mössbauer spectrometry provides an accurate evaluation on the intrinsic electric conductivity in Li$_x$FePO$_4$ nanocrystallites by measuring the dynamical change of hyperfine interactions caused by small polaron hopping at Fe atoms. The advantage of its sensitivity can let us carry out further studies on polaronic dynamics that occur at Fe ions with mixed valences. It is also useful for comparing materials with similar chemical environments for Fe, but with modified elemental compositions or preparations.

Introducing a second metallic cation in the olivine can change the chemical environment and charge distribution at Fe atoms. One good option could be a lighter transition metal, for example Ti. The titanium-doped LiFe$_{0.9}$Ti$_{0.1}$PO$_4$ has the same olivine structure as LiFePO$_4$, with slight decrease of the lattice parameters (about 0.01 Å shown in Fig. 9.1). Ti appears to substitute on
Fe sites. However, at high cycling rates, LiFe$_{0.9}$Ti$_{0.1}$PO$_4$ showed a much better rate capability than LiFePO$_4$. In situ Mössbauer spectrometry found a change of absorption line positions and shape when delithiated Li$_{0.45}$Fe$_{0.9}$Ti$_{0.1}$PO$_4$ was heated to 200°C (Fig. 9.2). The spectrum was recovered after the sample was cooled back to room temperature. This probably indicates increased dynamics at elevated temperatures which are not seen at room temperature. Further studies of the thermodynamics and the charge kinetics on this doped olivine LiFe$_{0.9}$Ti$_{0.1}$PO$_4$ could be important to the battery community.

Besides Mössbauer spectrometry, other techniques are necessary to understand the intrinsic conductivity in olivine materials. Since polaron hopping occurs between two FeO$_6$ octahedra, the electron has to tunnel through the barrier at the oxygen atom shared by the two FeO$_6$. The previous DFT calculation [91] suggested low energy cost for the hopping of an isolated charge, and a binding of Li ion and the electron. This work has been used to explain many experimental results, although far from being accurate. However, the suggestion of Li$^+$–e$^-$ coupling is important for understanding the electric conductivity. Isolating lithium motion experimentally seems hard to realize, and computational work requires more advanced theories. However, the dynamics of lithium atoms can be studied by nuclear magnetic resonance or electron spin resonance. It may be useful to study if there are correlations between the temperature dependence of Li motions and valence fluctuations at Fe atoms.

### 9.2.3 Further study on the phase diagram of Li$_x$FePO$_4$

To investigate the phase diagram in the nano-Li$_x$FePO$_4$, we determined boundaries of triphylite and heterosite two-phase mixtures by the electrochemical thermodynamic measurement using LiFePO$_4$. Figure 9.1: The XRD pattern of LiFe$_{0.9}$Ti$_{0.1}$PO$_4$. The red line is the raw data and the blue line is the Rietveld refinement with olivine LiFePO$_4$.
Figure 9.2: Mössbauer spectra of Li$_{0.45}$Fe$_{0.9}$Ti$_{0.1}$PO$_4$, similar to that of Li$_2$FePO$_4$. Red line is the measurement at 25°C, the blue line was measured at 200°C, and the dashed black line was measured after sample was cooled back to 25°C.

samples with 70 nm crystal size, described in the previous chapter. It may be important to compare results on LiFePO$_4$ samples with different crystal sizes. We prepared the nano-LiFePO$_4$ (≈ 50 nm) by ball-milling with carbon, together with a controlled bulk-LiFePO$_4$ (≈ 300 nm) prepared in the same procedure. The nano-LiFePO$_4$, however, did not show better rate capability than the bulk counterpart (Fig. 9.3). It would be interesting to see if they give the same results on the open-circuit voltage, entropy, and enthalpy profiles.
Figure 9.3: Comparison between the galvanostatic cycling of bulk-LiFePO$_4$ (∼300 nm) and nano-LiFePO$_4$ (∼50 nm) at C/20 rate
Appendix A

A Mössbauer Spectrometer Using Buffered Counting and LabVIEW Software

A simple “simulated” multichannel analyzer (MCA) for Mössbauer spectrometer was constructed with a 32-bit buffered counter from National Instruments and LabVIEW programming. Unlike Mössbauer data acquisition by an expensive commercial external MCA device with inflexible software, signal synchronization and spectrum construction are achieved directly by the buffered counter controlled by our customized LabVIEW-based platform.

A.1 Introduction

A Mössbauer spectrometer uses the Mössbauer effect to study nuclear hyperfine interactions by counting photons or electrons. The source photon energy is modulated by a Doppler drive unit, which maintains a constant acceleration/deceleration motion and scans periodically through an adequate velocity range. At each sequential registered velocity (noted as a channel), output signals from the detector are counted within a certain time interval, usually tens of microseconds. In transmission geometry, these signals correspond to transmitted photons not resonantly absorbed by the Mössbauer nuclei, and are used to construct the spectrum. The periodic velocity scan is synchronized with the detector signal counting, and repeated to build up a spectrum over time.

Data acquisition for Mössbauer spectrometry is conventionally handled with a single-purpose electronic system called multichannel analyzer (MCA). A MCA performs essential functions of storing counts in multiple channels, displaying histograms, and saving the data for further analysis. Despite many options of commercial MCA add-on cards, customized designs based on micro-processors, micro-controllers, or personal computers (PC) were reported to build up “simulated” MCAs [152, 153, 154, 155, 156]. Examples of using LabVIEW to collect Mössbauer data directly from detector signals show the convenience and versatility of this graphical programming technique.
In this chapter, we report our design of an MCA on a LabVIEW platform with a single 32-bit counter from National Instruments, now the key component of our Mössbauer spectrometer. Compared to many commercial MCA add-on units with redundant features [159], our virtual MCA provides a straightforward and elegant solution for multichannel scaling (MCS), controlling, and data storage. It has a low cost, high accuracy, high efficiency, and good compatibility with multiple computer operating systems.

A.2 Signal Processing Description

Our Mössbauer spectrometer is set up in a transmission configuration. The 25 kHz TTL pulse train, “CHA”, generated from a digital function generator (Wissel DFG-1200), is used as gate signal for counting. For every 1024 CHA pulses, a second TTL pulse train, “START”, is generated from a frequency divider circuit. This START pulse train (about 25 Hz) sets the frequency of the triangular velocity waveform, and indicates the starting time of a new period of a velocity scan.

The counter function on a National Instruments data acquisition module (USB-6221) is used with LabVIEW commands control. The counter has an 80 MHz onboard clock and 32-bit resolution, both high enough for Mössbauer spectrometers. It counts TTL signals from the single channel analyzer (SCA), which converts amplified analog signals from the detector that pass its two thresholds into digital signals. Buffered event counting is realized by using an active edge of TTL signal “CHA”, which acts as a control signal to register a memory address. It then counts source signals from the SCA until the next active edge of “CHA” signal is received. Then the current count value is locked into the registered memory, and a new memory address is allocated for the next counting. This repeats and there is a finite number (1024) of counting results corresponding to every two adjacent “CHA” signals. Every time counting starts after receiving “START” signal, and stops to start from the beginning when another “START” signal arrives. After 10 cycles of the 1024 channel counting, the set of counting results in the buffer is read by LabVIEW through a USB interface as an array of 32-bit integers. To construct a spectrum, each array of counts is added, and a real-time histogram is displayed. Since every time counting starts at a “STAR” trigger signal, this synchronizes the motion of the Doppler drive, which is critical for obtaining a correct spectrum. By using signals generated from the function generator and buffered event counting, an MCA function is achieved in a simple way. Figure A.1 is a schematic illustration of the whole spectrometer. The signal processing is shown in Fig. A.2, where the left column explains how the counter functions for data collection and the right column shows how signals from the detector are processed before being counted. The logic flowchart in Fig. A.3 illustrates the synchronization and data acquisition in the MCA LabVIEW program.
Figure A.1: The diagram of the spectrometer

Figure A.2: The diagram of signal processing in MCA mode

Table A.1: The fitting results of Fe spectrum and nonlinearity

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>position (mm/s)</td>
<td>-5.315</td>
<td>-3.071</td>
<td>-0.838</td>
<td>0.841</td>
<td>3.079</td>
<td>5.305</td>
</tr>
<tr>
<td>nonlinearity (%)</td>
<td>-0.06</td>
<td>0.04</td>
<td>0.05</td>
<td>-0.02</td>
<td>0.03</td>
<td>-0.04</td>
</tr>
<tr>
<td>FWHM (mm/s)</td>
<td>0.294</td>
<td>0.294</td>
<td>0.266</td>
<td>0.252</td>
<td>0.292</td>
<td>0.300</td>
</tr>
</tbody>
</table>
Multi-Channel Analysis (MCA) Software Flowchart
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Figure A.3: The logic flowchart in MCA mode
A.3 Testing results

Figure A.4 is a Mössbauer spectrum of a natural $\alpha$-Fe sample obtained from our spectrometer after folding the two mirrored spectra. After fitting the sextet absorption lines with Lorentzian functions, the drive velocity is calibrated by assuming 0 mm/s isomer shift and 10.62 mm/s distance between the two outer-lines. The six spectral line positions and widths are thus obtained in Table A.1. The nonlinearity of the spectrometer is also evaluated from this iron spectrum as shown in Table A.1. The algorithm is described in Ref. [158], as:

$$nonlinearity = \frac{x(i) - av(i) - b}{v(6) - v(1)}$$  \hspace{1cm} (A.1)

where $i \ (i = 1 \to 6)$, $x(i)$, $v(i)$, $a$, $b$ are spectral line number, measured line position, theoretical line position, and two parameters from the least square method, respectively. The spectrum in Figure A.4 was collected for 24 hours, with an absorption ratio of about 14%. The quality of the spectrum is comparable to that of a commercial MCA. Our source code can be provided upon request.
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