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ABSTRACT 

A general appro.ach to. theso.lutio.n o.f pulse scattering by 

fini te o.b"stacles is fo.rmulated. The essential feature o.f this 

appro.ach is the identificatio.n and separate treatment o.fthe indi­

vidual terms in a wavefro.nt expansio.n o.f the transfo.rms o.f the 

field vecto.rs. It is demonstrated that the dispersive effect o.f 

a finite co.nductivity in the scattering o.bstacle can be neglected 

fo.r all metals but that it may be significant fo.rpo.o.rly co.nduct­

ing "materials such as dry earth. "The wavefro.nt technique is 

emplo.yed to. so.lve the pro.blems o.f the transmissio.n o.f a delta 

pulse thro.ugh a co.nducting dielectric slab and the reflectio.n and 

diffractio.n o.f a delta pulse fro.m a perfectly co.nducting sphere. 

The transmissio.n pro.blem resultspro.vide a co.nvenient example o.f 

the usefulness o.f thewavefro.nt appro.ach . The results fo.rthe 

sphere pro.blem indicate that the nature ef the waves ebserved at a 

given spatial peint change in time , It is shewn t hat the penumbra 

and the caustic regio.n in the vicinity ef the focal line Q = 1C 

are initially ef zero. extent. The rates ef expansien o.f these 

regiens with increasing t i me are o.btained by a cens ideratien ef the 

errer terms in the asymptetic expansi ens ef the fields. The temporal 

behavior o.f the near and far field zones is obtained in a similar 

manner. 
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I. INTRODUCTION 

Electromagnetic waves are seldom ofa completely monochromatic 

character. ,The signals generated in the laboratory and by natural 

causes are predominantly of a transient nature. Qu~te often it is 

possible to adequately describe the interaction of these waves with 

matter by a steady state analysis. Sometimes, however, the departure 

from equilibrium may be significant. It might also be desired to 

employ a transient analysis in order to obtain more information than 

is available from a .steady state theory. The distortion of a 'pulse 

returned from a scattering obstacle might possibly yield some addi­

tional information pertaining to the properties of 'the scatterer. The 

behavior of the leading 'edge of a scattered pulse usually indicates 

something about the composition of the body . The behavior of the 

trailing edge of a scattered pulse is related to the shape of the body 

and its radii of curvature. 

In addition to the fact that practical problems are seldom of a 

steady state nature, there is a much more fundament al reason for t he 

interest in transient electromagnetic theory . The pulse solution of 

a scattering problem yields a better understandi ng of the physics of 

the steady state problem. The existence of the generalized rays of 

geometric optics is easily demonstrated from a consi deration of the 

transient scattering problem fora finite obstacle . Likewise , the 

coefficientS in the familiarK1ine- Lunebergexpansion of steady state 

diffraction theory are intimately related to the solution oft.he cor­

responding 'pulse problem. 
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One of the earliest workS related to solution of transient electro­

magnetic problems was written by Hadamard [1903]. In his book Lecons 

surla propagation des ondes, Hadamard demonstrated that pulse fronts 

are characteristics of the wave equation, In subsequent papers a 

favorite topic was the scattering of pulses by a half plane or wedge. 

This problem was first considered by Sommerfeld [1901] and Lamb [19l0] . 

Some more recent investigations of this problem have been performed by 

Friedlander [1941], Keller and Blank [1951], and Kay [1953] , Friedlander 

has made a rather comprehensive study of transient sound problems , In 

his -book,Sound Pulses [1958], he discusses the solution of the scalar 

wave equation for waves reflected and diffracted by wedges, cylinders, 

and spheres. Friedlander's results are valid, however, only in the 

immediate vicinity of the wavefrontS. The results obtained for the 

sphere and the cylinder do not include those for the transitional region 

between the shado.w and the illuminated region. . The transient problem 

for the sphere has also been considered by Levy and Keller [1957] and 

Weston (12)[1959] , Levy and Keller considered the propagation of a 

pulse around the surface of the earth. The results which they obtained 

are valid for short times after the arrival of the wavefront. Weston 

solved the problem of the backscattering of a pulse by a smooth sphere . 

His results are valid for all times but the solution is in such a form 

that the large time behavior is not at all evident . 

The literature summa.rized in the above paragraph provides an ex­

cellent basis for the understanding of most of the fundamental aspects 

of transient electromagnetic theory. There are some problems , however, 

which merit additional attention. -There is a need for the formulat i on 

of a general approach to the solution of pulse scattering from finite 
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obstacles. ' Quite often the straightforward obvious method does not yield 

results which are easily interpreted. ' In the present paper, the physics 

of the scattering 'process is employed to suggest a technique which 

should silllplify the solution of these problems. It is also felt that 

some useful inforIl!ation can be obtained from a more detailed and sys­

tematicapproach to the problem Of pulse scattering by a sphere. The 

previous . results for this problem have been reStricted to particular 

time and. spatial domains. ·ThiS makes it very difficult to obtain a 

general over~all feeling for the Physics of the transient scattering 

phenomena. The general method discussed in the initial portions of this 

paper will be employed to obtain the desired solution of the sphere 

problem. 

The text of this paper is divided into four parts . Chapter II 

is devoted to a discussion of a general technique of solution fortran­

sient electromagnetic scattering llroblems of the type mentioned above . 

The crucial part of this technique involves the identification and 

separate consideration ofthe ·terms in the field transforms which cor­

respond to the various rays in the generalized theory of diffraction. 

The dispersive effect of a finite conductiv~ty in the scattering 

·obstacle is investigated in Chapter III . The results for the reflection 

of a delta pulse from a semi-infinite conducting dielectric are employed 

to obtain some general conclusions about the significance of the Signal 

distortion due to a finite conductivity. A Simple example of the appli­

cation of the technique developed in Chapter II is given in Chapter IV. 

The superiority of the wavefront approach is demonstrated by contrasting 

the solution~ to the problem of the transmission of a delta pulse through 

a conducting slab obtained by the 'Wavefront approach and by the conventional 
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approach. The results for the transmission problem are also of some 

practical significance. They are relevant to the problem of shielding 

equipment from non-monochromatic signals . 

A very comprehensive investigation of the scattering of a delta 

pulse by a sphere is made in Chapter V 0 Results are obtained for all 

regions of space and for both large and small times. The change in 

the time behavior of the waves as the observer proceeds from the deep 

shadow to the penumbra to the illuminated region is demonstrated. In 

the process of obtaining these results, an asymptotic expansion of 

fields in the illuminated region was obtained by a saddle point inte­

gration. These results are valid in the near zone as well as the far 

zone. Analytic continuation of these results will provide an expansion 

which is useful in the steady state problem of near zone scattering. 
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II. A GENERALAP~OACH TO THE PROBLEM OF PULSE DIFFRACTION 

2.1 The Laplace Tran~form of Maxwell's Equations and the Boundary Con­

ditions. 

The solution of non steady state problems in electromagnetic theory 

is facilitated if a transform type approach is employed. There is some 

latitude in the choice of the particular transform method to be used in a 

given problem. In some problems a Fourier transform .is particularly con-

venient, whereas, in others, a Laplace transform must be employed 0 Since 

the Laplace transform is defined for a wider class of functions than the 

Fourier transform, it will be employed throughout this paper 0 Actually, 

since this paper is concerned with sources which have a delta function 

time dependence, the Fourier transform method could be used just as easily 

as the Laplace method. It is felt, however, tn,at a Laplace transform for-

mulation lends its~lf to an extension to more complicated source 

dependence better than the Fourier transform. 

,The Laplace transform of a function F(t) is defined by the relation 

00 

l[F(t)] = J F(t) e-
st 

dt 

o 
3- (s) (2.1) 

The inversion from the S domain to the t domain is accomplished by 

means of the relation 
6.+ ioo 

2!iJ 3- (S) 
st 

e ds , (2.2) 

6. .- ioo 

where 6. is chosen such that 3-(s) is analytic for Re(s) ~6. . The 

n 
transform of F (t) is given by 

n-l 
n - /, - 1 /,() [rn(t») sn .](s) - I s F 0 ( 203) 

/,=0 
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In a region free of charge the electromagnetic field vectors 

satisfy the system of equations 

\I X ~(::.,t) 
d 

- dt !?(~>t) , 

\I x :!!(E., t) 
d 
dt Q(E.,t) + ~(E.,t) (2.4) 

\I !?(~> t) 0 

\I Q(!:., t) 0 

(2.7) 

In all .of the work which follows it will be assumed that the medium in 

which the field vectors are defined is homogeneous, isotropic and non-

dispersive. Also the current ~(E.,t) will be assumed to be an induced 

conduction current cr ~(E.,t). The Laplace transform of the set of equa-

tions which pertains to a medium of the type described above is given in 

the set of equations 2 08 - 2.12. In these equations the Laplace transform 

of a field vector is denoted by a script letter. 

, (208) 

o (2.10) 

o (2.11) 

(2.12) 

A vector wave equation can be derived from the relati ons 2.8, 2.9 

by taking the curl of these equations. The result is simplified by using 
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equations 2.3 and 2.4 to express the curl of the initial values. The 

vector wave equation satisfied by the transformed field vector ~(£,s) 

is given by 

. 2 
\l x \l x E,(E"s) +s 2(1+ !s)f,(£,s) 

c 

where 
1 

Il€ == 2 The equation for the transforme.d magnetic field 
c 

vector "li(£, s) i s given by 2.13 wi th e replaced by 1-1- and E re-

placed by H. If the quantity of interest is the scattered field, it 

is always possible to define the time origin such that the initial 

values of the scattered field are zero everywhere in space. Consequently, 

the transform of the field vector of the scattered electric field satis-

fies the homogeneous vector wave equation 

2 0' 
+ ';'(1 + -) 

c. €S 
o (2.14 ) 

C 

where the superscript A denotes the scattered component of the field 

vector . 

The boundary conditions s atisfied by the electromagnetic fieldvec-

tors at the interface of two media are given by the familiar relations 

a ) Both media of finite conductivity: 

n x (~2(£,t) - - ~l(E"t)) 0 (2.15) 

n x (~2(r,t) - ~l(£,t» = 0 • (2.16) 

b) Medium 1 being a perfect conductor : 

o (2.17) 

surface current density. (2.18) 

In these equations the vector n is a unit vector normal to the interface 
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and directed from medium .l into 2. When the Laplace transform of these 

equations is taken they assume the form 

a) Both media finite conductivity: 

n x (£2('::'s) - (1 (.::,s)) = 0 

n x (~2('::' s) - 1il (=:,s» = 0 

b) Medium 1 being a perfect conductor: 

n x ~2('::'s) = 0 

n x ti.2(.::, s) Ti (.::' s) 

(2.19) 

(2.20) 

(2.21) 

(2 . 22) 

The application of the approximate Leontovitch boundary conditions, 

n x !(.::,t) = z ~ x ~(.::,t) where Z = surface impedance, to the problem of 

pulse diffraction must be approached with care. The error introduced by 

the application of the Leontovitch conditions in the solution of the dif­

fraction of a monochromatic wave of wave number k by a curved obstacle of 

curvature p and refractive index n is of the order -1 
(nkp) (7). An 

analytic continuation of this result into the s plane indicates that the 

error introduced in the determination of the transformed 

by a Leontovitch boundary condition will be of the order 

field quantities 

(n .:!e.) -1. It 
c 

will presently be shown that the behavior of the scattered fieldS in the 

vicinity of the wave fronts is related to the asymptotic behavior of the 

transformed _field quantities for -large values of the transform variable s. 

It appears that the application of a Leontovitch type boundary condition 

introduces negligible error if the fields are desired in the vicinity of 

the wavefronts. The behavior of the fields a long time after the arrival 

of the wavefront, however, is related to the behavior of transform field 

quantities for small values of the transform variable s. Consequently, 

it appears that the application of a Leontovitch type boundary condition 

will lead to erroneous results for the field vectors when the time mea-

sured from the arrival of the wavefront is large. 
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2.2 Expression of the Transformed Field Quantities as a Series of Terms 

Determined by the Optical Wavefronts 

In steady state electromagnetic theory it has been shown that the 

field scattered from an obstacle can be obtained by summing the contribu-

tion due to the various optical rays associated .nth the obstacle (8) . 

When kp» 1 ,where k is the wave number of the incident field and 

p is the minimum value of the radius of curvature of obstacle, the 

series of optical contributions converges very rapidly. In this theory 

it is necessary to accept the existence of some rather unusual optical 

rays in additiOn to the conventional rays of geometric optics • . The addi-

tional rays satisfy an extension of Fermat's principle . In order to 

simplify the discussion of these rays consider the ray system depicted 

in Figure 2 .1. The ray Or is the conventional geometric optics result 

where the position of the specular point T is determined by the 

requirement that the optical distance measured from the reference plane 

to the obstacle to p(x,y,z) is a minimum. The additional rays which 

appear in the generalized theory of geometrical optics are the rays Slm 

and 8
2m

• These rays originate at the shadow boundariesS 
1 

and travel along the surface of the obstacle and leave the surface at the 

points and determined by the two tangents from p(x,y,z) to 
00 

the surface of the obstacle. 
th 

The m term in the sum I: S (i= 1,2) 
n=O im 

is associated with the ray which undergoes m complete circulations 

around the obstacle and then travels to p(x,y,z) . The path on the 

obstacle taken by each of these rays is determined by the condition that 

the optical distance be a minimum. 

It is known that the wavefronts of non-monochromatic waves satisfy 

geometrical optics. This fact, in conjunction with the above description 
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of the diffraction process, . leads to the hypothesis that the solution of 

the pulse diffraction problem will be facilitated if the terms corres-

ponding to the various monochromatic optical rays are identified and 

treated separately. A reasonable indication of the credibility of this 

hypothesis is the fact that at a finite time T after the arrival of 

the first signal at p(x,y,z) there are only a finite numberofpos-

sible optical ray contributions to the field. All of the rays which 

have time delays greater than T are absent , A direct inversion of the 

Laplace transform without taking the physics of the rays into considera-

tion, will yield a correct answer. The work involved in deciphering the 

meaning of the result, however, will be considerable. The result 

usually is expressed in the form of an infinite sum of residue contribu-

tions and branch cut integrations. ,These individual contributions must 
OJ 

then be summed in a manner such that the rays L 
m=n 

S . (i = 1,2) are 
~m 

absent for t < T 
n 

In all but the simplest of diffraction problems, 

this is a very difficult thing to accomplish. Consequently, it seems 

that the solution of the pulse diffraction problem can be handled most 

efficiently by treating each term in a wavefront expansion separately. 

-The solution of the vector wave equation 2.14 is obtained in the 

same manner as the solution of the vector wave equation for mono chroma-

tic fields • . The .transform of the field vector ~·(E's) can be expressed 

as the result of some vector operations on two scalar functions which are 

solutions of a scalar wave equation. Consequently, in discussing the 

decomposition of the field into its optical components, it will suffice 

to investigate. the behavior of a scalar function } (E, s) which satis-

fies the scalar wave equation 

2 
; (1 +~) S(r,s) 
_'" €S-

o . (2 . 23) 
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It is desired to write the solution of 2 . 23 in the form of a sum of terms 

which can be identified .withthe optical wave fronts. The requirement 

that each of the terms be zero for time delays less than some .specified 

minimum time necessitates that 1 (!,s) be expressible in the form 

(2.24) 

When equation 2 , 24 is substituted in 2 . 23, the following relation is 

obtained 

00 

L 
m=O 

2 

[ '\7
2 

- ~(l+ ~)] 3- (r,s) 
2 €s m-

c 
o (2 . 25) 

and this requires that each term in the sum vanish separately. If the 

operator in the brackets in 2.25 is applied to :J (r,s) m- and the result 

equated to zero, it is found that the functions V (r, s) must satisfy m-

the relation 

o . (2 . 26 ) 

In order to insure that the division given by equation 2.24 will yield 

waves whose fronts travel along the surfaces determined by geometric 

optics, we must choose the such that they satisfy the Eikonal 

equation 
1 
2" 
c 

The functions 1J (r,s) then satisfy the equation m-

(2.27) 
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o . (2.28) 

If s is replaced by -1m and 0 is equated to zero, equation 2.28 is 

identical with the equation satisfied by amplitudes of the geometrical 

optics waves in the asymptotic theory of diffraction. 

2.3 Behavior of the Fields in the Vicinity of the Wavefronts 

In this section it will be shown that the fields in the vicinity 

of the wavefronts can be obtained by considering the asymptotic behavior 

of the transform of the field vectors for large values of the complex 

frequency s The Tauberian theorem which is employed to justify this 

procedure is obtained in an admittedly non-rigorous fashion from an Abel 

type theorem given in reference (9). 

The Abel type theorem given in the above reference is stated in 

the following form: 

Theorem: If a one-sided original is represented asymptoti­

cally as t - 0+ by some power series of not 

necessarily integral exponents exceeding -1, then 

the s series obtained by transposing the ori­

ginal term by term represents the image asympto­

tically as s- 00 • 

In this theorem the term original refers to the time function and 

the term image refers to the Laplace transform of the function. The in-

verse of this theorem, if it exists, will enable one to determine the 

asymptotic behavior of the original time function as t - 0+ from the 

asymptotic representation of the image function as s - 00 It is not 

true in general that the inverse of an Abel theorem yields a correct 

Tauberian theorem. The conditions for the validity of a Tauberian theorem 
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are always more severe than those which guarantee the validity of an 

Abel theorem. 

In order to justify the use of the Tauberian theorem which is 

inverse to the above Abel theorem, something must be said about the 

nature of the t i me functions which are likely to result from the in-

version of the asymptotic representation of the image. A time function 

of the form 

00 

L 
n=O 

n-Oi at 
n 

has a Laplace transform if 01 > -1. Formally applying the Laplace 

transform operator to both sides of 2.29 yields the result 

e 
-st 

o r(n - 01+ 1)] 
an n - 01 + 1 

s 
, 01 > -1 · • 

(2.29) 

In the solution of pulSe diffraction problems, the transform of the field 

vectors is obtained as a solution ofa vector wave equation . There is 

no question about the existence of the Laplace transform when it is 

obtained in this manner. This implies that the inverse of the transform 

of a field vector must be representable in the form given in equation 

2.29 in the vicinity of a wavefront. An application of the Abel theorem 

~rom ( 9) then indicates that the trans~orm is representable in an asymp-

totic series for large s. Consequently, since we know that the inverse 

of the transform of the field vectors will yield a time function of the 

type 2.29, it is reasonable to assert that the asymptotic representation 

of the inverse of these transforms can be obtained by a term by term 

inversion of their asymptotic representation for large s 

With the assistance of ·the above Tauberian theorem,itis easily 
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demonstrated that the amplitudes of the waves at the wavefronts are 

determined by the laws of geometrical optics. As discussed in the pre-

ceding section, the solutions for the vector fields are derived from 

two scalar functions which satisfy the scalar wave equation 2.23. A 

solution of this equation was given in 2.24 . For large values of s 

this equation can be written 

lim :r (r,s) = 
s »1 -

00 

L 
m=O 

lim U (r,s) m-
s »1 

10102 0 
expr -s(l+- - --8(-) +"' )T (r) 1 

~ 2 €S €S m -

(2.31) 

th 
The time function which corresponds to the m term in 2.31 will be zero 

f t To() S4nce TO(r) or L.. r. L was chosen such that it satisfies the 
m- m-

Eikonal equation, the equation describes the arrival of the 

th 
m wavefront at r. The amplitude of the disturbance associated with 

this wavefront is given by lim 'U (r,s) • m-s .... 00 

The function U (r, s) m-

satisfies the equation 2.28 and when s · .... CD this equation can be 

approximated by the relation 

(2 . 32) 

The relation 2.32, however, is the equation satisfied by the amplitude 

of waves determined by geometrical optics (10). As a result , it is 

apparent that in pulse diffraction problems the amplitudes of 'the waves 

at the wavefronts are determined by geometrical optics. 

2.4 Behavior of the Fields when 

th The inversion integral for the m term in the wavefront expanSion 

given in 2.24 can be written 
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~+iCX) 

1 
2lti JU m(~'S) s( t - TO(r)) 

m-e ds , 

~-iCX) 

where it has been assumed that cr = 0 • . The fact that is large 

suggests that it might be worthwhile to investigate the possibility of 

deforming the contour of integration in 2.33 into the left half plane 

where Re(s) < 0 • A typical amplitude function 1J (r,s) m- will in 

general have both poles .and branch points in the region Re(s) < ~ 

Figure 2.2 .illustrates the deformation of the original contour into the 

left half plane for a typical distribution of singularities of 11 (r,s) m-

If t _To(r) is large ,the most significant contribution to the 
m-

value of the inversion integral is the one which results from the singu-

larity which has the maximum real part. In the case depi~ted in Figure 

2.2 the pole along the imaginary axis and the branchpoint at s = 0 are 

the significant singularities . The contribution from the pole on the 

imaginary axis is easily obtained by Cauchy's residue theorem. This will 

yield the steady state behavior of the time function associated with 

3- (r,s) • The contribution which is obtained from the integration around 
m-

the branchpoint at s = 0 will describe the deviation of ot -l[ 3- m (~, s) ] 

from its steady state value. 

An asymptotic expansion of the value of the integral around the 

branch point at s = 0 can be obtained by expanding the function 11 (r,s) m-

in a Laurent series about this point. The integrals which result from 

this procedure can, in principle, be solved. If the radius of convergence 

, R , of the Taylor series expansion of [)m(E,s) about s = 0 is large 

enough that [t - TO(r)]R» 1 , it is not necessary to worry about the 
m-

effect of the other singularities on the expansion of LA. (r,s) about the m-
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Fig. 2.2 Typical contour deformation 
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branch pOint. In this case the evaluation or the branch point integral 

with U (r,s) replaced by a Taylor 'series representation will yield an 
m-

adequate asymptotic representation. 
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" III. THE DISPERSIVE EFFECT OF A FINJ:'I'E CONDUCTIVITY 

3.1 Introduction 

Although the constituent parameters ~, E, and a have been 

assumed to be individually of a non-dispersive nature, the fact that 

a f 0 introduces a dispersive effect . This is easily demonstrated if 

equation 2.9 is written in the form 

E' S ~(::., s) - e E (::.,0) 

where' the effective dielectric constant e' is defined by the relation 

e' = 
a 

e(l +-) 
es 

In pulse diffraction problems the propagation process is of a secondary 

interest so that we will be concerned with situations in which a wave 

propagat:J.ng in a non-conducting medium is scattered by a conducting 

obstacle. The question Which naturally arises is, how significant is 

the dispersive effect predicted by equation 3.27 

The task of investigating the dispersion introduced by 3 .2 is 

greatly simplified if we limit ourselves to a study of a problem in which 

the only source of dispersion is the fact that the scattering obstacle 

has a finite conductivity. The reflection of a pulse from a semi-

' infinite imperfect dielectric is a problem of this nature. This problem 

is solved in Section 3.2 

It is apparent from equation 3.2 that lim e' = e • This fact, 
S...,.joCO 

in conjunction with the knowledge that the behavior of a wave solution in 

the vicinity of its wavefront is determined by the limit of the transform 

of the field vector as s - 00, indicates that even a good conductor acts 
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like a dielectric in the immediate vicinity of the wavefronts o That 

is, at the wavefronts the reflection coefficient is determined by the 

dielectric constant of the metal and not by its conductivity. The length 

of time over which this dispersive effect is significant will be deduced 

from the results of the pulse reflection problem solved in Section 3.2. 

3.2 The Reflection of a Delta Pulse from a Semi-Infinite Imperfect 

Dielectric 

The problem which will be considered in this section is pictori-

ally described in Figure 3.1. The incident field is chosen to be prop a-

gating in a direction normal to the surface of the dielectric. The case 

of non-normal incidence can also be solved but the solution of this 

problem is slightly more complicated and it does not add anything to the 

understanding of the dispersion phenomena. ·The transforms of the field 

vectors are obtained in a manner which is completely analogous to the 

procedure employed in the steady state problem. The crucial point in 

this procedure is the identification of the various types of wave solu-

tions which exist in free space and in the dielectric. In the transient 

prOblem, it is useful to identify the exponential factors in the wave 

solutions with a tillle delay. A knowledge of the time delay associated 

with the reflected and transmitted signals enables one to correctly choose 

the proper form of the transform solutions , 

3.2.1 Derivation of the transforms of the field vectors , The 

incident signal is assumed to be a delta pulse which moves through space 

as a plane wave. The wavefront of the incident signal is defined by the 

condition t + ~ = 0 . ' If the. electric field of this pulse is ori ented 
c 

in the x direction, the incident fields can be written 

i !! (z,t) a 1:)( t + ~) 
-x c (3.3) 
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.!hz,t) = - !!:.y '~ 1 
c ' a(t +~) , 

o 

th denotes a unit vector in t):te i direction. When the Laplace 

transform operator defined by equation 2 ,1 is applied to the incident 

fields specified apove, the following transform functions are obtained 

The function 1« -z) which appears in these equations is a Heaviside unit 

func~ion which is zero for z > 0 , unity for z < 0 , and equal to the 

value 1/2 fbr z = 0 The presence of this unit' function necessitates 

that we apply the boundary conditions at the plane z = 0- . An informal 

jus~ificatio~ for considering the boundary value of the transform to be 

its ~imit as z approaches the boundary from the right can be obtained by 

appealing to the properties of the inversion integral 2.2. When the 

Laplace transform of a fungtion f(t) is inverted the result is equal to 

f(t) when t > 0 , zero When 1 
t < 0 , and 2f(0) at t = 0 ·Thus the 

inversion of the transform does not yield the true value of f(t) at 

t = .0. At the plane z = 0 the incident Signal specified by equations 

303 and 3.4 is zero except at the time t = O. But the time t = 0 is 

just exactly the time at which the inversion in~egral does not gi~e the 

correct valueforf(t). For this reason,it is expected that a straight-

forward application of the transformed boundary conditions at z = 0 will 

not give a correct answer. At the plane z = 0- the incident signal is 

zero excep~ at the time t = 0+. In this case, however, the inversion of 

the Laplace transform of the incident signal yields the correct answer 
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since t >0 • 

The time delay of the incident signal is z t + - , that of the 
c 

reflected signal 
z t - - , and that of the transmitted signal t 
c 

where c2 is the effective phase velocity in medium 2. Since 

Z 
+­c2 
the 

incident signal has an exponential factor involving z + - , the above c 

information about the time delays suggests that the transform of the 

-sz/c reflected signal should involve a factor e and the transform of 
+sz/c2 

the transmitted signal a factor e · The transforms of the re-

flected and transmitted fields are thus written in the form 

J 
a R(s) e-sz/ c £ (z,s) , 
-x (3·7) 

t 
a [1 + R(s)] 

sz/c2 l (z,s) e 
-x (3.8) 

~ 
a ~ 'R (s) -sz/c 

~ (z,s) e , 
-y iJ.o C 

t 1 
[1 + 'R(s)] 

sz/c2 
t! (z,s) - a e (3.10) -y iJ.oC2 

where 

n index of refraction of 2. 

The ~ vectors have been chosen such that the boundary condition on 

the tangential components of total ~(z,t) is automatically satis­

fied. The tL vectors in equations 3.9 and 3.10 are obtained by a 

direct application of the curl relation 2.8 to the ~ vectors in 3.7 

and 3.8. 

relation 

The condition that a x tf (z,t) -z -

1 [_1 +R(s)] 
iJ. c o 

be continuous yields the 
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which, upon solving for 1\(s) , can be written 

'P. (s) = 
1 _ n(l + ~)1/2 

es 
( 3.12) 

The function fl (s) is interpreted as the reflection coefficient in 

the s domaih. 

·!t will suffice to consider only the inversion of the reflected 

electric field transform. The other field quantities can easily be 

obtained in the same manner. When the value 3.12 for the reflection 

coefficient ~ (s) is substituted in 3.7 and the inversion integral 

2.2 applied to the result, we obtain the following integral expression 

:f0r the reflected e.lectric field E (z,t) 

L'>+ico 
(1 . 0 )1/2 s(t - ~) 

a J 1 (z,t) ~i 
n + "'"-

E = .§S 'e c ds (3.13) 

L'>-ioo 1 + n(l + ~)1/2 
~s 

3.2.2 Evaluation of the inversion integral for the reflected 

electric field . The integral expression for .~ (~,t) can be evaluated 

asymptotically in the manner described .in Sections 2.3 and 2.4. It is 

possible, however, to transform this integral into a form which will 

yield both of the asymptotic limits without making use of the Tauberian 

theorem given in Section 2.3. This provides a .convenient check on the 

validity of this theorem. The approach to be employed here is also nice 

in that it yields an exact answer for the case n = 1 

The only singularities of the integrand in the integral 3 . 13 are 

the branch pOints at s = 0, -o/e. Figure 3.2a illustrates the original 

contour 'and the choice of a branch cut along the negative real axis from 
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o to -o/€. Before deforming the contour of 3.13 into the left half 

plane, we must investigate the behavior of its integrand on the infinite 

arc 'in the left half plane. 

lim 
s~oo 

1 _ n(l + ~)1/2 
€s 

o 1/2 
1 + n(l + E'S) 

s(t- !) 
c e = 

1 - n e 
1 + n 

set - !) c 

z The integrand vanishes on the infinite arc if t - - > O. If 
c 

(3·14 ) 

z 
t - - = 0 , however, the integrand does not disappear. In order to avoid c 

this difficulty divide the integrand into two parts • 

. 1 _ n(l + ~)1/2 
i €s · = 

1 + n(l + .2...)1/2 
€S 

1 - n 2n --+ --l+n l+n 

1 _ (1 + ~)1/2 
€s 

1 + n(l+ ~)1/2 
€S 

The first term in 3.15 will yield a delta function return and the second 

term now vanishes on the infinite arc for all (t-!) ~ O. When 3.15 
. c 

is substituted in 3.13 the following expression is obtained for .~ (z,t). 

] (z,t) l-n = a -x 1 + n 
oCt - !) c 

1 + a . -x :rcJ. 

6+ioo l-n(l + !L)1/2 z 
n J €S s(t--) -..::...- e cds 

1 + n . l+n(l + ..!!...) 1;2 
6-J.00 €S 

(3.16) 

The integral in the second term of 3.16 will be deSignated as I 

in the calculations which follow. Since the integrand of I disappears 
z 

on the infinite arc in the left half plane for all t - -~ 0 , it is c 

possible to deform its contour into a new contour which surrounds the 

branch cut from s = 0 to _0/ €. This contour is depicted in Figure 

3.2b.If the variable s is replaced by 
+i:rc 

0/ € we (the plus Sign is 

taken on the top side of the cut and the minus sign on the bottom side of 

the cut) and the results for the integration along the top and bottom side 

~.p +1-.6 n"+ ""'0 " .nAoA . ;+. i" i'nund that I can be written 
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o( z) where * = € t - c' ·To the best of the writer's knowledge this inte-

gral cannot be solved .exactly with the exception of the case n = 1 . 

When n = 1 the integral in 3017 assumes the form of an integral 

representation of a confluent hypergeometric function. 

1 

J wl/2(1 - w)1/2 e-1jrw dw = :J{ F (3 3 ,I,) 
81 1 2; h . 

o 
(3.18) 

The confluent hypergeoIlletric function in 3.18 can be shown to be equal to 

the following combination of well-known functions. 

F (1'3"") - ~ e1jr/2 I (i) 1 1 2' ,~ - 1jr 12 , 

where Il denotes a modified Bessel function of order one. Thus when 

n = l,the exact expression for the reflected electric field can be 

written 

n=l 
- a -x E (z,t) 

Il(2~ (t - ~» 
o c 

(t - ~) 
c 

o 
- 2E:o 

e 

(t -~) 
c z 
U(t- -) c 

The behavior of equation 3.20 is plotted in Figure 3.3 . 

Ifn t 1 1 asymptotic approximations to I can be obtained for 

the two extremes 1jr« 1 ,and 1jr» 1. In the case 1jr« 1 an 

asymptotic expansion can be obtained by expanding the exponential func-

tion -1jrw e in a Taylor series about 

lim I "-
1jr « 1 J

l 1/2 1/2 2 
_2iOl+n w (l-w) [1_WW+Lw2+ 

E: n l-rw 2 
o 

••• ]dW'U(t - ~) , 

( 3. 21) 
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Where r == 1 
1 
n 

This procedure yields the following 'series expansi~ 

valid in the vicinity of t~ 0 . 

N 2ia 
I"--7 

1+ n 
n 

L a (r) tmU(t -~) , 
m= 0 ,m c 

where 

w ,_2l:lI_, +_1(1_ w)1/2 1'(1.)1'(20+3) 
_ ... 2 ________ dw = ~2_,:--' --,2 __ 

1'(n+3) l-rw 
( 20+3 ) 2Fl 1'-2-; n+3;r • 

The asymptotic expansion of '~(z,t) has also been calculated using the 

Taube:rian theorem given in Section 2.3 . The results from these two 

methods coincide. A'point in favor of the Tauberian theorem results is 

the fact that they do not require the evaluation of complicated coeffi-

cients such as 3. 23. 

The asymptotic approximation to I for the case t» 1 can be 

obtained by expanding the integrand in 3. 17 about w = 0 It is also 

asymptotically correct to replace the upper integration limit by CD • 

When these things are done we obtain 

CD 

2i, a l+nf 1/2(1 1 1 2 
----- W --w-"/'iw+ 

E n 2 0 ' 

2 2 " ')(l+rw+r w + . • , ) limI'V-
1Jr» 1 o X e-twdwU(t - ~) 

c 

[ 
3( , 1) -1 15( 2 r 1) -2 ~( -3)]U( z) l+2"r-2"t +T r -2"-'ljt +v t t- c ' 

3.3 Some General Conclusions about the Dispersive Effect of a Finite 

Conductivity 

(3.24 ) 

The physical process which causes a conductor ,to be dispersive is 

the excitation of eddy currents. ,If a = 0 there cannot be any current 



-28-

flow so there is no dispersion. It appears that a significant parameter 

in the asseSSnieq.t .of the magnitude of the dis~~rsive effect is the relaxa­

tion t1nie (a/e)-l of the material of which the scattering obstacle is 

comPosed . When: a = CD the relaxation time is zero. This implies that , 
'the currents induced in a perfect conductor attain their equilibrium 

value instantaneoUsly. CotJ.Sequeiltly, it' shoUld. be eXpected that a per-

fect conducijor would be non-dispersive. Thi!.B, of course, is true. 
, 

Ahotherimportant consideration in the assessment of the ~i~ifi-

cance of the di$persive effect is the. b~ndwidth of the incident signal. 

It isob;;ious ~~t a na.rrow-band iiignsl is distorted much less th~n a 

wide .. b~nd signa,l J The bandwidth Of !:i si~al with a d.elta function time 

dependence is infinite . . Consequently the dispersive effect of a finite 

conductivity can be maximized by considering the solution of a delta 

sOurce problem. It is reasonable to assume that if the disperSion is 

negligible for a delta source, it will be negligible for all signals. 

The conditions in the problem solved in the preceding section 

were chosen such that the only source ofdis~ersionwas the fact that 

a # o. The distortion of the reflected signal can thus be attributed 

solely to the dispersive effect of a finite conductivity. Also the 

incident signal has a delta function time dependence so that, according 

to the reasoning given above, we should expect that the distortion in 

the reflected Signal will be maximized. The exact results for the case 

n = 1 provide a convenient means of estimating the significance of the 

effect when a f b . The plot of the time behavior of the refle cted 

Signal given in Figure 3.3 indicates that the Signal rapidly approaches 

its steady state value in a few relaxation periods / 
-1 

( a e) . ·This is 

physically reasonable since, as mentioned above, the disperSion is caused 
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by the flow of eddy currents in the scatterer and it is known that these 

currents decay in a time of the order of a few relaxation periods. ) Thus 

it appears that a sufficient criterion for neglecting the dispersive 

effect due to a finite conductivity is the condition o/€ »f • m · The 

frequency fm is determined by the high frequency cutoff of the equip-

ment which is employed to detect the scattered signal. If 

the distortion in a received signal is undetectable . 

o/€ » f 
m 

/ 
18 Almost all metallic conductors satisfy the condition a € > 10 • 

This corresponds to a frequency which is many times larger than the upper 

limit of the best receivers available at the pre.sent time and in the 

foreseeable future. Consequently it is reasonable to neglect the disper-

sive effect of a finite conductivity when the scattering obstacle is 

· colnposed of ·a metallic material. ·There can be a significant detectable 

distortion due to a finite conductivity when a signal is scattered by 

an obstacle whose composition is somewhat like dry earth. In this case 

7 o/€ ~ 10 and this frequency is well within the upper cutoff frequency 

of a good receiver. ·It is reasonable to expect, for instance, that a 

signal scattered by one of the planets or our moon would be distorted as 

a result of their finite conductivity . 
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IV. A SIMPLE EXAMPLE OF THE METHOD OF SOLUTION WHEN MORE THAN ONE 

OPTICAL RAY IS PRESENT: THE TRANSMISSION OF A DELTA PULSE 

THROUGH A CONDUCTING DIELECTRIC SLAB 

4.1 Introduction 

The virtues of the method of solution for pulse scattering problems 

which was described in Chapter II are not readily obvious until the method 

has been tested on a typical problem. The choice of a particular 'problem 

to illustrate the method is influenced by two factors. First, the physics 

of the problem should predict the presence of more than one optical ray at 

the observation point. This is a rather obvious requirement since the 

crux of the wavefront approach is the fact that pulse scattering problems 

are solved most efficiently if the effects of the various wavefronts are 

considered separately. If there is only one wavefront, the method of 

Chapter II and the conventional approach are identical. Secondly, the 

solution of the problem which is chosen should be simple enough that the 

value of the pulse scattering .method is readily apparent. If the problem 

were not of a simple nature, the advantages of the wavefront approach 

might be masked by the complexity of the solution. For these reasons it 

was decided to use the problem of the transmission of a delta pulse 

through a conducting dielectric slab as an example of the wavefront eXpan­

sion technique. 

The problem which is solved in this chapter is actually slightly 

more complicated than it need be to demonstrate the solution technique. 

For the purposes of the demonstration, it would have been sufficient to 

consider the transmission through a nonconducting slab . It is felt , how­

ever, that the added complexity is compensated by the fact that the solu­

tion to the problem with non-zero conductivity is of reasonable practical 
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significance. The results of this problem are relevant to the problem 

of shielding equipment from unwanted non-monochromatic signals. 

4.2 Derivation of theT,ransforms of the Field Vectors 

The scattering problem which will be solved in this chapter is 

depicted in Figure 4.1. The media in regions 1 and 3 are assumed to be 

vacuums and the magnetic 'permeability of 'medium 2 is taken to be the 

same as that in 1 and 3. -The incident field is again chosen to be a 

plane delta wave which moves in the negative z direction with a wave-

front determined by the condition t + z/c = O. The orientation of the 

incident field vectors is indicated in Figure 4 .1. The equations which 

describe the incident field and its Laplace transform are identical with 

equations 3 . 3-3.6 of Chapter III . For the sake of convenience, those 

equations are repeated below: 

i 8( t + ~) (4.1) _ ~ (z,t) = a , 
-x c 

i 1 8(t + ~) (4.2) .!! (z,t) - a , 
-Y!-l c c 

0 

~i(z,s) sz/c 
U(-z) ( 4.3) a e -x 

i 1 sz/c 
tH-z) (4 . 4) 1:1. (z,s) = - ,a e , 

-Y!-lOC 

where ~i denotes a unit vector in the ith direction. 

The appropriate forms for the vector field transforms of the ref-

lected and transmitted signals are obtained in the same w~y, by the same 

technique , that was employed in the solution of the problem in Chapter III. 

The exponent of the exponential factor in the transform of a field vector 

is determined by a consideration of the time delay associated with the 

field vector . The reflected signals have time delays of the form 



- 32 -

B- 22/14 

l:>~Y 
~ Z 

)' ~ £ 

~ 
I 

(I, 
:3 

~ 
~ 

Z =0 Z =-.1, 

Fig. 4.1 Coordinate system and orientation of incident fields 

Im(v) 
B-22/15 

(1,0) 
Re (v) 

Fig. 4. 2 Contours of integration 



-33-

Z 
t- --- (i = 1,2,3) and the delay for a transmitted signal is of the 

ci 

form t + ~ (i= 1,2,3). ' This indicates that the transforms of the 
ci 

reflected and .transmitted ,fields can be written 

b 

~l (z,s) 

( 4.6) 

~3(Z,s) = a J (s) eSz/ c , (4.7) -x 

'!t(z,s) a ~ 'Rl(s) -sz/c (4.8) e 
-y ~oc 

!±2(Z's) 
1 [ sz/c2 -sz/c2 

= a -- - J 2 (s) e + 'R2 (s) e ] , ' (4.9) 
-Y~oc2 

!!3(z,s) 
1 ::)(5) e Sz/ c , (4 ,10) - a , 

-y ~ c 
0 

where 

, n index of 'refraction of 2 • (4.11) 

The continuity of the tangential components of the transformed 

vector fields at the boundaries Z= 0, -£ yields a set of four equations 

involving the quantities "R 1(5), j 2(s), 1\2(5), and J (s) . These 

equations can be represented conveniently by the matrix relation 

-1 1 1 0 R 1 (5) 

0 -s£/C2 S£/C2 -S£/C2 J 2(s) e e -e 
( 4.12) 

0 1 + c/c2 1- c/C2 0 'R 2(s) 

0 
c -S£/C2 c ,S£/C2 -s£/c J (5) - -:.- e ---, e e 
C2 c2 
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Each of the coefficients which appear in equations 4.5 - 4.10 can easily 

be obtained from the above matrix equation o The result for the trans-

mission coefficient j (s) can be written 

j (s) (4 . 13) 

An integral representation of the transmitted electric field ~3(z,t) 

can now be obtained by applying the inversion operator defined in 202 

to equation 4.7 with j (s) replaced by 4.13. 

6+ioo 

= a ..1:....J -x 2:rd 
A·-1oo 

(4.14) 

4.3 A Discussion of the Alternative Methods Available for the Solution 

of the .InversionIntegral 

The integrand of the integral in 4.14 is a single- valued function 

ofs. This is not immediately obvious since the function c/c2 is a 

multiple-valued function with branch points at s = 0, -a/E It is 

noted, however, that the integrand is unchanged if c/c2 is replaced by 

-c/c
2 

. ·Consequently, even though c/c2 changes sign .as s passes from 

the top side of its branch cut to the bottom side, the i ntegrand remains 

unchanged. It is also apparent that the integrand in 4.14 has an 

infinite number of poles in the left half of the s plane. These poles 

are located at the values of s which satisfy the relati on 
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, m = 0,1,2,··· (4.15) 

An obvious way to evaluate ~3(z,t) is to apply Cauchy's residue theorem 

and express the integral in 4.14 as an infinite sum of residue terms. 

The method which haS been eXpounded in this paper involves a 

decomposition of 'the field ~3(z,t) into a series of terms which are 

deterniined by the optical wavefronts. An approach which is, in general, 

quite successful in the determination of the desired wavefront expansion 

is to investigate the behavior of the transform of the field vector on 

the infinite arc in the right half of the s plane. When the transform 

is exPanded in an asymptotic series, it is usually found that the wave-

front terms are eaSily recognized. An asymptotic expansion of the 

integrand in 4.14 for large values of s where Re(s) > ° yields the 

result, 

l'i1l1 
s » 1 

Re(s) > ° 

(X) 

"-' I 
m=O 

The quantity z+£ 
(t + -' - '­

C 
(2m+l)~) 

c 

-S£!c2 
e 

set + z+£) _ (2m+l)~) 
c c e (4.16) 

which appears in the exponent of each 

term in 4.16 can be interpreted as the time delay associated with a wave 

which has been internally reflected 2m times inside of the dielectric 
_4n (n- 1)2m slab. Likewise, the coefficient is the transmission 
(n+l)2 n +1 

coefficient of a wil.ve which is internally reflected 2m times in a dielec-

tric slab whose refractive index is n. The expansion 4 . 16 was obtained 

by expanding the denominator 'on the left hand side in a geometric series 
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and then taking the limit as s» 1. As a result, it appears that the 

desired wavefront expansion of the field ~3(z,t) can be obtained by 

expanding the denominator of the integrand in 4.14 in a geometric series , 

The geometric series obtained in this way is convergent everywhere to the 

right of the singularities of the integrand. The field ~3(z,t) can 

thus be written in the form 

a 
-x 

2 
rl 

s(t + z+£ _ (2m+l)'!") 
)( e c c2 ds • 

( 4.17) 

The task of comparing the relative merits of the two approaches 

discussed in the preceding two paragraphs is considerably simplified if 

we restrict ourselves to the case a = O . This choice makes the solution 

of 4.17 almost trivial since the function c/c2 is then equal to the 

constant value n. The integrals which remain are easily shown to be 

expressible in the form of delta functions, The result for~3(z,t) 

can be written 

4n OJ 
a -- '\ -x 2 L.. 

(n+l) m= 0 
( 4 .. 18) 

The answer given in 4.18 is exactly that which is predicted by the physics 

of the problem. The transmitted signal is expressed in the form of a 

series of discrete delta signals received at time delays which correspond 

to the optical wavefronts. The magnitude of each Signal is also in 

accordance with the phySical interpretation, 
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Wben 0= 0 the locations of the poles in the integrand of 4.14 

are given by the relation 

s _n.e = - .en(!:.:...!) .± im:rc, -m = 0,1,2,- ••• m c .' n- 1 (4.19) 

The integral along the contour Re(s) = ~ is equal to 2:rci times the 

sum of the residues at these poles if the integrand of 4.14 vanishes on 

the infinite arc in the left ha~ plane . The asymptotic limit of the 

integrand as s ~ 00 with Re(s) < 0 is given by 

lim 
s(t+ ~) n n 

4n e ~ . (S(t+Z~h+ hcn)) 
/V a e • 

2 s.en/c 2 -s.en/c 
(n+l) e - (n-l)e 

(4.20) 
a - -+ 00 

Re(s) < 0 

Therefore, if (t + z+.e + .en) > 0 , the integrand of 4.14 vanishes on the 
c c 

infinite arc in the left half plane. It is also known, from a considera-

tion of the behavior of the integrand .in the right half plane, that the 

integral in 4.14 is zero for . (t + z+.e _ .en) < O . When (t + z+.e_ .en) > 0 
c c c c 

the condition obtained from 4.20 is satisfied and we can then express the 

integral in 4.14 as a sum of residue terms. The expression which is 

obtained for -~3(z,t) can be written 

where 

r= 

a ~ (r)T/T 
-:x: (n+l)2 2rT 

n-l 
; 

n+l T == 
n.e ; 
c 

~ im:rc( 1 - t) ~ I ( . ) 
L. e LA T- T , 

m=-oo 

z+.e 
T=t+-­c 

(4.21) 

The result given in 4 . 21 shows little resemblance to the wavefrontexpan-

sion given in 4.18. As a matter of fact, it is not even apparent that 

return is of the discrete nature indicated by physical .reasoning. 

• 
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The equivalence of equations 4.21 and 4.18 can be demonstrated 

if the following relation is employed (11) 

1 
2'ii 

00 

I 
m=-oo 

im1C z/u e 
00 

I 5( z - 2mu) • 
Ill=-OO 

(4.22) 

With the assistance of 4.22 the product of the summation and the unit 

function in 4.21 can be written in the form 

00 . ( T) L e im1C 1 - l' U (T - T) 
m=-oo 

:00 
T 2 I 5(1 - 2m) ll(T - T) T 

m=-oo 

00 

= 2T I 5(T '-(2m+l)T) . (4.23) 
m=o 

If 4.23 is substituted in 4.21 and it is recognized that 

the expressions in 4 . 21 and 4.18 can be shown to be equivalent. The 

important point to be noted here is that in order to obtain each term 

in the result predicted by the physics of the problem an infinite num-

berof residue terms must be summed. In the above example this did not 

cause too much hardship since the residue series could be summed 

exactly. It is not always so simple . . The sum of the residue series 

obtained .from 4.14 when a f Ois not so easily obtained. 

4.4 Inversion of the First Term in the Wavefront Expansion when af 0 

The results for the transmission of a delta pulse through a con-

ductingslab are of interest if it is desired to assess the ability of a 

thin sheet to shield a region from unwanted transient signals. The 

shielding properties of a metallic sheet are easily obtained if the 
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incident signal has a very narrow spectrum. . In this case, . the steady 

state behavior 'of the signal transmitted at the frequency corresponding 

to the maximum in the incident signal spectrum will yield a very good 

indication of the over-all shielding capabilities. When the signal 

has a relatively wide bandwidth, however, the steady state theory may 

not yield a result which is sufficiently accurate. In this case it is 

useful to appeal to the impulse response results given in this section. 

·The signal transmitted when the incident Signal has an arbitrary time 

dependence can be obtained from the impulse response by means of-the 

convolution integral. 

It will suffice to consider the inversion of the first term in 

the wavefront expansion since magn1.tudes of the higher order terms are 

significantly reduced becaus.e of the attenuating effect of the conduc-

tivity of the slab. If it should. prove necessary to include the higher 

order terms in a particular 'problem, they can be evaluated in the same 

manner as the first term. The various terms in the wavefront expansion 

are represented in integral form in equation ~.17. If the first term 

is designated by ~30(z,t), we can write 

.6.+ioo 

2J a --x 1(i 
.6.-ioo 

set + z+£ _ ~) 
c c2 ds (4.24 ) 

The magnitude of the field ·in the vicinity of the wavefront will be 

obtained by applying the Tatiberian theorem given in Chapter I!, Section 

2.3. This requires that the integrand of 4.24 be expanded in an asymp-

totic series valid for s ~ 00 • ,The asymptotic expansions of the 

factors in the integrand are given below 
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n - 1 

2(n+l) 
a 
€S 

(4.25) 

lim 
6-+ 00 

s(t+~- ~) 
c c 

e · 2 = e 

a sT-o 2€ 
zit 
c l+'l\'-'---+ 

[ 
l(a nt) a 
o € C €S 

8) (..£..) 2 + ~ ($.) 3J 
€S €S 

(4.26) 

'Where (t + z+2 _E!) 
c c . 

= time measured from the 
arrival of the .wavefront. ( 4.27) 

When equations 4.25 and, 4'.26 are supstituted in 4.24 and the ref!ult 

inverted .term by term, the following expression is obtained for the 

transnd:t;tedel~ctric field in the vicinity of the first wavefront 

lim ~"30 (z, t) IV 

T «1 
o 

a 
-x 

a 
4n - 2€ 

2 e 
(n+l) 

5(T ) _ a 
o € 

[ 
n - 1 
2(n+l) 

.2 
l(a ,n.e)] "' ( ) . a [2ri - n 1 1 (a 

- 8 € . -6 LA. To + € 4(n+l)2 - "8 + 128 € 
~) (~ . nt_ 
c € c 

It is apparent that 4.28 is valid when ~ T «1. In other words, the 
€ 0 

expression obtained above yields an asymptotic estimate of!!30(z,t) for 

/ 
-1 

times much smaller than the relaxation time I (a €) I of material of 

which the slab is composed. The exponential factor in 4.28 describes 
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the attenuation sustained by the incident signal in passing through the 

slab. It is rather interesting to equate this attenuation to that which 

a monochromatic signal would experience in passing through the same slab. 

It is found that a monochromatic signal of angular frequency al2e sat-

isfies the above condition. 

The value Of~30(z,t) for large values of T 
o 

will be obtained 

by deforming the contour of integration in 4.24 into a new contour 

which surrounds the branch cut connecting the points s = 0, -ale The 

information pertinent to this contour deformation is contained in 

Figure 302. In order to insure that the contour 'deformation is valid 

for To = 0 , the integrand of 4 . 24 must be expressed as the sum of two 

terms. The first term is the asymptotic limit of the integrand on the 

infinite arc in the left half plane, and the second term is the remainder 

of the integrand . When this split is performed the integral expression 

for ~30(z,t) assumes the form 

a 
4n - 2e 

-a---e 
- -x (n+l)2 

where 

.6+100 

I(z,t) = J 
.6-ioo 

T ' n£ 
o == To + c , . 

n£ 

c 5(T ) + a 2n 2 I(z,t) 
o -x :n:i(n+l) 

(4 . 29) 

, (4.30) 

The integrand of the integral I(z,t) vanishes on the infinite arc in 

the left half 'plane for To ~ O. Consequently the path of integration 



-42-

along the line Re(s) = ~ can be deformed into the path C which is 

indicated in Figure 3.2b. On C it is convenient to replace the 

variable 
±irccr 

s by e - w . e When this is done and the contributions 

from the top and bottom sides of the cut are added, the following 

expression is obtained for the integral in 4.29 

1(z,t) = 

where 

0= 

1 

2!cr 1m] 
n2_ (1+n2)w + i(1+n2)wl/2(1_Wjl/2 

rt2 _ (1+n2)w_ i2nWl/2(1_W)1 2 

5! T' 
e 0 

o 

cr 
, f3-=­e 

nJ 
c 

e 
-0 w + if3wl / 2( l-w) 1/2 

dw , 

and 1m signifies that the imaginary part of the integral is to be 

taken. 

The integral given in 4 . 31 can be solved asymptotically for large 

values of 0 by expanding the integrand in a Taylor series about the 

origin. This expansion is divergent at w = 1 but the results will be 

asymptotically correct if 0 is sufficiently large. The appropriate 

expansions are 

2 
n -

2 
n -

2 2 1/2 1/2 (l+n )w + i(l+n)w (l-w) 

(1 2) "2n 1/2(1 )1/2 +n w - 1 W -w 

(1+n)2 1/2 
1 + i 2 w -

n 

_2 (.>.;.;1:..".+n-,-,)_2 ,<>( 3/2 w+u(w), 
n 3 

The integral which results -when 4 .32 -and4.33 are substituted in 4 . 31 

can be solved by completing the square. in the exponent . If a new 
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variable v is introduced, this integral assumes the form 

lim I(z,t) N 

.0; »1 

132 1 _ il3 

4iO" - 40: 1 2a ---e· Im 
€ 13 

2 2 
-av [( il3) i (l+n) ( i 13.::..)2 e v + 2a + 2 v + 2d -

n 
-i -2a 

2 
_ 2 (l:~) (V+i2~)3+a(v4)] dv. 

(4.34) 

The values of three integrals required in the solution of 4.34 are given 

in the following equations 

1-

113 
i2a 

i~ 
2a 

1- i ~ 
2a 

2 -av e dv 

1 
2 -av e v dv 

. 13 
-1. 2a 

1 . 13 - 1.-. 2a 

fl3 
-i -2a 

( :rr~1/2 . 13 - +1. - + 2 2a 

2 
1 13 /40: A ( -a) -e +CJ e 2a , 

( 4.j7) 

These integrals are evaluated by changing the contour as indicated in 

Figure 4.2 and solving the integrals along R l' 1'1 2, and 113 separately. 

When 4 .35 - 4.37 are substituted in 4.34, an asymptotic expansion of 

I(z,t) is obtained. The result for the transmitted electric field can 

then be written 
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V. A COMPLICATED EXAMPLE OF THE METHOD OF SOLUTION WHEN MORE THAN 

ONE OPI'ICAL RAY IS PRESENT: REFLECTION AND DIFFRACTION OF A 

DELTA PULSE BY A PERFECTLY CONDUCTING SPHERE 

The approach to the solution of pulse scattering problems 

which is discussed in the earlier portions of this paper was evolved 

in an attempt to obtain a satisfactory solution to the problem of 

pulse scattering from a sphere. The idea of treating each wavefront 

term separately was conceived in the process of interpreting some of 

the results of V. H. Weston on the backscattering from a sphere (12). 

Weston obtains results for the large time behavior of the fields 

scattered when a square wave modulated carrier signal strikes a 

sphere. These results are expressed in the form of an infinite sum 

of residues ; The leading term in the residue series is the steady 

state behavior and the other terms are those associated with the 

transient behavior . It is found that the transient porti on of the 

residue series does not converge rapidly when ka» 1 . This dif­

ficulty can be interpreted as resulting from the fact that , at a 

finite time T, the wavefronts with delays greater than Tare 

absent. Consequently, the sum of the transient t erms must be large 

enough to eliminate those terms from the steady state term. This 

leads to the hypothesis that a more desirable formulation of the prob­

lem can be obtained by separat ely considering each term in the 

wavefront expansion of the transforms of the field vectors. 
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The wavefront expanaion for the problem ofpulae acattering by 

a aphere ia obtained with the aame tecbnique as was employed in the 

problem discuased in Chapter IV. The behavior of the transforma of 

the field vectors in the right half of the zplane ia inveatigated 

for large values of s. It is well known from the work in ateady 

atate diffraction theory, that the harmonic seriea converge a very 

slowly when s» 1. One of the most important contributiona of the 

researchea in steady state diffraction theory performed in the first 

half of thia century was the evolution of a technique by which a 

alowly convergent harmonic aerie a can be transformed to a rapidly 

convergent repreaentation of the field vector tranaforma when 

a » 1 • When the field vector transforma are expreaaed in thia 

form, the identification of the varioua terma in the wavefront expan­

aion ia eaaily obtained by noting the time delay aaaociated with each 

term. 

The technique employed for the evaluation of the various terma in 

the wavefront expansion is dependent upon the time at which the signal 

ia desired and the region in apace at which the obaervation is made. 

The wave behavior in the vicinity of the wavefronts is obtained by ap­

plying the Tauberian theorem given in Chapter II, Section 2.3. The 

integral expressions for the aaymptotic values of the field transforma are 

then treated differently depending on the angular domain within which the 

obaervation point ia located. The wavefront terma which correapond to 
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the diffracted rays can be evaluated by the Watson residue series tech-

nique. The first term in the wavefront expansion, however, cannot always 

be evaluated in this manner. The residue series expansion of the first 

term is adequate in the deep shadow zone. This region is defined by the 

interior of the cone generated by the tangents to the sphere at the 

points (r,9,¢) = (a, ~ + (%)1/ 3, ¢) In the illuminated region the 

appropriate technique of solution is the saddle point method. This region 

is defined by the tangents to the surface of the sphere at the points 

In correspondence with the steady state 

theory, the transition region between the deep shadow and the illuminated 

region is termed the penumbra. The asymptotic values of the field trans-

forms in this region are obtained by expressing the integral representa-

tion in a form which contains Fok type integrals. These integrals are 

tabulated by Logan (13). The behavior of the waves at large times is 

obtained in essentially the same manner for all of the wavefront terms . 

5.2 Derivation of the Transforms of the Field Vectors 

The scattering problem which will be considered in this chapter is 

depicted in Figure 5.1. The incident wave is a delta pulse which moves 

along the plane wavefront defined by the condition z-a 
t+-=O. c The 

time delay of the incident field is chosen such that the initial values 

of the scattered field are zero. The incident field vectors and their 

Laplace transforms can be written 

i B(t z-a) (5.1) E!. (z,t) = a +-- , 
-x c 

i 1 B(t z-a) (5 .2) !! (z,t) = - a +--
-y fLoC c 
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!(z-a) 
= a e C 

'1, (a-z) -x u , 

i 14 (z,s) 
1 %(z-a) . 

= - a - e 1A (a-z) 
-y IL c o 

(5 .4) 

The transforms of incident field can be written in a more useful 

form by referring to the work of Stratton which pertains to the 

expansion of a steady state vector plane wave in spherical coordinates 

(14). An analytic continuation of tne complex conjugate of Stratton's 

plane wave results yields the expreSSions 

where 

= e 

sa 
c 00 2n+l · [ (1)( . ) (1)( ~ '\ (i)n ( 1.) m r,s + in r,s) L - n n+ -010 - -e1o -

n=l 

sa 
1 c 00 

1J (a-z) , 

(5.5) 

= - - e '\ ( . )n 2n+l 
L -~ n(li+l) [~~~(!IS) -i!.!o1o (!,S)] lHa-z) 

(5.6) 

!-loc n =1 

pl(cos Q) 
n cos ¢ a _ j (iR) ~ p\cos Q) sin ¢ an( 
sin Q sin ~ n oQ n cos-'1-' 

(5.7) 

_n (1) (_r, s) = n(n+1) j (iR) p1( cos Q) sin ¢ a + i1R[ iRjn( iR)) , 
iR n n cos-r 

010 
e 

and the prime denotes a differentiation with respect to isr = iR 
c -
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The transforms of the scattered fields satisfy the vector wave 

equation 2.14 with a = O. This equation becomes identical with the 

steady state vector wave equation iff s is replaced by - ik , where 

k is the wave number of a steady state wave. ·This indicates that the 

transforms of the scattered field vectors can also be obtained from 

Stratton's results on plane wave scattering by analytic continuation. 

The transforms of the scattered electromagnetic fields obtained in this 

way are 

sa - - 00 
( . n 2n+l [a~ ~(3\~,s) +ib~ !!(3\~,s)] 1:.4 

(::.' s) 
c L = e -J.) n(n+l) (5.9) n=l oln eln 

sa 
00 

[b
4 

m(3)(r,s) -ia~ n(3) ] -AJ..~ Hb (::.,s) c Lin 2n+l = e (-) n(n+l) n - - n - (r,s) (5 .10) 
n=l eln oln -

where are the same respectively as the superscript (1) 
0In 0ln 
e e 

quantities, except that j (iR) 
n 

Fora perfectly conducting sphere 

• a 
n 

It 
b =­n 

, 

[ipj (ip)]' 
n 

[iph(l) (ip)]' 
, n 

is replaced by h(l) (iR) 
n 

throughout. 

(5·11) 

(5.12) 

where 
sa c= p The explicit forms of the transverse components of the 

transforms of the electric field scattered by a perfectly conducting 

sphere are 
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00 
'\" ( .)n 2n+l 
L.. -1 n(n+l) 

n=l 

1 [ipjn(kp)j' 

+ R -[ i-P-h.r.( 1 .... )-( i-p-)l' 
n 

sa --
C¢(!>s) = e c 

(1) . ' pl(cosQ) 
h (iR) n + 

n sin Q 

cos ¢ 

sin ¢ 

5.3 Investigation of the Properties of the Transforms for s» 1,Re(s) >0 

The form of the wavefront expansion for the scattering fr.am a 

sphere is not at all obvious from the results derived in the last section. 

In order ·to discover the correct way to decompose the field, we must 

appeal to the approach employed in the simple problem of Chapter IV. It 

has been shown that the behavior of a scattered wave in the vicinity of 

its waV'efronts can be obtained by considering the asymptotic behavior of 

its transform in the right half of the s plane. Consequently, it is 

reasonable to assume that an investigation of the asymptotic behavior of 

• • E Q . and E ¢ in the right half plane will give an indication of the way 

in which these transforms should be written in order to accomplish the 

desired wavefront expansion. 

5.3.1 The transformation from the harmonic SerieS to an equiva-

lent integral form. When S» 1 the harmonic series representations 

given in Section 5.2 do not converge very rapidly. Basically, the reason 

for the poor convergence is the fact that the Bessel function j (ip) has 
n 
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1. t~ maximum value in the vicinity ofn - ip · . Consequently, when 

s »1 a large h.erof terl!j.S must be included when the harmonic 

se~1es a);'e $\llIIIlIe/:l, A reasonaply accUrate result oan be obtained if 

the numberofte:r,-ms retained is of the order 2p (15). The slow co\1-

vergence, ofthe~armonic series was a major hurdle to the developdent 

~tthe t~eOry ;~.f ' ~ne diffraction of!nonOchI'omatic waves by a sphere. 

Th:Ls. ~fficul;bY l(a.s eventu&J.J.Y circumvented ,by the application ofa 

sUirlmation technitIue in which the h,arlnon1c series was transformed il,'lto 

a rte\l series which was rapid..lY convergent for large ka. One of the 
. , ' 

first papers on .tbis transformation of the har~nic series was writte~ 

by Watson (16).. As a result, the "bransf\:lrInation of a harmonic series 

to a new series which is ~re rapidlY convergent is quite often termed 

a ~atson transformation. The Watson transformatioh is accomplished by 

transforming the harmonic series into an equivalent integral represen- . 

tation and then evaluating the integral by the calculus of residues. 

The result ·ofthis operation is commonly referred to as a Watson 

residue series. -In the present section we will perform the first part 

ofa Watson transformation. The harmonic series representations of 

the transverse fields will be transformed into equivalent integral 

representations. 

In the attempt to uncover the proper decomposition of the trans-

forms of the field vectors,it is convenient to consider the total field 

rather than the scattered field alone. It also simplifies matters if 

the transforms of the transverse components are defined in terms of two 

scalar functions Vl(~'s) andV2(~'s) 

fined by the following equations: 

These functions will be de-
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j (iR) - n . h(l) (iR) 
[ 

j (ip) J 
n ~l)(iP) n 

(5.15) 

V2<'~>S) =! [(_i)n . 211+1 [[iRj (iR)]' 
Rn = 1 n(n+1) n 

[ipjn(ip)]' (1) ~ 
- (1) [iRh (iR)] )( 
[iph (ip)]' n 

n 

. (5.16) 

In. terms of~hese functions, the transverse electric fields are given by 

the relations 

- sa[ V (r,s)" J 
Eg(E,s)=e c ;in Q + OQ vl!:,s) cos ¢ 

=-e - sc

a 

[ ~ Vl (E,s) + V;~~':)] sin ¢ (5.18) 

The transverse components of the transforms of the field vectors are 

obviously completely determined .. by the sca1arfWlctions V1 (E,s) and 

V2(E,s) • The radial field quantities are not determined by the same 

functions but instead by the function 

[ 

[ipj (ip)) , ~ 
j (iR) - n h(l) (iR)f 
n [iph(l)(ip»)' n 

n 

1 xp (cosQ) 
n \ 

(5.19) 

The transform of the radial electric field is given by the relation 
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sa 

e c V
3

(.::.,s) cos ¢ . 

In the work which follows we will consider only the functions Vl(.::.,s) 

and V2(.::.,s) since the transverse fields are usually the quantities of 

physical interest. Also the resulte for V
2

(.::.,s) will be deduced from 

those derived for Vl(.::.,s) • 

The series representation of Vl(.::.,s) can be changed into an 

equivalent integral form by means of a "trick" often employed in problems 

of this type. Consider the value of an integral 

able T whose integrand is equal to the product 

with respect to a vari­

th 
of the n term in 5.15 

with n replaced by T, the function -1 
(sin :n:T) , and an, as yet, 

unspecified function B(T) 

= J (-i) T 

C 

The contour ·C is illustrated in Figure 5.2. In writing 5.21, the 

relation 

is employed. This is necessitated by the fact that the associated 

Legendre function of non-integral order, pl(cos Q) is Singular along 
T •. 

the line Q = :n:. Since it is desired to obtain a representation which 

is valid along this line, the relation 5.22 is employed. A .rather con-

fusing point about the representation given in 5 . 21 is the fact that, in 

its final form when the wavefront terms have been separated, the results 
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obtained along the line Q = 0 are correct. This is not predicted by 

the form of 5.21 since is singular along the line. When 

Cauchy's residue theorem is applied to 5.21 and the result is equated 

to the series 5.15, it is found that B(T) = 1/2i • 

The integral representation of Vl(E,s) derived above is not 

yet in a form in which the wavefront terms are evident . The direction 

in which to proceed .at this point, however, is indicated by the results. 

from steady state diffraction theory, In the steady state theory the 

integral representation of the field for short wavelength involves an 

integral of the type given in 5.21 but the path usually runs along a 

straight line above or below the real axis from -00 to 00 . The 

result 5.21 can be put in this form by first replacing the variable T 

by a new variable When this is done, it is found that the 

int~grand of the new integral is an even function of v. · The lower 

portion of the path C can then be replaced by a path along the top of 

the negative real axis. This path is obtained by a reflection of the 

lower power of C through the origin. The resultant contour of inte-

gration ,D I is illustrated in Figure 5. 3a. This is still not quite 
o 

what is required, since a continuous path from-oo to co is desired. 

The path D is equal to a continuous path D plus a short path E 
o 

running from Vo to -v o 
1 3 

Where 2 < Vo < 2 . It can be shown that the 

contribution to the transverse fields from the path E is zero. This 

is not true for the individual functions V1(E,s) and V2(E,s) . When 

equationS 5.17 and 5.18 are employed to calculate and how-

ever, it is found that the portion of V1(E,s) which is due to the 

integration alongE is ca,nceled by the like portion of V2(E,s). As 



-56-

Im (v) 1m (~) 8-22/8 

Do do 0 

E 
~o :3 

Re (~) Re ('d 
II 9 7 5 I 5 7 9 II 7 5 5 7 

-"2 -"2 -"2 -"2 "2 "2 2" 2" 2" "2 -2" -2" "2 "2 

(0) (b) 

Fig. 5.3 Equivalent contours 

1m (~) 8-22/9 

A 

o 
====:!====::t:====:!:===::; Re (~) 

Fig. 5.4 Contour for residue series calculation 



-57-

a result, it is convenient to define a new set of functions Il(E"S) 

and I 2(E"S) which do not involve the integral alongE • 

_v_ [j _ !(iR) 
2 1 v 2 

v- 1+ 

1 
j - -(ip) () 

v 2 h 1 (iR)] 
h (1) (ip)· v - 1. 

1 2 v -~ 2 

[ip.j (iP)] , 
1 

pl 1 (-cos 9) 

v-'2 
--~~------- dv cos v:r( 

pl 1 (- cos 9) 

__ v_-_.::;.2 ___ [iRh(l) 1 (iR)] ,] 

rip h(l\ (ip)) , v- '2 

v-'2 
--~~------- dv • 

cos 1I:r( 

v -'2 

The trsnsverseelectric fields can be eXpressed in terms of these func-

tions by equations which are identical with 5.17 and 5.18 except Vl(E"s) 

and V2(E"s) are replaced by Il (E"s) and I 2(E"S) respectively. The 

equations 5.23 and 5.24 are the desired integral representations of the 

orlginalharmonic series. 

5.3.2 Identification of the various terms in the wavefront 

expansion. It has been indicated that a hint as to the form of the 

wavefront expansion can be obtained fro~ an investigation of the behavior 

of the field transforms for large values of s • In order to simplify 

matters, the investigation will be l~ted to a discUSsion of the asymp­

totic behavior of the scalar quantity Il(E,s) which is defined in the 
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preceding section. The behavior OfI2(!,S), tQ(!,s) and E¢(!,s) 

will be deduced from that of II (!,s) 

An idea of asymptotic form of Il(!,s) can be obtained by con­

sidering the behavior of its integrand for large s • The integrand 

behaves in exactly the same manner as the terms in the original 

harmonic series did for large s. The significant regions of the v 

plane are determined by those values of v for which v- ip. The 

asymptotic form of Il(!,s) for large s is therefore very closely 

related to the asymptotic value of the integrand of 5.23 for large v. 

This provides a very important clue as to the nature of the desired 

decomposition of Il(!,s) • Each term in the wavefront expansion has 

an exponent which accounts for the time delay associated with that term. 

Consequently, the wavefront expansion should involve a series of terms 

each of which has a different asymptotic exponent. It is not possible 

to express the Bessel and Hankel functions in a series of terms of the 

1 
form indicated above. The angular function P (-cos Q)/cos v~ , 

v_I 
"2 

however, does possess such an asymptotic expansion. A complete decom-

position of this function into a series of terms, each of which has a 

different asymptotic exponent, can be obtained from equations A-3 . 2 

and A-3.8 of Appendix III. The proposed expansion of the angularfunc-

tion is given by the relation 

pI 1 (-cos Q) 
v -2 2i 1 

----"'----- = - Q (cos Q -iO)+ 
cos v~ ~ 1 

v- 2 

+ 2i ~ (-l)P [Ql (cos Q+ iO)+ Ql 1 (cos Q-
~ L.. v_I v-", 

P=l "2 . c:. 
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I The asymptotic behavior ·of the function Q (cos 9 ±. iO) is obtained 
v-l 

2 
as indicated in e~uation A-3.9. It is noted that each term in 5.25 has 

a different asymptotic exponent. 

The discussion in the preceding paragraph leads to the conclusion 

that the wavefront expansion of the fields scattered by a sphere can be 

obtained by replacing the angular function which appears in the integral 

representati~ 5.23 and 5.24 by the expansion defined in equation 5.25. , 

The proposed wavefront expansion of Il(E,s) can be written 

(5.26) 

where 

e i2mlt v QI ( ) I cos 9± iO dv (5.27) 
v -~ 

It will be demonstrated in the subsequent portions of this paper that the 

expansion defined by e~uations 5.26 and 5.27 is the re~uired wavefront 

expansion. 

5.4 Derivation of the Asymptotic Est1ma.tes of ·the Transforms for Large s 

The Tauberian theorem given in Chapter II, Section 2 . 3, will be em-

ployed to simplify the problem of inverting the transforms of the field 

vectors in the vicinity of the wavefronts. ·This will necessitate an 
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explicit knowledge of the asymptotic form of these transforms for large 

s . It will be sufficient to consider the behavior of 11 (E,s) since 

the results for I 2(E,s) can be deduced from those for 11 eE, s) 

The dependence of 11 (E,s) on the variable s is entirely con-

tained in the bracketed quantity in 5.27. The asymptotic behavior of 

this quantity can be determined from the results of Appendix I . The 

calculation of the asymptotic expansion of Ilm(£,s,±) for large s is 

simplified if it is assumed that arg s = 0 0 On the path .ofintegra­

tion in the splane args f 0 , but the asymptotic expansion of 

I~(E'S,±) obtained along the line args o can be analytically con-

tinued onto the path of integration (Re s > 0) • ,The analytic 

continuation is legitimate since the asymptotic expansions employed for 

the Hankel and Bessel functions in 5.27 are valid in the entire angular 

domain -~ < arg s < ~ • 

It will be shown that the asymptotic expansion of the functions 

Ilm(E,s,±) , m f 0 , can be obtained by evaluating equation 5.27 by the 

calculus of residues. It is demonstrated that these terms correspond 

to the diffracted rays of a generalized geometrical optics. The beha-

vior of the m = 0 term of the wavefront expansion is dependent upon 

the position of the observer. In the deep shadow zone the asymptotic 

expansion of I10(E,s,-) is obtained in the same way as the higher 

order wavefront terms. In the illuminated region the residue series 

expression for I10(E,s ,- ) converges extremely slOWly. The appropriate 

technique of evaluation in this region is the saddle point method. It 

is found that the function I10(E,s, - ) can be divi ded i nto two wave­

front terms in the illuminated region. One of these ter ms corresponds 
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to the incident wavefront ~d . the other describes the geometrically 

reflected field. In the tr&nsitional region between the deep shadow 

and the illuminated region I10(!'S'-) is again expressed as the sum 

of two terms. One of these terms corresponds to a conventional knife 

edge type diffraction phenomena and the other is a correction term 

which accounts for the non-zero radius of curvature of the sphere at 

the shadow boundary. 

5.4.1 The deep shadow region. The integrand of the integral in 

equation 5.27 vanishes on the infinite arc in the upper half of the v 

plane. This behavior is insured by the particular combination of Bessel 

and .Hankel functions which appear in the integrand . ·It was for th~s 

reason tha.t we chose to consider the transforms of the total field 

rathertha.n the scattered field alone. Since the integrands of the 

integral eXpreSSions for the wavefront term Ilm(!,s,.±) vanish on the 

infinite arc, the contour D can b.e deformed into a new contour which 

encircles the Singularities of the integrands in the upper half plane. 

The only singularities of Ilm(!,S,.±) i~ the upper half of the v 

plane are the simple poles associated with the zeros of the Hankel 

function 1 
H (ip) • 

v 
Figure 5.4 illustrates the location of these zeros 

and the deformation of the contourD into a new contour A which 

encircles the zeros of~(ip) in the upper half plane. 
v 

·A straightforward evaluation of the integral around the contour 

A by Cauchy's theorem yi elds the following r esidue series eXpression 

for the wavefront terms Ilm(!,s) • 
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i2m1£V.e 1 
xe Q 1 (cos 9 ± iO) 

v.e- '2' 

where v.e is the .eth zero of the Hankel function H(l) (ip) A 
v ,. ~ 

slightly more useful form of this equation can be obtained by applying 

the Wronskian relation 

4 
1£p 

When 5.29 is employed to eliminate the Hankel function of the second 

kind in 5.28, we obtain 

The residue series expression which is given in equation 5.30 is 

exact. An asymptotic expanSion of this series for large values of s 

can be obtained if the quantities 
. 1 
and Q 1 (cos 9± i O) 

v.e - "2 
are replaced by their asymptotic expansions. The necessary expansions 

can be obta.ined from AppendiceS land I II. 



lim H(l)' (ip) 
v s »1 p, 

lim 
s » 1 

Q1 (cos Q+ iO) 
v - 1 

P, 2'" 
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1fv p, . 1/2 +iv p,Q - i~ 
lim Q1 1(cOSQ-iO)=( ) e 

1 2 sin Q s » vp,-"2 

where 

ip 
zp, = vp, 

, 

ap, = p,th zero of the Airy function Ai(-a) 

2 1/2 - (1 - z) , p, 

(5.32) 

[1 + d ( 1 )1 
p sin Q J (5 .34 ) 

and a prime indicates a differentiation with respect to the argument of 

the primed quantity. When th~ expansions given in 5.31 - 5.34 are sub-

stituted in 5.30, the following asymptotic estimates are obtained 

(5·35) 
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Likewise the asymptotic estimates for the functions I 2m(E,s,±) are 

given by 

[iRh(l) (iR)] , v _ 1 
p '2 

R 

lim I2 (r,s,+) m-
s »1 

x 

[iRh(l) (iR)] , 

V - 1 
P '2 

R 

(5.37) 

where ~ is the pth zero of the Airy function Ai'(-~) • The first 
p 

fifty-six values ofa£ ,Ai(~a£) , ~p ,Ai(-~p) have been tabulated 

by Logan (5). These tables are given in Appendix II. A number of 

observations concerning the properties of the expansions 5.35 - 5038 are 

made in the following sub-sections. 
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5.4.la NearField 

In the near field (r -a) the argument of the Hankel function 

h(l) (iR) is of the same order as the order v£ . The appropriate 
v£_ ~ 

asymptotic form is then given by the !dry function approximation 

(5.39) 

The parametera£ris definedpy the relation 

If the two expressions forv£ given in equations 5.31 and 5 . 40 are 

equated, the parametera£rcan be expressed in terms ofa£ 

found that 

' Consequently, the form of the asymptotic estimate of 

is appropriate in the near field can be written , 

Likewise, the estimate for [i~~l~ l(iR)) 'iR can be written 
£ 2' 

It is 

which 
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Substitution of equations 5.42 and 5.43 in equations 5.35 - 5.38 will 

yield asymptotic estimates of the functions Ilnl(!,Sd) , 1
2m

(!,Sd) 

in the riearfield. 

5.4.lb FarField 

The far field will be defined as that region of space in which the 

Debye type asymptotic expansions given in equations A-l. 50 - A-l. 59 'are 

valid. The Debye approximation yields the relation ' 

i 37f 
-"4 
eeiR[l!iinh y-y cosh y] [i+ t3 (R 

1/2 R(-i sinh y) 

' ... 1 
sinh y) ' J 

(5.44) 

where 'y is defined such that v = iR cosh y. The necessity of employ.,. 

,ingthe more accurate Airy functipn estimate in the near field is now 

evident. In the near field the parameter y .... 0 • Consequently the 

error term in 5.44 becomeS very large. An idea of the extent of the 

near field region can be obtained by defining this region as extending 

out to the point at whichR sin y = p2/3. At this point the error in 

the Debye form and the Airy-integral form is equal. The transition is 

1/3 found to occur when R ~ p + constant x p 

A convenient form of the relation 5.44 is 

e 
i 37f 

-""4 

This equation is obtained by USing the relation 

.. 1 a 
cos 4/3 

r [l+CJ(~)J 
R 

being given by equation 5.31. Similarly, the following asymptotic 
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estimate of can be obtained 

Substitution of equations 5.45 and 5.46 in equations 5.35 - 5.38 will 

yieidasylllptotic estimates of the functions Ilm (E"s ,±) , I 2m (,::, s ,±) 

in the far field. 

5.4.lc Fields. in the Vicinity o.f the 

Focal Line 9 = 7f 

In the aSylllptotic expansions 5.35 - 5.38 the order of the error is 

given by the quantity (p-2/ 3+ (p sin 9)-1. It is noted, the second~erm 
in this .express.ion becomes very large when 9 ~ 7f. Consequently the 

expansions 5.35 -5.38 are not useful in the region 9 ~ 7f. It will sub-

sequently be dem:mstrated that equations 5.35 - 5.38 describe the ampli-

tude of the waves which travel along the rays of a generalized geometric 

optics. The difficulty in the region 9- 7f is related to the presence 

of a caustic of the ray system along the line 9= 7f 

The asymptotic expansions which are appropriate in the vicinity of 

the caustic can be obtained by writing the angular function in II(E"s) 

and I2 (E"s) in the form 

cos V 7f 
2PI t-cos9) 

I 
v-"2 

00 

L 
m= O 
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The wavefront expansion of II c,!> s) is then written in the form 

, 

where 

i(2m+l)ltV 1 
e p (-cos Q)dv 

v-1 
2 

This expansion must be employed .in the region It- Q < p ... l/3 if it is 

desired that the order of the error term in the asymptotic estimates 

for the wavefront terms be less than -2/3 
p • 

The wavefront terms I~(E'S) can be evaluated by the calculus 

of ·residues in exactly the same way as the terms Ilm(E,s,±) were 

evaluated. Two asymptotic expansions which are quite useful in the 

region It - Q < p-l/3 are (17) 

pI (-cos G) 
v-l 

2 

o pI ( . ) dQ -Cos Q = 
v-1 

2 

2 ( Q) v J o 2v cos 2' ~ 9 . 9 J l (2v cos ~)+ 
2 sin - cos -

2 2 
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The explicit forms of the residue series for fi - Q < p~1/3 are given 

by the relations 

iv (2m+~)fi [iR\ _ 1 (iR)]' 
e p p '2 -------=-- ---=---=--- x 

t3 [A'(-f3 )]2 R 
pip 

[1 + 6 (p 2/ 3+ (fi _ Q) 2) ] 

(5.53) 

5.4.ld A Physical Interpretation of the Residue Series 

It was stated in Section 5.3.2 that each of the terms Ilm(!,s) in 

the expansion of Il(!,S) .corresponded to a particular wavefront term 

in a ray representation of the diffraction process. The validity of 

this statement is easily established by an investigation of the asymp-

totic expansions given in. equations 5.35 - 5.38 . Consider the quantity 

I (r,s,-) • 
lm-

In the far field the exponent of the 

residue series 5.35 is given by 

th 
£ term in the 
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where 

, 

+ (~-l a 
5m =2m~ ± 9 - 2 + cos r) 

The function T (r,-) is readily interpreted as the time delay for a m-

wave which encircles the sphere m times in a clockwise direction and 

then leaves the sphere at the point defined by the tangent line from 

(r,9,¢) to the sphere. The quantity is equal to the distance 

that the wave travels on the surface of 'the sphere. The quantity 

[0 (£)1/3+ ~ 0 2(£)-1/3]5- describes the dispersion of the wave as it 
~, 2 60 £ 2 m 

travels on the surface of the sphere. The exponent of the quantity 

IlmC~,s,+) can be interpreted in a similar manner. It is found that 

this function yields a wave with a time delay and dispersion which cor-

respond to a wave which has encircled the sphere m- l timesin a counter-

clockwise direction . Figure 5.5 illustrates the ray system determined 

from the functions IlmCE, s,±) . 

The directional properties of the vector field transforms derived 

from the functions Ilm(E,S,±) and 12m(~'S,±) lend further support 

to the ray interpretation. The vecto~ field transforms derived from 

these functions are contained in the plane transverse to the ray 

direction. As an example consider the far fields derived from 1lm(E,s,-), 

12 Cr,s,-) m-
and I (r,s,-)'. 

3m-
The scalar function is 

included here because the contribution of f (r, s, - ) to the net field rm -

must be taken into account. The ¢ component of the vector field 
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8-22/12 

TRANSVERSE m (-) RAY 

S± SHADOW BOUNDARIES 

T± POINTS OF TANGENCY OF DIFFRACTED RAYS 

----t~_-- . INCIDENT RAY 

--- .. -- DIFFRACTED RAY 

!!T= UNIT VECTOR NORMAL TO TRANSVERSE PLANE 

Fig. 5.5 Generalized ray system for a sphere 

8-22/13 

I LLUMINA TED 

Fig. 5.6 Scattering zones 
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transform is wholly contained in the transverse plane so we need consider 

only the vector addition of t (r,s,-) and C (r,s,-) • These field gm - . lrm -

quantities are given by the relations 

E" (r,s,-) .,m - . (5.57) 

[ (r,s,-) rm - (5·58) 

It can easily be shown that the asymptotic estimate of I
3m

(E,s,-) is 

given by the relation 

The relations 5 035 and 5.37 also reveal that the asymptotic form of 

t.gm(E,s,-) is given by 

lim 
s» l 

t: (r,s,-) gm -

The component of the field transform normal to the transverse plane is 

given by 

n . f (r,s ,..;. ) 
-:1" --In - . 

a = -r f. (r, s, _) [1 + (j (~) 2 ] 
rm - r 

When relations 5 058 - 5.60 are sUbstituted in t he above equation, it is 

found that,to the accuracy of our calculations, the normal component of 

the vector field derived from Iim(E,s ,-) (i= 1,2, 3) is zero . Thus the 

fields derived from the scalar functions I i m(E,s, - ) ( i =1,2,3) not only 
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have the proper time delay but they also satisfy the condition that 

they be contained in the plane transverse to the ray dir,ection. This, 

of course, implies that the Poynting vector is in the ray direction. 

5.4.1e Convergence of the Residue Series 

The convergence of 'the residue series 

the exponential factors 

5.35 - 5.38 is governed by 

and exp[ _(.2.)1/ 3 13 5±j 
2 p m 

Since the zeros of the Airy functions are of the order unity or 

greater, the magnitude of 'the bracketed term in these exponentials is 

+ 
of the order (.2.) 1/3 

2 
5- . ,Consequently, unless e± "- 0 , the residue 
m m 

series will converge quite rapidly when s » 1 It was noted in the 
+ 

previouS section that ~ is the angular distance traveled ,on the 

th 
sphere by the m wavefront. As a result, it is obvious that the resi-

due series expansions for lim Ilm(E,s,±) and lim I 2m(!,s,±) 
s » 1 s » 1 

will a:lways converge rapidly if m -f- 0 Actua]"ly, the quantity 5; 

is also large enough to insure a rapid convergence for zero plus terms. 

The deep shadow is defined as the region in which the quantity 5~ for 

the zero minus wave is large enough to insure convergence. 

The specification of a particular minimum value of '5- forwhich 
o 

the residue series converges sufficiently rapidly is rather arbitrary . 

A reasonable choice is 

At this angular distance the ratio of the magnitude of the tenth and the 

first terms in the reSidue series is 
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-(0: -0:) 
tenth term/first term = e 10 1 

, 

(5.64) 

for the series I 20(!,S,-) . Consequently, if ' 8~ ~ (~)-1/3, an ac~ 

curacy of one part in 105 is obtained bysUlllllling ten terms. 

The condition 8- ~ (.E)-1/3 defines a conical region which will 
o 2 

henceforth be termed the deep shadow, This region is shown in Figure 

5.6 which also illustrates the other regions of interest in thisprob-

lem. A simple trigonometrical calculation reveals that ,the vertex of 

the conical shadow zone is located at the point (r,g) = ((~)1/3 a,rc) ~ 

It is rather interesting that the deep shadow zone as defined here from 

rdgorous diffraction theory is of "much smaller extent than the like 

region defined on the basiS of physical optics. Brillouin has consi­

dered the extent of the shadow region in the steady state scattering 

by a sphere (18). He employed phySical optics approximations and 

obtained a vertex distance of the order (ka)a The present results 

are consi~:tent, however, with work of Fokpertaining to the width of 

the penumbra region in steady state problems (19).Fok obtains a 

penumbra width of the order (ka/2)-1/3 a which implies a vertex dis­

tance of the order (ka/2) 1/3 a • 
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5.4.2 The illuminated region. The illuminated region can be some-

what loosely defined as the angular domain defined by the condition 

In this region the residue series representations of 

lim IIO(E~s,-) and lim I 20(E,s,-) converge very slowly. The 
Jl » 1 s » 1 
:physical reason for this slow convergence of the residue series represen-

tation is related to the fact that the nature of the waves described by 

the scalar functions IIO(E,s,-) and I 20 (E,s,-) changes as the obser­

vation point is moved from .the deep shadow to the illuminated region, 

In the deep shadow the waves result from a diffraction process, The 

residue series representation is appropriate for waves which arise from 

diffraction. ,The waves in the illuminated region, however, can also 

originate from the incident signal and a reflection of the incident 

signal. It will be shown in this section that the portions of ~O (E, s, - ) 

and I
20

(E"s,-) which yield the incident wave can be identlfied. When 

this is done, the remaining portions of I IO (E, s, - ) and I 20 (E" s, - ) 

will be evaluated by the saddle point method. 

5.4.2a Separation of the Incident Field 

The portion of I 16E"S) which is associated with the incident wave 

can be identified by the writing of this function in the form 

where .:n: 
2 . ~1+J ( . )v v . - -e ~ ---- J :n: 211 

Dl v - 1+ - v - '2 
(iR) Q,l 1 (cos 9 - iO)dv 

v - '2 

(cos 9 - iO)dv 

(5.66) 
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1( j 1 (ip) 

4 ( ) _ g ei4J (i)V _V_ - V - "2' 
I 10 !"s,- - 1( 2~ 1 hell (i) 

D v'4 1 p 

1 
Q 1 (cos g - iO)dv 

1 v-2" 
v- 2 

.1(J j l(ip) 
2. iT.'" ( ) V V V - '2" (1) ( ) 

+ ;r e '+ - i 21 --r:;( 1'"'") .... --- h 1 iR Ql (cos g _ iO)dv . 
v- ~ D V - '4 h 1 (ip) V - 2 

2 V- 2 (5.67) 

The contour Dl is that portion of D for which Re(v) < 0 and the 

i 
is the portion for which Re(v) > O. The term I10(!,'S'-) contourD2 

is related to the incident field. This relationship is revealed if the 

angular f1.mction Ql (cosQ -iO) is replaced by an expression 
v_ l 

obtained from Appendix"2'III 

1 
p 1(-C08 g) 

V --
2 
cos vn: 

1 
Q (C08 Q- iO) 

v -1 
2 

n: 1 ( eiv
1( 2 p cos Q) -=---

v -.! 
2 

cos vn: 
(5.68) 

When 5.68 is substituted in 5.66 and v is replaced by - v in the 

1 integral overD
l 

which contains P ( -cos Q) , the f1.mction 

assumes the form 

/~J i (_i )v V 
I 10 (E" s, - ) 2 1 

v - '4 C' 

.n: 
~"4J (i)v 2

v 
1 j + e 

Dl 
v - "4 

v -~ 

j l(iR) 
v- -2 

l( iR) 
~v -2 

pl 
v ~ ~ 

(-cos Q) 

cos vn: 

pl 1 (cos 
v -2' 

i vn: 
e 
cos vn: 

dv + 

ivn: 
Q) e 

cos vn: 

dv 

dv + 
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The first term in 5069 is the exact integral representation of the portion 

of the incident field derived from. I (r,s, - ) 0 An asymptotic evaluation 
10 -

of the second and third terms in 5.69 has revealed that their contribution 

to the asymptotic expansion lim I10(!xS,-) is negligible in comparison 
S » .1 

with the incident field terms and the contribution from I10(!)S,-) • A£ 

a result, it appears that the function I (r,s,-) 10 -
can be interpreted as 

being associated with the .wave reflected from the surface of the sphere. 

The function 120 (!,s,-) can be divided in the same manner with the por­

·tion I;o(!'S ' -) being given by 

in [ipj (ip)]' 
2 "4 J . -y - 1 = _e_ (i) v __ v_ "2 

nR v
2

_ ~ [iPh(l) (ip)]' 
D '+ 1 

1 v-2' 

X Ql (cos Q-iO)dv 
v- 1. 

2 

+ 

Ql l(cOSQ-iO)dv . 
v-2' 

5.4 02b Expressionof 
<) . 

I (r,s,-) 
10 -

in a Form Suitable for Saddle Point Integration 

When s is very large the integral representations of the functions 

I~Q(DS,-) and I~o(!'s,-) can be evaluated by the saddle point method . 

The asymptoti c expansions of the Bessel and Hankel functions which are 

given in Appendi x I are useful in t he conversi on of equations 5 067 and 

5 070 into forms which are suitable for ·saddle point integration . The 

appropriate expanSions are: 
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b) 

h(l) l(ip) , 

v-'2 
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[i P\ _l(i p)] I ; 

2 

along all portions of 

(...2!....)1/2 1 ip[sinh, - ,cosh,] - ijf 

2ip (_ vni ;anh,)1/2 e 

[
1 + 1 (~ _ 5 coth

2
,) 1] 

v tanh, 8 24 + d (23) , 
v t; 

(5.71) 

(dp)1/2sinh, . ip[sinhy-, cosh ,]-1* 

2 (_ vd ~anh 1")1/2 e . 

2 
(~ _5 coth , 

[ 
0 24 1 ] 1 - ~--::...:-- + () (~3) 

v tanh , v ~ 
(5.73) 

[2iPj. V_, _~(iP)]I= (n2iP)1/2 (_ sinh, - ip [s1nh, - ,coSh,]-i¥ 
~ V 1( ;anh ,)1/2 e 

(5 5 coth2, 1 ) 

[
1 _ . E - - 24 + 2 sinh2, 

t h + ()' ( ~ 3)J ~ 
van, v ~ 

(5.74 ) 



-79-

c) along Dl these expansions 

are identical with those given respectively in equati ons 5.73 and 

5 . 74 . 

In all of the above equations the parameter y is defi ned by the rela-

tions 

v ip cosh y (5 . 75) 

y = f3 + iex , -00 < f3 < 00 • 

The expansions for the Hankel functions of argument iR can be obtained 

from equations 5.71 and 5 . 72 if p is replaced by Rand y by 

The parameter Yo is defined by 

v = iR cosh Yo 

f3 + iex , o 0 
o < ex < 1C , 

o 
-0) <- f3 < 1C • 

o 

y • 
o 

The asymptotic expansions of Il~(E'S, - ) and I~o(E' s , -) are 

obtained by replacing the Bessel and Hankel functions i n their integr ands 

wi th the asymptotic expansions given in 5.71 - 5.74 . When 

Ql l(coSg - iO) is written in the form given in A-3 .9, we obtain 
v - '2 

lim I <> (r,s,-) 
s » 1 10 - (-i s i nh y )1/2 e 

o 

- 2p L1 
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lim I~o(::'s,-) 
s » 1 R(2n: sin 

(-i sinh. )1/2 w(v,Q)e- i2pU 
o 

_ ~) + 0 (_1 ) ] 
4 v 2t 3 

dv (5.78) 

where 

U(v,Q) 
i(2!. - Q) . 

sinhT- (.- 2 ) cosh . _ B..(sinh • - • cosh. ) (5.80) 
2 2p 0 0 0 

'i'l(n·o,Q)= - 4 
1 5 1 5 + 12 tanh3Y + 8 -

tanh3. 
+ tanh. tanh • 24 0 0 

i3 cos Q 
(5.80a) + 8 s i n 9 

1'2(.'.09 )= - 4 
5 5 cosh. + 5 + tanh T 12 tanh3• sinh3. 8 tanh .0 

5 cosh .0 i 3 cos 9 
(5 . 80b) 

24 tanh3• 0 
+ 

sinh
3
• 0 

+ 
2 8 sin 9 

5.4.2c Determination of the Saddle Poi nts 

For large values of the parameter p, the behavior of the i ntegral s 

5.77 and 5. 78 is very closely related to the variation of the function 

LA(v,Q) a l ong the contour of integration . The first step in the saddle 

point method of integration is to investigate the topography of 

ImU(v,9) in the compl ex v p l ane . 1) (v,9) is an analytic function 

everywhere in the finite v p l ane and as a result its real and imaginary 

parts have no maximums or minimums. The points at which ~U(v,9) = 0 
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are saddle points and the real and imaginary parts of 1J(v, Q) at 

neighboring points increase or decrease depending upon the location of 

these points relative to the saddle point . There is a path on whi ch 

ImU(v,Q) decreases at a maximum rate. This path is called the pat h 

of steepest descent, It will subsequently be shown that the steepest 

paths are defined by the condition Re V ( v, Q) = constant. The general 

idea of the saddle point method is to deform the original contour of 

integration into a new contour which traverses the saddle points on t he 

paths of steepest descent. 

The deri vati ve of () ( v, Q) is given by the expression 

It is convenient to express the variable Yo i n the form 

1.0 [fi . - l(p h)] 2 - S1.n R cos y . 

When 5 . 82 is substituted in 5.81 and the result equated to zero, the 

following relation is obtained for the saddle point Vs = i p cosh Ys 

The determination of the values of y and Yo at which 

d 
d;U(v,Q) vanishes i s facilitated if the physi cal meaning of the 

exponent i n equations 5.77 and 5.78 is recalled. This exponent is 

related to the time delay of the reflected wave . Consequently, i f t he 

function U (v,Q) is evaluated at the point where 
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time delay for the reflected wave is minimized. In order f or t he time 

delay to be a minimum, the reflected wave must travel along the ray 

paths determined by optics. Consider the ray system depicted i n Fi gure 

5.7. The ihcidimt; ray strikes th.e sphere at an angle ~ to the normal 

and is reflected at the surface such that the angle of incidence and 

reflection are equal , It is intuitively obvious that the parameters Ys 

and Yos are related in some way to the angles defined by the r ay 

system in Figure 5,7. A clue to t~e nature of this correspondence can 

be obtained by considering the far-field limit of equation 5 .83. 

lim Ys 
R -> co 

If this result is interpreted in light of the. geometric optics path 

shown in Figure 5.7, it appears that -iy 
s is the angular di stance f r om 

Q =; to the point at which the incident ray strikes the reflecting 

surface. In terms of the angle of inci dence ~, the above condition 

yi elds 

-iy s 
:It 

= "2 - ~ 

The validity of equation 5.84 can be ascertained by checki ng to 

see if the expression given for Ys satisfies equati on 5 ,83 . When t his 

is done)the following equation is obtained. 

R sin (2~ - Q) p sin ~ , 

The ray system depicted in Figure 5.7 does satisfy 5 ,85. Consequent ly 

the relation 5.84 is the desired solution for y • 
s 

The value of 
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8=J!... 
2 

Fig. 5.7 Ray system 

Im(s) 

B- 22/16 

8-22/19 

Re(s) 

Fig. 5.8 Distribution of the singularities of Iim(~>s,±) (i= 1,2) 



-84-

is easily obtained from 5.81 and 5.84. 

-iy = -2n 
- (2S - 9) os 

5.4.2d The Path of Steepest Descent 

The location of the path of steepest descent (or ascent) can 

easily be determined if the basic definition of an analytic function 

is recalled. An analytic function of a complex variable has a unique 

derivative at a point independent of the direction along which the 

derivative is taken. Consider the derivative of 1)( v,9) in an arbi-

trary direction h. 

~h [Re U ( v , 9) + i Im 1) ( v, 9) ] 

The absolute value of " ¥ U(v,9) is given by 

C (5 .88) 

where C is independent of the direction h. In view of equati on 

5.88, it is apparent that the rate of c~nge of ImU(v , 9) is maximized 

o 
if the direction h is chosen such that dh Re(J(v,9) = 0 i.e. , 

Re (J ( v, 9) = a constant. The real part of U ( v , 9) can be obtained f r om 

equation 5.80 

Re U( v,g) = 
(30 

cos o:[sinh (3 - «(3 -"2) cosh (3] 

n 
0: ~ - 9 

+ sin 0: sinh (3 [0: - :¥ - ( 2 )] 
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At the saddle point defined by equations 5.84 and 5.86, the real part 

of ~ (v,g) is zero. Consequently, the path of steep descent (or 

ascent) is defined by the condition 

~ a ~-g 
cos a [sinh~" (~- ;)coSh~] + sin a sinh ~[a- r-(~)] 

- ~ sinh ~ cos a 
2po 0 

o 

The above relation is far too involved to obtain a point by point des -

cri ption of the steepest descent contour. The general character i s t ics 

of this curve, however, are easily determined . For large positive 

values of ~ and A equation 5.90 can be wri tten 
..... 0 ' 

~o cos a o 
Re'U(v,g) ~ cosh ~ r,!cos a(l - 1'+- - ) 

~ 2 2 cos a 

+ sin a = o . (5 .91) 

It is evident from equation 5. 91 that as ~ goes to plus i nfini t y on 

the path of steepest descent, a 
l( 

approaches the value 2 - 0 . 

Wi se, it can be shown that 
l( 

a approaches the value 2 - 0 when 

Li ke -

goes to minus infini ty. The line a = -(; - 0 ) also sati sfi es t he 

condition 5. 90 when ~ is large . The integration in equati ons 5.77 

and 5 . 79 is performed, however, .on the sheet 0 < a < l( of the mul-

tiple-valued function (J(v,g) • Consequently the steepest curve 

whi ch is asymptotic to a = -(~ - 0) is not acceptabl e. 

It can also be shown that the path of steepest des cent does not 

l ie below the line 
l( 

a=2 

U (v,g) is given by 

On the line 
l( 

a = 2 the real part of 
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Re 7.J( v,Q) 
Q 

= '2 sinh 13 

In order for ,the path of descent to be below the line 1C 
o = '2 there must 

be at least two zeros on this line. (It was shown above that the path 

is asymptotic to for 13 large), The only zero of 5.92, 

however, is the one at 13 O. Thus the path of 'steepest descent is 

located in the region 

In the above discussion, the contour which satisfies 5.90 and 

which is asymptotic to 
1C 

0="2- 0 when 13 is large has been rather 

loosely called a path of steepest descent , This is not entirely obvious 

since the condition Re U (v,Q) = 0 simply defines the steepest curves, 

descent and ascent. The path ofs~eepest descent is defined by the 

additional condition 

1m V(v,Q) -00 

The quantity ImU(v,Q) is given by the expression 

ImU(v,Q) = sin 0 

- cos 0 

(COSh 13 - (13 _ 13;) sinh (3) 
o 2!_Q 

cosh 13 (0 _ ...£ _ (_2_)) _ B.. 
2 2 2p 

sin 0 cosh 13 • 
o 0 

When 13 becomes a large positive number, equation 5, 93 can be written 

lim 
13» 1 

[ 
130 sin 0 0 

Im!)(v,Q) ~ cosh 13 sin 0 (1- 13 +- - ) -2 2 sin 0 

o 2!_Q 
- coso (0 - g - (~))] (5.94) 
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It is readily apparent from 5.94 that lim 1m lJ( Yi Q ) = -00 when 
fl -+ 00 

Likewise, it can easily be shown that the condition for 

large negative values of fl is also satisfied when Con-

sequently, the path which passes through the point Ys and is asymp-

totic to the line when is the required path of 

steepest descent. 

5.4.2e A Limitation on the Applicability of the 

Saddle Point Method 

The asymptotic expansions of the Bessel and Hankel functi ons , 5 . 71 

through 5.74)which were employed to obtain the integral representations 

of lim 11~(!'S,-) and lim 1;o(!'s,-) have an error term of the . 
s»l . s»l . 

or'der (y2r- 3)-1. r-~ The parameter ~is small when y ~ ip The portion 

of the steepest descent path which is closest to this region is that in 

the vi cini ty of y = y s 
Consequently a reasonable criteria for judging 

the accuracy of the asymptotic expansions obtained from the saddle point 

calculation is the magnitude of the quantity y~r;;;/2. The error certai nly 

will be considerable if y2r;; 3 f ~ (1) • The physical Significance of the s s 

above condition can be obtained by conSidering the expansion of r;; for 

y ~ ip • The following expansion is obtained from A-l.4 by writing S 

as a power series in (1 - ip/y) and equating the terms on each s i de of 

the equation 

The quanti ty y s is approximately equal to ip 

orderrelation y2r;; 3 6 <::) (1) then implies that 
s s 

(5.95) 

The 

When 
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in equation 5.95 is repl?oced by a (p-2/3) , the following relation is 

obtained for 

(5.96) 

The position of the saddle point Vs is given by equation 5.75 with 

r = i(~ -~) where ~ is the angle of incidence. When the magnitude 

of Vs determined in this way is substituted in 5.96, it is found that 

the angle of incidence must satisfy the condition 

(5.97) 

Physically, the above condition implies that the saddle point method 

will be highly inaccurate for rays which are reflected at grazing 

incidence. 

The illuminated region will be defined as the exterior of the cone 

generated by the tangents to the surf ace of the sphere at the specular 

point defi ned by the conditi on 

defined by this condition is given by 

_ <' (p -1/3) • The specular point 

9 = ~ - d(p-l/3) • This result 

is consi stent wi th the steady state work ofV. A. Fok who predicts a 

region of transi tion between the illuminated region and the shadow 

( k
2
a)-1/3a . (19) • region of width In the transition region the currents 

on the scattering object are not given by the geometrical optics current. 

Since the saddle poi nt calculation is simply a higher order geometrical 

optics approximation , it is reasonable to expect the results of this 

method to be highly inaccurate in the transition region . The geometry 

of the illuminated region is depicted in Figure 5.6. 
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5.4.2f ANew Variable of Integration 

If 'the path of steepest descent satisfies the conditions discussed 

in the previous section, it is possible to replace the original contour 

Dl~ D2 by the steepest p~th. On the steepest path the function 1)(v,Q) 

is a purely imaginary function. The evaluation of the integral along 

the path of steepest descent is facilitated if the variable of integra-

tion v is replaced by a new variable which is real on this path . 

Consider the variable T defined by the relation 

(5. 98) 

Since 1)(v,Q) is purely i maginary on the path of steepest descent, it 

is apparent that the variable T(V) is real on this path. Also it is 

obvious that T( v ) = 0 and T(± CD) = + CD. s 

In order to express the integrands of the integrals 5.77 and 5.78 

in terms of the new variable T(V) , it is necessary to know t he i nverse 

function VeT) • The first 'step in the dete~mination of VeT) i s to 

express the function T(V) in a power series in powers of (v - v ) . s 

This expansi on can be obtai ned by expanding U( v,Q) in a Taylor 'series 

about 

2iT(v) 
2 a

3
(1-l -I-l

s
) 3 4 

a2 (1-l -I-ls ) + + a4 (1-l-l-ls ) + ... (5 .99) 

where 

I-l - ",/ip ( 5. 100) 

1 1 L a2 sinh Ys 2~ == sinh Yos rsinhy sinh y p os s 

( 5 .101) 
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coshys 1 cosh Yos 

3 + R 2 ---"-3~ 
3 sinh Ys 6(p) sinh Yos 

1 1+ 2 COSh2yos 

Sin1i5y os 

3 cosh Y + 2 cOSh3y s . s 3 coshy + 2 cOSh3y os os 
7 . 

20 sinh Ys 
7 sinh y os 

(5.102) 

Equation 5.99 can be inverted to obtain a power series eXpansion of 

. / 1/2 (J.l -J.l
s ) in powers of ± (2iT a2) • The plus and .minus signs are 

associated with the fact that (v - v) is a multivallied function ofT. s 

The integration along the path of Steepest descent in the v plane is 

transformed into an integration around a branch cut in the T plane. 

This branch cut is located on the positive real axis in the T plane. 

The square root is taken plus on one side of the cut and minus on the 

other. The following expansion is obtained for (J.l -J.l ) s 
when the 

square root is taken plus 

where 

w - (2h/a
2

) 1/2 , (5.l06) 

bl 

a
3 

28.2 
(5.107) 

8.4 1 8.3 
2 

b2 2a
2 

- 2(2a ) , 
2 

(5.108) 

b
3 

8.
5 8384 1 83 3 

= 28.
2 

- - +-(-) 
4a22 2 28.2 
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On the other side of the branch cut ~ - ~s is given by 5.105 with 

w replaced by -w. 

In terms of the new variable T ,each of the integrals 5.77 and 

5.78 is of the type 

00 

I=J (5.110) 

o 

where the (+)refers to the topside of the cut and the (-) refers 

to the bottom side. The integral in 5.110 is of the Laplace type and 

its asymptotic expansion for large values of p is well known (20). 

An asymptotic expansion of 5.110 can be obtained by expanding the 

bracketed function in a power 'series about the point T = O. In this 

region the function W(v,g) which appears in the in~egrands of 5.77 

and 5.78, can be replaced by its asymptotic expansion for large v. 

When this is done, it is found that the evaluation of 5.77 and 5.78 by 

the above 
1 ± ~ dv 

v - , dT 

procedure will require a knowledge of the expansions of 
+ 1 

and (.- i sin Yo)- ~ in terms of the variable T. 

1 ± '2 dv The expansion of v dT can be obtained from 5.87 by a comp1i-

cated inversion procedure. The results are 

1 

(v2 dv) 
dT + 

( -1/2 L, v) 
v at 

+ 

, (5.111) 

, , (5.112) 
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where 

1 
- 21-(s - 2b1 

, 

3b
1 3 

+-+-
21-( 8 2 s I-( 

s 

On the underside of the branch cut 

(5·113) 

(5.114) 

(5.116) 

are given by 5.111 and 

5.112 with the coefficient of the even powers of w replaced by their 

negatives. 
+ 1 

The expansion of(-i sinh r )-~ can be obtained if the function o 

sinh r is written in the form 
o 

2 1/2 
sinh r = (cosh r - 1) = 

o 0 [

V 2 ] 1/2 
(iR) - 1 (5.117) 

When 5 .105 is employed in conjunction with 5 . 117, the following 'series 

are obtained for (-i sinh r )± 1/2 . 
o 

.. . ] (5.11.8) 

where 

(5.120) 



with N defined by the relation 

N _ 
2R sinhr os 

p 
.. 
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, (5.121) 

(5.122) 

, 

(5.124 ) 

The expansions on the underside of the branch cut can be obtained by re -

·p1acing w by -w in equations 5.118 and 5.119. 

The coefficients ~i(r;ro,9)(i = 1,2) of the terIIlB in - 1 
v in 

equations 5 . 77 and 5.78 can be replaced by their values at the saddle 

point v = v s This is legitimate since the higher order terms in the 

expansion of these coefficients about T = 0 yield terms of t he order 

1 
or less than the order of the error term (j (2"3) • 

. v t 
When written in the form 5.110, the integrals 5.77 and 5.78 

become 

b ( ) D( s,9,a,r) -R cos(2s - .9)+ 2p cos S 
lim I r,s,- = e Ml (a , 9,s) 
s»llO- psins cos(2s-Q) 

(5.125) 

( ) -R cos (2s -9)+ 2p cos s 
II ( ) D s,9,a,r M ( 9 ) lim I 20 r,s,- = e 2 a, ,s 

s » 1 p sin S (5.126) 
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D(s,Q,a,r) 

/ f
ro -2PT 

(2p)1 2 e 
:rc -'1"/""'2 

o T 

s cos 

sin Q 

L = r cos (21; - Q) - ~ cos I; 

+ 

+ 

geometrical optics divergence 
factor for a sphere 

distance from the caustic 

(5.127) 

of the geometrical optics (5.130) 
ray system 

The physical interpretation of these equations is quite obvious. The 

time delay in 5.125 and 5.126 corresponds to the delay associated With 

a wave which is reflected from the sphere at the specular ·point . Fur-

thermore , the factor D(I;,Q,a,r) which appears in these equations is the 

di vergence factor for rays which are ref1ecte{l .. from a sphere. . The expli-

cit evaluation of M1(a,Q,s) and M2 (a,Q,s) can be easily obtained to 

yield the relations 

1 
O( 2 6 . ~ 

p cos s' 

+ (5.132) 
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The asymptotic eXpansions of given in 

this section will yield valid representations of both the near and far 

'field values of the transforms of the field vectors in the illuminated 

region. 

·5.4.3 The penumbra. In the transitional region between the 

deep shadow and the illuminated region, the asymptotic expansions of 

the functions I10(!'S,-) and I 20 (!,s,-) cannot be obtained by 

either of the methods discussed in the preceding sections. The physical 

reason for this is the fact that the waves in the penumbra are of a 

different nature than those in either of the other two regions. The 

waves in the penumbra are excited by the currents in the vicinity of 

the shadow boundary. The fields which result from these currents are 

similar in nature to those Which occur in the knife edge diffraction 

problem. It will be found that each of the scalar functions I10(!'S,-) 

and I 20 (!,S,-) can be divided into two terms. ·The asymptoticexpan­

sion of one of these terms yields a result which can be interpreted in 

terms of the conventional knife edge diffraction phenomena. The asymp-

totic expansion of the other term yields a result which can be 

interpreted as a background correction to the knife edge field. The 

origin of this term is the non-zero radius of curvature of the sphere 

at the shadow boundary. 

The saddle point analysis of the asymptotic form of integral 

representations OfIl~(!'S,-) andI~!!,S,-) has demonstrated that 

the value of these integrals in the illuminated region .is related t o 

the behavior of theirintegrands in the vicinity of the point 

v ~ ip sin ~ . This indicates that the asymptotic value of these 
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integrals in the penumbra (~~~) is related to the behavior of their 

integrands in the region v - ip. The contourD will therefore be 

deformed into a path which passes through the point v = i p . A suitable 

choice for this new contour is the path A which was employed in the 

residue series calculation. Asymptotic expansions of I 10 (E, s,-) and 

I
20

(E,s,-) will be obtained by expanding their 'integrands about t he 

point v = ip • -The results obtained in this fashion will be reasonably 

accurate since the most significant contribution to the ori ginal inte­

gra.ls comes froxn the region v - ip . 

The asymptotic approximations appropriate to the region v ~ i p 

can be obtained from Appendices I and III. A summary of these results 

follows: 

a) 

j 1 (ip) 
v -"2 

[ipj 1 (ip)]' 
v - "2 

, [;i.pl:l(l) (ip)]' ; 
v _ 1 

2 

in the right half of the v plane 

these functions can be represented in the for m given in equations 

A-l.20 through 'A-l.23. 

j l(ip) 
v-'2 

. f( 
~­

e 3 
- 2 

[ipj{ip) J' 
v-"'2" 

-i~ 
e 3 

=-2-

, ( 5. 133) 

, . 

In the left half of the v plane, the appropriate approximations 

are oqtained from A- 1.24 - A-1.27 . 
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-i~A (v ,,2/3~) 
e i 

- -2- """Ai-~-rv-,""2/-r.3::-. -~ -e--i""2""':n:""7~3) (5.135) 

[:lipj l(ip)]' 
v-'2 

riph (1\ (ip)] I 
v -'2 

[iRh(l)l(iR)]I 
v - "2 

A' (v 12/3~) 
i [( -2/3] 2/3 -i2:n:/3 1 + (j P ) (5.136) 

Ai (v 1 ~ e . ) 

it will be assumed in the present calcu-

+ation that r» a. The asymptotic expansions in the near field can 

be obtained from a calculation similar to that employed byFok in the 

steady state problem (21). The approximations given in equations 

5.45 and 5 . 46 will be adequate for ' the portions of I10(,E,s,-) and 

I 20 (,E,s,-) which involve the Airy functions in 5.133'" 5.136 . In the 

integrals which result from the factor 1/2 in 5.135 and 5 .136, 

however, the more accurate Debye approximations must be employed. 

c) Ql 1 (cos 9 - iO) ; the angular function will be replaced by the first 
v-'2 

term in its asymptotic expansion for large values of v • The expli-

cit form of this term can be obtained from equation A-3.9. 

When the above asymptotic expansions are substituted in the integral rep-

+ .. .. 1/2 e 
R(2~sin 9) 

(5 . 137) 
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where 

n: 
i1+ ioo . 

_ lim e J (_i)v _v_ h(l) (iR) 
· 21 1 

$ » 1 1p v - 1+ v - '2 
(5.139) 

k 10k \ 
I~ (r,s,-) = - -- (RI (r,s» 

",j) - R oR 10 - , 

V-
l/2dV] (1+0(p-2/3») • 

(5.142) 

The variable w in equations 5.140 and 5.142 is defined by the relation 

v = i(p + w) The superscript k terms in equations 5.137 and 5.138 

yield the knife edge type diffraction results whereas the superscript b 

terms yield the background correct~on to the knife edge terms. 
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5.4.3a Evaluation of the Knife Edge Type Diffraction Terms: 

The integral in 5.139 will be evaluated by a saddle point calcula­

tion.In this calculation the function h(l) (iR) will be replaced by 
1 v-'2 

the following Debye approximation in the entire range of integration. 

-R[sin a -a cos al - i~ 
h(l) (iR) = _e ____ ~~--_ 

v .. ~ R(sin a)1/2 
(1+ ~(RSina)-l) 

where 

v = iR 'cos a • 

This is a valid approximation ifr» a. When this is done and 

1 
Q 1 (cos Q - iO) is replaced by the first term in its asymptotic 
v-'2 k 

expansion; IIO(E,s,-) assumes the form 

( . )-1/2 -Rh(a,Q) VSl.n a .e dv 

(5.144) 

where · 

h(a,Q) sin a- (a- (Q-~)) cos a • 

The function h(a,Q) has a saddle point at a =9 - ~ An expansion 

of the integrand of 5.144 about this point yields the result 

R cos Q ro 2 k e 1t -1/2 J -v 
IIO(E'S'.) e dv 

Rain Q 
-v 

0 

.mer-e ' 

(~)1/2 rsin Q - a v = Q)1/2 0 c (-2rcos 
(5.147) 
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The result expressed in equations 5.146 and 5.147 is easily interpreted 

as a knife edge type diffraction phenomena. The parameter v 
o 

is a 

measure of the distance from the shadow boundary. When v 0 »1 the 

integral in 5.146 is approximately equal to nl / 2 and the resultant 

value of 
k 

I10(!'S,-) is readily shown to be equivalent to the portion 

of the incident field derivable from· Il(!,s) . In the vicinity of 

the shadow boundary v is small and the Fresnel integral in 5.116 
o 

oscillates rapidly . The value of 

shadow boundary is equal to one-half of the incident field derivable 

from Il(!,S) . The explicit form OfI~O(!'S,-) in these two cases 

is 

k 
I10('::'S ' -) -

v »1 
o 

R cos Q 
e 
R sin Q 

.! + (~)l 2 eR cos Q [ / 

R sin Q 2 c 

(5.148) 

rsin Q -la
2 

+ (j (R sin Q - p)2)J 
( - 2nrcos Q) 7 2R cos Q 

(5 .149) 

In the regi on -vo »1 the function I~o(!'S,-) i s given by 

the second term i n 5.148. 

5 . 4 .3b Evaluation of the Background Terms : 

The integrals in I~o(!'S,-) and I~o(!' S,-) are evaluated in a 

manner which is quite similar to a saddle point calculation. The 

contours A2 and Al are def ormed into new contours which are chosen 
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such that the most significant contribution to the resultant integrals 

comes from the region Y - ip. The original paths are not of this 

type since the integrands have an infinite number of poles in the 

immediate vicinity ofA2 and Al • The paths which satisfy the 

requirement are defined by the conditions arg y2/3s = 0 and 

arg yt
2
/ 3s = O. On these contours the magnitude of the integrands 

decreases at a maximum rate for large values of UE y2/3~ or yt 2/3s 
· 4/ 

(rate of decrease - exp(- '3 u3 2)). The integrals are then evaluated 

by expandingtheirintegrands in power series about u = 0 and inte-

grating term by termo 

The integrand OfI~o(E'S,-) can be expanded in a power series 

about u = 0 if it is noted that for y - ip 

(5.150) 

where the + sign is taken on the path obtained fromAl and the - Sign 

on the path obtained from A2 • With -the assistance of this expression 

we can write I~o(E'S,.,.;) iilthe form 

du + 

i~ A (u) J 
[ -~ e 3 u] i ' 2 /3 du (1 + Cl (p-l/3)) 

. A. (ue -1.:n: ) 
1. 

(5 . 151) 

where 

(5 . 152) 
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It is noted that the second integral in 5.151 is the complex conjugate 

of the first. Consequently, it is possible to write 

~~s,-) 

In the penumbra region the parameter ~ is small. An asymptotic esti­

. b 
mate of I10(!'S,-) for small ~ can be obtained by replacing the 

eXponential factor in 5.153 by its Taylor series expansion about u = 0 . 

This yields the result 

(5.154) 

where · 

f
oo n A~(U) fOO n Ai (u) Bi (u) 

== u 2 du + i u 2 du 
o Fi(u) 0 Fi(u) 

(5·.155) 

The integrals in 5.155 have been calculated numerically for n = 1 to 20 

to five Significant figures (22). The function I~o(!'S,-) can be 

evaluated in a similar manner. The asymptotic estimate of this function 

for small ~ is 



where 

2 :F f (u) 
i 

00 

=J 
o 
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N 

L 
n=O 

i(2o-l)! n / 
e 3!!(1+~(p-13») 

(5.156) 

J
oo . Ai' (u) Bi' (u) 

du + i un ...;.;.--,~~- du 
. 0 Fi2(u) 

(5.157) 

The integrals in n20 have also been tabulated in reference (22). For 

future reference the values ofn:!.O and nil (i = 1,2) are given below 

.092361 + i.30900 , nIl = .029547 + i.17071 , 

. 15095 + 1.40149 .058235 + i.23627 . (5.158) 

5.5 Behavior of the Fields in the Vicinity of the Wavefronts 

In this section asymptotic estimates of the fields in the vicinity 

of the wavefronts will be obtained by a term by term inversion of the 

asymptotic expansion of the field transforms . These results will then 

be employed to indicate the time variation of the scattering processes. 

· It is shown that the types of waves observed at a stationary point in 

space change as time progresses. The penumbra and the caustic region 

in the vicinity of the line Q n are initially of zero extent. These 

regions expand with increasing time . An indication of the rate of this 

growth is obtained by a consideration of the error terms in the asymp-

totic expansions of the fields. 
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5.5.1 The initial behavior of the fields in the deep shadow. 

AsrmPtotic expansions of the transforms of the transverse fields can be 

obtained from equations 5.17, 5.18 and 5.35-5.37. If the far-field 

approximations for the Hankel functions are employed, the Q component of 

the transform of the m = 0 term in the wavefront expansion can be 

written 

lim 
II » .1, ria » 1 

[1+ eJ(p-l/36~+ (p sin Q)-1+(R2_ p2)-1/2)] 

(5.159) 

The time function associated with this transform can be obtained by 

applying the inversion operator defined in equation 2.2. The inversion 

integrals which result from the operation can be evaluated by the 

saddle point method. Friedlander has obtained a rather general result 

for integrals of this .type (23). 

+ioo+6 

2;i f 
.. ioo+t. 

'. 2(a/3) 3/2 
T1/

2 

u(rr) exp [ - 1/2 ] [ 1+ 6(3/2)] 
T ex 

(5.160) 

With the assistance of this equation, the inversion of 5.159 can be 

written in the form 
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lim E (r,t) = 
T- small -90-

o 
(5.161) 

where 

T~ _ 
(r2_ a2)1/2 _ a(5

0
- + 1) 

t- ________ ...;.... __ = time measured from the arrival 
of the wavefront c 

1 -"....,.."......----", exp 
f31/2[A (-13 )] 2 
pip 

1/2 

( 
3/2 

(5.162) 

( 1 --+ 
sin9 

(5 .163) 

In the earlier portions of this chapter, it was shown that a change in 

the rate of convergence of a particular mathematical representation of 

a wave phenomena indicated that the wave process itself was changing. 

In view of this, the result expressed in equations 5.161- 5.163 yields 

the following facts about the wave behavior in the shadow. 

(a) The form of the exponential factor in indicates 

that the representation given in 5.161 converges slowly for 
T-

c a 0 2: (5~) 3. This suggests that the wave processes associated 

with the shadow region are contained within a cone generated 

by the tangents to the surface of 'the sphere at the points 

(r,9,¢) = (a, .!!2+ 0 (TO)1/3,¢). AtT-=O the shadow region ob-
a 0 

viously occupies the entire geometrical shadow. 
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(b) The order of the error terms in 5.163 also yields some information 

about the wave: phenomena in 

behavior of the order term 

the region behind 
2cT~ 1/2 . _ -3/2 
(-) 5 a 0 

the sphere. The 

merel,y subs tan-

tiates the conclusions of (a). Some additional information, 

however , can be obtained from the terms involving the factor 

2cT; 3/2 
(-a-) The term in (sin 9)-1 indicates that the extent 

of the caustic region i n the vicinity of the ray 9 = n is of 

2cT- 3/2 
n - 9 < 0 ( __ 0) / 5-

~ a 0 
the order Like~se , the extent of 

the far-field zone is indicated by the order of the term in 

a/(r
2_ a2)1/2. It is found that the far field can be defined 

by the condition 

The above discussion indicates that the nature of the waves observed at 

a given point behind the sphere changes with time. A point (r,Q,¢) 

which is initially in the far- f i eld portion of the shadow might eventu-

ally be in the near-field portion of the caustic region. 

5.5 . 2 The initial behavior of the fields in the illuminated 

region . Asymptotic expansi ons of the transverse field transforms in 

the illuminated region can be obtained from the results of Section 

5.4.2f . In the far field, the 9 component of the field transform 

assumes the form 

lim 

s »l,r/a» 1 

E' (r,s,-) go -

Q 
a cos ¢ e - R + 2p cos '2- p [1 

2r 

1 . 2 6 -1] -";:::""-::3~9 + 0 (p cos s) 
2p cos "2 
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The analytic continuation of this result into the real frequency domain 

(p - ika) yields a result which is identical with the steady state cal-

culation of Logan (24) . Th~s provides a convenient check on the 

correctness of the more general results of Section 5.4.2f. 

Application of the inversion operator 2.2 to equation 5.164 

yields the following asymptotic estimate of the small time behavior of 

E" (r,s) . 
......,0 -

lim EQo (E" t) 
T' small 

= _ a cos ¢ [8(T')- (2a cos 3 ~)-l 'U (T') + 
2r 0 c 2 0 

o 

t"I (c 0 -6) cT'" J 
+ v i -a cos ~ , 

where 
Q 

r + a - 2a cos 2 
t ----~---c (5.166) 

The order term in 5.165 indicates that the extent of the illuminated 

region at small times is approximately given by the relation 
cT· 1/6 

o ~ 2~ f:; n - <' (---.£), (~ = angle of incidence) • , a 

5.5 . 3 The .initial behavior of the fields in the penumbra. The 

transforms of the fields in the vicinity of the geometrical shadow can 

be obtained from the results of Section 5.4.3. The far-field values of 

the transforms of the Q .component of the field are given by the rela-

tions 

R cos 
cos Q cos ¢e 

OJ 

Q-p f 
-v o 

2 
e-v dv 

(5.167) 
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2a cos ¢ 
2 2 1/2 -- (R - p) - p( B + 1) 

e 0 
lim t.~(E.,s,-) 

s » 1, ria»~ 1 (p/2)1/6 

1 1 

X[0.42316 _ 0.17528B~ (~)1/3+ 6 (p3 B~)2 +p-3)] (5.168) 

where v is defined by equation 5.147. These transforms can easily 
a 

be inverted to obtain the following asymptotic estimates of the 9 

component of the field 

lim , E~oC::>t) = cos 9 cos ¢ [B(t + z ~ a) 
h« 1,r sin 9-a > 0 

(-2r cos 9)1/2 
r sin 9 - a 

lim E~o(E.,t) = ~ cos 9 cos ¢ [B(t + z ~ a) 
h» 1 

k 
lim E~ (r,t) 

,,0 -
h «1,rsin9-a<0 

c 1/2 
(T:) 

(-2r cos 9)1/2 ( 
a _ rsin 9 . 1 + c:J (h» 

where 

k (rsin G _ a)2 
To _ t + z ~ a + 2r cos 9 

(5.170) 

(5.171) 

(5.172) 



h _ 

and 

k 
cT r cos Q 

o 
2 

(r sin g - a) 
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0.42316 + 

/ ( 
2

a
CT.o-) 1/3 J] + O(5-(~ )13 + 

o 2cT-
o 

(5.174) 

where T- is defined by equation 5.162. The error terms again indicate 
o 

that the wave processes observed at a particular point in space change 

in time. The knife edge terms can be interpreted as cylindrical waves 

whereas all of the other waves are spherical. The error te~m in 5.174 

indicates that the background type fields exist only when 

2CT~ 1/3 _ 
(-a-) ,2: 50 This implies that the width of the penumbra is of the 

(
2CTO) 1/3 order a 

The penumbral width determined here is in 

accord with the results of Section 5.5.1 concerning the extent of the 

shadow . 
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5.6 Large Time Behavior of the Fields 

It was originally planned to evaluate the large time behavior of 

the field vectors by means of a term by term inversion of the wavefront 

expansion. The results obtained in this manner, however, have recently 

been found to be unsatisfactory. One of the reasons for this difficulty 

is probably associated with the fact that the large time behavior of the 

impulse response is related to the low frequency characteristics of the 

scatterer.The appropriate mathematical description of the low fre-

quencywave behavior is the harmonic series representation and not the 

wavefront expansion. 

The inversion of the transforms of the transverse field components 

. can be obtained by a term by term inversion of the harmonic series 

representations given in equations 5 .13 and 5 .14. The nth terms in 

these series have poles at the zeros of the Hankel functions 

and [iPh(l)(ip)], • The first few zeros of these Hankel functions are 
n 

given in the following table (25) 
_ ... 

I 
n h(l)(i ) = 0 [ip h(l)(ip ))' = 0 n Pm e n e 

i 21C + -
1 -1 - 3 e 

- lo60 
2 -1 ± iO.86 - 0.70 ± 11.81 

. 

-2 . 26 - 2.17 ± iO.87 
3 

-lo87 .± 11.75 - 0.83 ± i2.77 

It is noted that the real part of the zeros becomes more negative as 

the order n increases. Consequently, the higher order terms in the 
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residue series expansion of Eg(~,t) and E¢(~,t) can be neglected 

when t» 1 The explicit form of the residue series expansion of 

00 ( ct 
ci 

+­e 
I (_i)n. 2n+l 

n= 1 n(n+l) [mt P --1) 
e m a 

+ 

+ 
[i ~ P h(l)(i~p )]' 1 

a e n a e 0 pl( r.) . cos d. • r ., -2lg n cos" 'P 

P -e a 

When 

pole 

t »1 equation 5 .175 can be approximated by the residue at the 
± i21£/3 

p = e This yields 
.e 

lim 
cT -» 1 a 

2 cos 9 cos ¢ e- CT/ 2a 
r 

[ 

t i ({3 ~~ + ~) 
, Re e :t 1 . l-l 

(1 - i -) 
{3 

where T == t -
r - a 

c 

c 

(5.177) 

Although there has been i nsuffi ci ent time to fully investigate the 

wavefront treatment of a pulse modulated carr ier Signal, it is felt that· 
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this problem can be handled JOOst efficiently by a wavefront eXpansion 

approach when ka» 1. In this problem,the large time behavior of 

the scattered fields is predominately of an optical nature and the wave-

front eXpansion should adequately describe the fields. The wavefront 

expansion for this problem .can be obtained from the results of equation 

5.27 . The inversion of each term in this expansion can be obtained at 

large times by deforming the contour Re(s) = ~ into the left half 

plane. Aside from any Singularities aSsociated with the source function, 

the ~ingularities of a typical wavefront term are depicted in Figure 5.8 . 

The branch cut B along the negative real axis accounts for the fact 
o 

that the Bessel and Hankel functions in the integrands of lim(!,s,=) 

(i 1,2) aremu:l.tiple valued in the s plane. The curved branch cuts 

B ~ , B
j 

(j = 1,2,.") result from the fact that the integrands of the 

wavefront integrals are singular along these lines . These lines are the 

loci of the zeros of the Hankel functions h(l) (ip) 
v - ~ 

2 

and [iph(l) (ip)] I 

v - ! 
2 

as v varieS from -00 to 00. along the real axis in the v plane. . It 

can be shown that the singularities which result in the wavefront terms 

are of a logarithmic nature. At large times the significant contribution 

to inversion of lim (~> s ,.±) comes from the branchpoint integration 

along the negative real axiS. Consequently, it should be possible to 

obtain an asymptotic expansion of the time behavior of the fields by 

eXpanding the transform functions lim(!,s,±) in the vicinity of the 

branchpoint s = 0 and integrating the results term by term. 



-113-

VI SUMMARY AND CONCLUSIONS 

A general technique for ·the solution of pulse scattering from 

finite obstacles is formulated, . The essential feature of this formula­

tion is the identification and separate consideration of the individual 

terms in a wavefront expanSion of the field transforms, Each wavefront 

term is associated with a particular ray of a generalized geometrical 

optics. An estimate of the behavior of the fields in the vicinity of 

the wavefronts is obtained by means of a Tauberian theorem. The wave 

behavior at a large times after the arrival .of the wavefront is 

obtained by deforming the contour of Laplace transform inversion inte~ 

gral into the left half of the s plane , The most significant contribu­

tion on the deformed path is the one which originates from the 

singularity closest to the imaginary axis. In general/this singularity 

can be either a pole or a branch point. 

The reflection of a delta pulse from a semi-infinite conducting 

dielectric is considered. The results of this problem are employed to 

determine the significance of the dispersive effect of a finite conduc­

tivity in a scattering obstacle. It is found that the wave di stortion 

is negligible for all metallic conductors. A significant distortion 

may result, however, when a signal is scattered by an obstacle Whose 

composition is somewhat like dry earth. It is reasonable to expect, 

for instance, that a Signal scattered by one of the planets or the moon 

would be distorted as a result of their finite conducti:vi ty. 

The transmission of a delta pulse through a conducti ng dielectric 

slab is considered • . This problem demonstrates the usefulness of the 
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wavefront expansion technique. The results are pertinent to problems 

of shielding by thin sheets. -Estimates of the large and small time 

behavior Of the impulSe response are given. Ifa more complete descrip-

tion of the transmitted field is desired, the integral representation 

of this quantity can easily be evaluated by numerical methods. 

The scattering of a de.ltapulse bya smooth sphere is treated 

in considerable detail. The. individual wavefront terms are identified 

and considered separately. The error terms in the asymptotic expansions 

of the field quantities are employed to indicate the general time 

behavior of wave phenomena, It is found that the nature of the waves 

changes in time. This is particularly true in the vicinity of the 

shadow boundary. Initially the penumbra is of zero extent, It subtends 

an angular region of the order after the arrival 

of the diffracted wavefront , The rates of growth of the caustic region 

in the vicinity of the focal line Q = n and the near field zone are 

also obtained by an interpretation of the error terms. The saddle point 

calculation of asymptotic behavior of the field transforms in the 

illuminated region can be analytically continued into the real frequency 

domain (p ... ika) to yield a result which is useful in the steady state 

scattering problem. . The asymptotic expansion of the reflected fields 

obtained in this way is valid in both the near and the far field regions. 

Some difficulty was experienced in the attempt to obtain the large 

time behavior of the impulse response of the sphere by a separate consi-

deration of each term. in the wavefront expansion, This problem is 

undoubtedly associated with the fact that the lar ge time behavior of the 

impulse response is related to the low frequency characteristi cs of the 
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sphere . The appropriate mathematical formulation of the low frequency 

wave behavior is the harmonic series and not the optical expansion. It 

appears that the wavefront expansion technique must be restricted to 

those problema whose steady state behavior is predominantly of an 

optical nature. The transmission problem considered in Chapter IV is 

of this type. A problem which merits additional attention is the 

scattering of a c.w ~ wave with a unit step function envelope. When the 

carrier wavelength is large compared to the radius of the sphere, the 

steady state response to this signal is optical in nature . A wavefront 

analysis should simplify the task of interpreting the results of this 

problem in a physically meaningful way. 
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.APPENDIX I . 

ASYMPTOTIC EXPANSIONS OF THE HANKEL FUNCTIONS H(1,2) (ip) 
v 

The evaluation of 'the integrals which result from: the transformation 

of the harmonic series representation of ' the . fields scattered from a 

sphere to the equivalent integral representations requires a knowledge 

of the behavior of the Hankel .functions H(1,2)(iP) in the complex v 
v 

plane. Our ,task is considerably simplified since we shall be satisfied 

with an asymptotic solution of 'the field integrals for ,large values of 

the quantity liPI. "In this case, a knowledge of the asymptotic beha­

vi or bf the Hankel functions for large valueS of Ivl is sufficient. 

In the follo'Wingsection the asymptotic expanSions of Olver will be em-

ployed to obtain the necessary approximations (1,2). We 'Will restrict 

the discussion to the case where arg p = 0 • 

Olver Approximation 

The Hankel functions H~1,2)(iP) satisfy the differential equation 

1 dH(1,2) (ip) + _ _ .:..v"r" __ _ 

p dp (A- LO) 

If pis replaced by ~z, where ~ is defined by the relation v = i~ 

the above equation assumes the form 

o • (A-L.l) 

The solution ofA-l.lis given by Olver in terms of .the Airy i ntegrals 

2/ i 21( 
tJL(v 3 t(z) e~) and 

. 21( ( ) 
A (v2/ 3 ~(z) e-

1:r) respectively forH 1 (vz) 
i v 

(2) 1(1( 
and Hv (vz) 0 In the angular domain - 2 < arg v < 2' -1( < arg z < 1( 

he obtains the results 
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3 
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ooB (r.) } ' L ...;;8;.".-

S = 0 V
2s ' 

00 

L 
8=0 

2s 
V 

+ 

(A-1.2) 

(A-1.3) 

The p~ime in the above equations indicates a differentiation with respect 

to the argument of the primed quantity. 

B (r.) are defined as follows: 

The functions r.(z), A (r.) " and s 

s 

A (r.) _ 1, 
o 

2 
1 - z 

2 
z 

r. 

Bs(r.) :: ~ r.-1(2J t-
l
/

2
[f(t) As(t) - A:(t)] dt , 

o 

As+l (r.) == .. ~ B~(r.) + ~ ff(r.) Bs(r.) dr. , 

~2 '1/2 'd2 (.-1/2) dz 
f(r.) = _ ~ + z ~ z , z := "£ 

4z dr. 

(A-1.4) 

(A-lo5) 

(A-lo6) 

(A-lo 71 

(A-lo8) 

It is evident that the set of equations A-lo4-A-lo8 forms a ' recursive 

system, which in theory,-will yield all of the coefficients appearing in 

the asymptotic expansions A-l.2and A-l.3. 

(12)' The asymptotic expansions forH' (vz) can be obtained by dif-
, V 

ferentiatlng equations A-l.2 and A-l.3 term by term -with respect to vZ , ' 



The ,equations which result are 

i 2:n 

+ e 3 

H~2) I (vz) N 

where 

_i2:n 

+ e 3 

v 
2/3 
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00 

L 
S=O 

00 

'L 
s= 0 

(UA (~) + A'(U + t B (0 s s s 

" (1")=_' ¢I(O 
1\ " ¢(U; 

2 
1jr(0 =: z¢(t) 

00 

L 
s=o 

c(~) s 
2¢ 

v 
+ 

, 

00 + 
L 

S=O 

Asymptotic expansions which are valid in the angular range 

, (A-l.9) 

(A-l.IO) 

(A-l.ll) 

(A- l.12) 

(A-l.13) 

(A-l.14) 

:n , 3:n 2 < arg v < 1! can be obtained from equations for A-l.2"l;3, 1.9, and 

l.10 by applying the appropriate continuation formulas for the Hankel 

functions. The desired continuation formulas are obtained from the fol-

lo'Wingrelations quoted by watson (3). 
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(A-1.l5) 

(A-1.l6) 

J (u) 
v 

= (A-1.l7) 

-in Ifm=-l, u= vz , and v' = e v, the first two of the above equations 

yield the relation 

1 H (vz) 
v 

(A-1.l8) 

Likewise, equation A-l.17 in conjunction with the definition of the Hankel 

functions yields 

i2vn (2) 
2J ,(v'z) + e H (v'z) 

v v' (A-1,.19) 

Equations A-1.2, 1. 3, 1.9, 1.10, 1.18 and 1.19 define the Hankel func-

tions in the entire v plane . 

Explicit Form of the Asymptotic Approximations in the Various Regions of 

the v Plane 

The asymptotic evaluation of the diffraction integrals becomes quite 

unwieldy if a large number of terms are required in the expansion. 

Luckily, however, . the first two terms in this expansion will be sufficient 

for our purposes. Consequently, it is necessary to retain only the first 

two terms in the asymptotic approximations given in the previous section. 

When this is done the following expressions are obtained for the various 

Hankel functions 
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-i2:. 
2e 3 (~)1/41 A ( 2/3 S 

1/3 1 2 i v 
v ·-z 

i2) I (vz) 
v 

= .. 

i 2:n: 
e 3) 

+ 

+ 

(A-l.2l) 

(A-L22) 

(A- l.23) 

The above equations are valid,ofcourse, only in the angular range 

:n: :n: - '2 < ang v < '2. Similar ' appro~mations valid in the remainder of the v 

plane can be obtained from A-1.20 - 1.23 by means of the continuation 

formulas Al.lB, 1 .19. The resulting asymptotic expansions are 



H(l)(VZ) = 
v 

H(l)' (vz) 
v 

H(2)' (vz) 
v 

i~ 
2e 3 

v ,1/3 

= -
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+ 

.n . 2n 

= ~(~) {A'(v,2/3~) -1-3 i2vn ( 2/3 -1:f ~ + e . e A! v' ~ e ) + 
,2/3 i 1 

V 

(A-L24) 

+ 

(A-1.25) 

(A-L26) 

The coefficients B (~) and C (t) which appear in equations A-l . 20 
o 0 

through A-L27 can be obtained from the recursion relations A-l.4 - A- l.8. 

These coefficients are given by the relations 
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C (n - 'X (n + ~ B (n , (A-L28) 
0 0 

5 1 (v 3 
Bo(~ ) = "'" 

48 ~2 - ;l72 "S - 5v ) , (A-1.29) 
~l 2 24 

If the distance from the point v = ip (~= 0) is sufficiently 

large, the Airy functions in equations A-l.24-A-l.27 can be replaced by 

their asymptotic expansions. These expansions are summarized in Appendix 

II. It is noted that the explicit form of the approximations depend upon 

the angular domain within which the arguments of the Airy functions are 

located. ' Consequently, . it is necessary to ascertain the behavior 'of 

arg (v2/3~) in the v plane. 

The function ~(z) is defined by the relation given in equation 

A-l.4. Olver has integrated this equation to obtain the result 

3 ~ 3/2 = £n 1 + 
z 

1 - z2 ~'--l 2 
- V 1 - z (A-1.30) 

The logarithm in equation Al.ll is defined on the zplane cut in the 

manner shown in Figure A-l.O. 

Fig.A-l.O. Branch Cut Configuration in the z Plane 

If the variable z is replaced by sech cr , equation A-l. 30 assumes the 
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3. ~ 3/2 

3 = a - tanh a 

z == sech a , 

(A-l. 31) 

In this transformation,the domain 0 < arg z < n is mapped conformally 

on the half strip -n < a
i 

< 0, a
r 

> '0 , and the domain -n< arg z< 0 

is mapped on the half strip 0 < a
i 

< n , a > 0 
r 

In order to facili-

tate a comparison with Debye' s asymptotic series, it is necessary to define 

v by means of the relations 

v = ip cosh 'V' (A-1.32) 

'f' = t3 + ia, -00< t3 < 00, 0 < a < n . 

A comparison of this definition of v and that obtained by the relation 

v = ip/z reveals that a = -y if Re(v) > 0 , and a '= y if 

< 0 Consequently, in terms of Debye's variable y ,the function 

is representable in the form 

v2/ 3t [3~P (sinh Y _ -r cosh Y) ] 2/3 , 

for Re(v) > 0 and (A-l.33) 

[- 3~p I sinh y _ Y cosh "( )] 2/3 

for Re(v) < 0 These equations can be used to obtain the behavior of 

arg(v2/3~) in the v plane. The results obtained in this manner are 

summarized in Figure A-l .2 . In the left half plane, the function 

' arg(v2/3~) varies continuously from n/3 along the line a = 0 to 

-2n/3 along the line t3 = O. Likewise, in the right half plane 
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arg (//3 0 varies continuously from 'It/3 along 0: = 0 to 4'1t/3 along 

0: '=0,13=0 

The above results on the behaviorofarg( v
2

/ 3 0 in the v plane, 

in conjunction with the asymptotic expansions A-2.9 - A-2.12,yie1d the 

following expressions for the Airy functions which appear in equations 

A-1.20 -A-1.27. 

i 2'1t 
A (v2/ 3 I:, e 3) = 1 

i 2 1/2 1/6 ~1/4 i'lt/6 

ip(sinhT - Y' cosh Y) (2 ~3/2 
e L"'3V " ) 

where 

L(~VS 3/2) 
3 

M(~vI:,3/2) 
3 

'It v " e 
(A-L34) 

//6 1:,1/4 ei~ 
2'1t1/ 2 

ip( sinh y- "(- cosh Y) 2 3/2 
e M("'3v S ,,) 

(A-L35) 

1 [ 'It 2 3/2i'lt 
-=-1/"T:2"......".1""7/.".6~-:1,.:/Tr4-;-i 'It-/""1-:=:'2 cos ( P [ sinh "(' - Y co sh Y ] + 1;) P ( }vl:, e 7) 
'It V " e 

- sin(p[sinhY - y cosh"!'] +~) Q(~v 1:,3/
2

e¥)] 

'It 
1/6 ,1/4 i12 [ 

v ~1/2e cos(p[sinh"r - '1' cosh"rj +-i¥-) 

' = 1 + 5 1 
72 ip [sinh ':r - "r cosh y] + 0(2"3) 

, v I:, 

7 1 
= 1 - 72 ip[sinhY-"!' cosh T ] + 6("73) 

v S 

(A- L36) 

(A-L31) 

(A-L38) 

(A- L39) 
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1 + 6(:.......L) 
. 2 3 
v S 

, 

5 1 
72p[Sinh'r -'1' caah "('] + d ( .~ . 9/2) 

v ~ 

. (A-l.40) 

, (A-L41) 

(A-L42) 

, 

and it is assumed that larg vi < ~ • · In the angular range .~ < arg v< 32~ 

the Airy function approximations are of the form 

i2~ 
Ai(v.r2/3y) = Ai(v2/ 3 Y e - 3) _ 1 x 

~ ~ - 2 1/2 1/6 1'1/4 -i~/6 
~ v ~ e 

x e -ip[sinhy -'Y' cosh Y} L(~v (; 3/2), . (A-L44) 

-i!. 
v1/ 6 (;1/4e 6 -ip[sinh"r -'Y cosh'Y] (2 1'3/2 ) 

1/2 e M "3 v~ 
2~ 

(A-:L45) 

1 
=1/2 1/6 1'1/4 -h/12 x 

~ v ~ e 

. ~ 

[ 
( ] ~) n. (~3v Y 3/2

e-
i
'2) _ >< cos p [ sinh 'Y - .... cosh 'Y + 1+~' ~ 

. ~ 

- sin(p[sinh''O - 'Y' cosh 'Y]+ H) Q(~v ~ 3/2 e - ~2)] (A- L46) 
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1C 

[ 
3 2 3/2 -i'2 

cos(p[sinh-r-'Y cosh"/'] +i)R(3"vt; . e )-

1C 

. 3 2 3/2 -i'2 ] 
sin(p[sinhy- ..... cosh "/']+ i)S(3V~ e ) 

(A-1.47) 

where 

5 + el(_. l_) 
72ip[sinhy - 'Y cosh y] v2t; 3 

(A- 1.48) 

1+ 7 .s«l) 
72ip [sinh y- tr cosh 'Y] + V v2t; 3 ' 

(A-1.49) 

and the f~ctions P,Q,R and S are identical with the definitions given 

in equations A-1.40 -A-1.43. 

When the above equations are substituted in equations A-1.20 - A-1.27, 

the following asymptotic expansions are obtained for the Hankel f~ctions . 

(A-1.50) 

+ i sin(p[sinhy -ycosh 'Y) 

(A-1.51) 



,,[1 + 1 (1 ... 5 coth2...,. + 1 ) ,D{(~3)J 
vt~h~ 8 ~ 2 + V ~_, 

2 sinh~ v S 

(2)() 2 sinh"( [( 3:n: 
Hv vz =(_v:n:i2tanh"r)1/2 cos p[sinhT-YCoshT]+4) + 

2 
( 1 . 5 coth "r 

+ i sine p [sinh"r-'Ycosh 'r] + 4¥) 13' - 24 + 2 
v tanh"\' 

(A-lo52) 

(A-lo53) 

:n: where it is assumed that 0 < arg v < '2. The analogous expansions which 

are valid in the angular range ~ < arg v <:n: are 

H~l)(VZ) = (1-I:n:i ta~h""')1/2 [cOS(p[SinhT- TcoSh--r ]+~) + 

2 

. (1 5coth2,\," ) 

+isin(p[sinh"l"-"rcoSh'Y]+~) 8 - 24 + (j( 2\)] 
v tanh T v I; 

(1) 1 ip[sinhT-"l" cosh "1']+ ~ 
H (vz) e ~ 

v = (v:n:i tanh"f')1/2 
2 

[ 
1 ( 1 5 coth 2T ) (1)] 

" 1 + v tanh T "8 - 24 + Ll 23 
v I; 

(A- lo 54) 

(A- lo 55) 
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2/3 4~ 
when ~ < arg( v 0 < 3" 

2eiv~ [ 
(v1(i tanh "")1/2 cos(p[sinh'V" - 'V" cosh "f']+ v~ +~) + 

2 

2 
(1 5 coth ' ) 

+, i sin(p[sinh"f'- 'Y'cosh 'Y]+ v~ +i!-) E - 24 + 1"1 (1 )] 
'+ V tanh 'Y ' v 23 . 

v ~ 

(A-1.56) 

[COS(p[Sinh'Y" - "r cosh y]+ 3:) + 

2 
, ( 1 5 coth "C 1 . ) 

3 8 - 24 +2 50: 1 J + i sin(p[sinh'Y-"C cosh "C]+ ~) ______ -,,-.:..si::;n::;h.:..'-T--,'_+O( __ ) 
'+ V tanh "'( v2 t3 

(A-1.57) 

if ~ < arg(v
2

/ 30 < ~ ,and 

[
l ' l c! _ 5 coth

2
y 1 ) 0 (l )] (A- 1.58 ) 

+ v tanh'Y 8 24 + -;) . + 23 2 sinh...,- v ~ 
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H(2)'( VZ) 
v [ cos (p [ sinh...,. -"( cosh""'] + v:J( +~) + 

15 coth2...,. 1 

( 3:J( (.g 24 + 2 Sinh21') 
+ i sin p [ sinh 1': - or cosh y 1 + V:J( +"'T.'"" ) .....::.----"""'----'=-===-'"'-- + 

'+ V tanh,.. 

(A-1.59) 

The asymptotic expansions. of the Hankel functions valid in the region 

Im(v) < 0 are easily obtained from the above relations by means of the 

continuation formulas 

(A-1.60) 

= 
-iv:J(. H(2) (u) 

e v (A-L61) 

As v approaches the value ip, that is, S ~ 0 , the error term 

. A (_1_) v in the asymptotic expansioqs A-l. 50 - A-l. 59 ·rapidly il;lcreases. 
y2~3 

Cons,equently, the more exact approximations A-1.20 -A-L27 must be 

employed in this region. 

Complex Zeros of the Hankel Functions of Argument ip 

The asymptot·ic expansions of the pre.ceding . section provide a con-

venient means of investigating the location of the zeros of the Hankel 

functions of fixed argument in the complex v plane. If the argument ip 

is very large, a good approximation to the location of the zeros can be 

obtained by neglecting all but the leading terms in the expansions 

A-L20 - A-1.27. The zeros of the Hankel functions are then given by 

the zeros of the Airy integrals which appear in the leading terms. 
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The zeros of the Airy integrals are all real and less than zero. 

Consequently, it is a ratherstmple matter to determine the contours on 

which the zeros of the Hankel functions are located. It is easily 

deduced from equations A-l.20 -A-l.27 that the zeros of the Hankel func-

tions of the first kind are located on the contour described by the 

condition arg(v2/3~) = ~/3 Reference to Figure A-l.2 reveals that 

this contour is defined by the portions of the imaginary axis for which 

Ivl > p. The location of the zeros of the Hankel functions of the 

second kind are also easily determined . In the angular region 
~ _ _ :n: 

- '2 < arg V < '2 these zeros are situated on the contour defined by the 

condition arg(v2/3~) = - :n:/3 Likewise, in the angular region 

:n: _ 3:n: 2 < arg v < :2 - the zeros are located on the image of the above contour 

obtained by reflection through the origin . 

For the diffraction problem, the zeros of greatest interest are 

the zeros of the Hankel functions of the first kind in the vicinity of 

the point v = ip In this region the parameter - ~ can be expanded 

in a power series in (1- z) The coefficients of this. series can be 

obtained from the definition of ~ given in equation A-l . 4. ·Inversion 

of this series yields the following expansion of z in powers of . ~ • 

(A-1..62) 

Define the parameters a,~,~; and ~ by the relations mm m . m 
. . 2/3 - 2/3 

A (-a ) = 0 , Ai' (-~ ) = 0 , . ~ ~ = a , and ~ ~ = ~ i m m m m . m m 
In terms 

of these parameters, equation A-l.62 yields the relation 
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/3>0 /3< 0 
lip 

1/3=0 
I 
I 
I 
-ip 

8-22/1 

" PLANE 

Fig. Al.l The transformation v = ip cosh r 

to I'" 
" co. 
0 

--

Fig. Al.2 Behavior of 

1:1", 
" 

co. 
g 
"-

\ 
\ 

'\ 

"-
"-

'\ 
\ 

\ 
\ 
\ 

8- 22/2 

v PLANE 

DEFINE: 
arg (v2l3C)= f (a,/3J 

_ - - _ L---~ >f(a,/3J>- ~ 
...-~ I -...-.., 

I --
/ 

2/3 arg(v t ) in the v plane 
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and a similar relation with ~m and ~m in place of · ~ and a m m 

Equation A-l.63 can be inverted to obtain 

in p -2/3 . 

~ or m 
~m in a power series 

(A-lo64) 

The values of the first fifty-six roots of Ai(-a) and Ai(-~) have 

been tabulated in reference (5) and these tables are repeated in Appendix 

II. 

The zeros of large magnitUde can easily be obtained if the Airy 

functions ar.e .replaced by their trigonometric approximations. In this 

case, equations A-lo 50 - A-lo 59 are the appropriate Hankel function 

approximations. The zeros of the Hankel functionH(l)(ip) 
v 

are situated 

along the imaginary axis at the points where the argument of the trigono-

1f metric function is an oddmultip~e of 2 . 

1f 
p(sinh ~m- 13m cosh ~m) + '4 = 

(2ni+\L) 1f 

2 
, 

where 

If 

v ip cosh r = ip cosh ~ , m m m 

m = a large positive integer. 

Iv I »p these zeros are given approximately by 
m 

(A-lo65) 

(A-lo66) 
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Likewise the large zeros of are approximately given by the 

relation 

-v 
m (A-1.67) 
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APPENDIX II 

AIRY INTEGRAIS 

The asymptotic approximations for the Hankel functions contain 

Airy functions of complex argument. In order to facilitate the under-

standing ·of the asymptotic behavior of the Hankel functions, the 

properties of these Airy functions will be discussed. The material 

contained in this section is taken primarily from the work of Olver 

(1,2), Miller (4), and Logan (5). 

The Airy integral arises as the solution of the second orderdif-

ferential equation 

(A-2.0) 

In the notation of Miller, the two independent solutions of this equa-

tion are written 

A. (z) 
1. 

1 
21(i J exp(~ u3 - zu)du , (A-2.1) 

exp(~ u3 - zu)du + J exp(~u3_ ZU)dU] 

L23 
(A-2.2) 

where the is a contour originating at i and terminating at j . 

These contours are illustrated in Figure A-2.0. 

The integral representations given in A-2.1,A-2.2 can be used to 

derive the following useful relations 
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Fig. A-2.0. The Contours Lij 

i 2:n: :n: ± - 1 ±i-
Ai ,(ze 3 ) = -e 3 [Ai (z) "+ iBi (z)] (A-2.3) 2 

of i 2:n: . . 1( 

A'(ze- 3) = 
1 ±i3 

[Ai(z):;: iBi(z)] (A-2.4) - .e 
i 2 

The solutions of equation A-2 . 0 can also be written in terms of 

the Bessel functions of order one-third . The relation of the Airy 

in'tegrals to these Bes,sel functions is summarized in the following set 

of equations. 

1/2 
Ai(z) 

z 
Kl / 3( ~) (A-2.5) , 

:n:f3 

Ai(z) 
z 

K2/3( s) (A-2.6) =~ , 
:n:{3 

1/2 :n: :n: 
( i6' 1 -i6' (2) ) 

Ai (-z) 
z (A-2.7) e H1/ 3( s) + e Hl / 3( s) 

2 j3 
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z =-- , (A-2.8) 
2.[3 

where 
. 2 3/2 

• - - z . so = 3 • 

Olver has used the above relations, in conjunction with the well-

known asymptotic expansions of Bessel functions of large argument, to 

obtain asymptotic expansions for the Airy integrals. These expansions 

are repeated here. 

() 1 -1/2 -1/4 -~ 
Ai Z "- '2:n: Z e L( -~) 

A'() . 1 -1/2 1/4 -~ M( ~) Zrv--:n: Z e -
i 2 

(Iarg Z I < :n:) 

Ai (-z)", :n: -1/2 Z -1/4 [ cos( ~ .. ~) p(~) + sin( ~. -~) Q( ~)] 

(iarg zl < ~) 

(A-2.9) 

(A-2.11) 

(Iargzl<~:n: 
(A-2.12) 

(A-2.13) 

(A-2.14) 

(A-2.15) 

( I arg z I < ~:n: ) 
(A-2.16) 
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. )'{ )'( 

.±i"3 2 1/2 .± i'6 -1/4 
Bi(ze )N(n) e z [cos(~-* (A-2.l7) 

:;: ~ i .en 2)P(~) + sine ~ - f+ ~ Un 2)Q( ~)] 
( I arg z I < 2;) 

"+ ~ i.en 2)R(~) + sine ~ +* "+ ~ i.En 2)S( ~)J (A-2.l8) 

The functions L,.M,P ,Q,R, and S which appear in the above equations are 

asymptotic expansions in terms of the variable ~. The explicit forms of 

these expaneions are 

00 

L(~) - I 
s=o 

00 

p(~) - I 
s=o 

u 
( _l)s 2s 

~2S ' 

CD v 
(_1)S .2s 

~2S ' 
M( g)= I 

s =0 

CD 

Q(~)== I (_l)S 
CD V 

s(~)= '\' (_l)S . 2s+l 
- L. . 2s+l ' 

s =0 

where the parameters u 
s 

and v 
s 

u == s 
(2s+l)(4S+3)(2s+5) ',. '(6s-l) 

s! (216) s ' 

s= 0 ~ 

are defined by the relations 

6s+l v =---u s 6s-l s 

(A-2.l9) 

The location of the zeros of the Airy functions is also of interest. 

Olver proves that all possible zeros of the functions A. (z) 
~ . 

are located along the negative real axis in the z plane. The position of 

the first fifty-six .of thes.e zeros and the turning values at these points 

are given to fifteen decimal places by Logan (5). Logan's tables are re-

peated here in Tables A-I and A-II. 
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1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 

TABLE I 
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O! Ai'(- C/ ) 
S S . 

2. 33810 74104 59767 +0. 70121 08227 20691 
4. 08794 94441 30971 - O. 80311 13696 54864 
5. 52055 98280 9G551 +0. 8652040258 94152 
6. 78670 80900 '11759 - O. 91085 0737049602 
7. 94413 35871 20853 +0. 94733 5709441568 
9. 02265 08533 40980 - O. 97792 28085 69499 

10. 04017 43415 58086 +1. 00437 0122660312 
11. 0085243037 33263 - 1. 02773 86888 20786 
11. 93601 55632 36263 + 1. 04872 06485 88189. 
12. 82877 67528 65757 -1. 06779 38591 57428 
13. 69148 90352 10718 + 1. 08530 28313 50700 
14. 52782 99517 75335 - 1. 10150 45702 77497 
15. 34075 51359 77997 + 1. 11659 61779 32656 
16. 13268 51569 45771 -1. 13073 23104 93188 
16.90563 39974 29943 +1. 14403 66732 73553 
17. 66130 01056 97057 - 1. 15660 98491 16566 
18.40113 25992 07115 + 1. 16853 47844 87525 
19. 12638 0474246952 -1. 17988 07298 70146 
19. 83812 98917 21500 +1. 1907061311 58776 
20. 53733 29076 77567 -1. 20106 07915 19823 
21. 22482 99436 42097 +1. 21098 75148 68287 
21. 90136 75955 85131 -1. 22052 33738 97260 
22. 56761 29174 96503 : +1. 22970 07015 09681 
23. 22416 50011 21681 - 1. 23854 78753 29632 
23. 87156 44555 35918 +1. 24708 99452 59407 
24. 51030 12365 89678 - 1. 25534 91404 75735 
25. 1408211661 48964 +1. 26334 52827 50799 
25. 76353 14009 82756 -1. 27109 61262 18604 
26. 37880 50521 37232 +1. 27861 76388 24258 
26. 98698 51116 06368 - 1. 28592 42371 22704 
27. 58838 78098 82445 + 1. 29302 89834 49956 
28. 18330 55026 32645 -1. 29994 37525 11048 
28. 7720091652 37435 +1. 30667 93729 32094 
29. 35475 05587 66288 -1. 31324 57481 80648 
29. 93176 41190 86556 + 1. 31965 19603 77514 
30. 50326 86114 18505 - 1. 32590 63598 38441 
31. 06946 85851 83756 + 1. 33201 66426 47702 
31. 63055 56580 12659 . -1. 33798 99181 42291 
32. 18670 96529 52051 +1. 34383 2767848983 
32. 73809 96090 00269 -1. 34955 12971 47445 
33. 28488 46819 01402 +1. 35515 11807 15907 
33. 82721 49495 08652 -1. 36063 77026 40532 
34. 36523 21338 63659 +1. 36601 57919 26784 
34. 89907 02503 45312 -1. 37129 00540 34239 
35.42885 61927 47888 . + 1. 37646 47989 60084 
35.95471 02618 98629 -1. 38154 40663 17105 
36. 47674 66443 74809 +1. 38653 16477 85955 
36. 99507 38469 94501 -1. 39143 11072 66471 
37. 50979 50920 05016 + 1. 39624 57990 06725 
38. 02100 86772 55254 -1. 40097 88839 49769 
38. 52880 83050 94249 + 1. 40563 33445 05322 
39. 03328 33832 72514 -1. 41021 19979 25998 
39. 53451 93007 23018 +1. 41471 7508444110 
40. 03259 76807 54176 -1. 41915 23983 05068 
40. 52759 66138 89718 + 1. 42351 90578 16189 
41. 01959 08723 32490 -1. 42781 97545 15052 

Roots and turning values of A. (-ex) 
~ 



-139-

s f3s Ai(-f3
S

) 

1 1. 01879 29716 47471 +0. 53565 66560 15700 
2 3. 24819 75821 79837 - O. 41901 54780 32564 
3 4. 82009 92111 78736 +0. 38040 64686 28153 
4 6. 16330 73556 39487 - O. 35790 79437 12292 
5 7. 37217 72550 47770 +0. 34230 12444 11624 
6 8. 48848 67340 19722 - O. 33047 62291 47967 
7 9. 53544 90524 33547 +0. 32102 22881 94716 
8 10. 52766 03969 57407 - O. 31318 53909 78682 
9 11.4750566334 80245 +0. 30651 72938 82777 

10 12. 38478 83718 45747 - O. 30073 08293 22645 
11 13. 26221 89616 65210 +0. 29563 14810 01913 
12 14. 11150 19704 62995 - O. 29108 16772 03539 
13 14. 93593 71967 20517 +0. 28698 07069 99202 
14 15. 73820 13736 92538 - O. 28325 27361 25021 
15 16. 52050 38254 33794 +0. 27983 93053 60411 
16 17. 28469 50502 16437 - O. 27669 44450 68930 
17 18. 03234 46225 04393 +0. 27378 13856 46685 
18 . 18. 76479 84376 65955 - O. 27107 02785 76971 
19 19. 48322 16565 67231 +0. 26853 65782 82176 
20 20.188631509463373 - O. 26615 9868215709 
21 20. 88192 27555 16738 +0. 26392 29929 60829 
22 21. 5·6388 77231 98975 - O. 26181 14056 94794 
23 22. 23523 22853 48913 +0. 25981 26701 51466 
24 22. 89658 87388 74619 - O. 25791 60753 32572 
25 23. 54852 62959 28802 +0. 25611 23337 79654 
26 24. 19155 97095 26354 - O. 25439 33426 46825 
27 24. 82615 64259 21155 +0. 25275 19925 76574 
28 25. 45274 25617 77650 - O. 25118 20133 88409 
29 26. 07170 79351 73912 +0. 24967 78484 21125 
30 26. 68341 03283 22450 - O. 24823 45513 98365 
31 27. 28817 91215 23985 +0. 24684 77011 60296 
32 27. 88631. 84087 68461 - O. 24551 33306 87119 
33 28. 47810 96831 02278 +0. 24422 78676450.60 
34 29. 06381 41626 38199 - O. 24298 80842 90143 
35 29. 64367 48146 32016 .+0. 24179 10550 23721 
36 30. 21791 81244 68575 - O. 24063 41202 44844 
37 30. 78675 56480 12503 +0. 23951 48554 15564 
38 31. 35038 53790 83035 - O. 23843 10444 66267 
39 31. 90899 29584 30463 +0. 23738 06568 33468 
40 32. 46275 27462 38480 - O. 23636 18275 53143 
41 33. 01182 87766 34287 +0. 23537 28399 36488 
42. 33. 55637 56097 89422 - O. 23441 21104 38024 
43 34. 09653 90948 09138 +0. 23347 81753 92842 
44 34. 63245 70546 35866 - O. 23256 96793 53833 
45 35. 16425 99025 53408 +0. 23168 53648 03788 
46 35. 69207 11985 10469 - O. 23082 40630 53231 
47 36. 21600 81523 35199 +0. 22998 46861 64426 
48 36. 73618 20799 46803 - O. 22916 62197 66428 
49 37. 25269 88178 54148 +0. 22836 77166 46281 
50 37. 76565 91005 38871 - O. 22758 82910 18357 
51 38. 27515 89047 30879 +0. 22682 71133. 87890 
52 38. 78128 97640 80369 - O. 22608 34059 36628 
53 39 . 28413 90572 98596 +0. 22535 64383 68475 
54 39. 78379 02724 68233 - O. 22464 55241 61432 
55 40. 28032 32499 03719 +0. 22395 00171 79277 
56 40. 77381 44056 64866 - O. 22326 93086 02552 

TABIE II Roots and turning values of 
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APPENDIX III 

ASYMPI'OTIC EXPANSION OF THE ANGULAR FtmCTION pl 1 (-cos Q) 
v-"2 

The evaluation of the integral representations of the fields 

scattered by a sphere requires a knowledge of the asymptotic form of 

the associated Legendre function pl(_cos Q) for large values of the 
I . . :. v · 

order v . ·In obtaining this expansion, the following formulas taken 

from (6) are useful .• 

where 

Q "+, iO) = ( , ~ .. ' )1/2 r( ~+!J.+l) 
..". ,2 sJ.n ,9 r '( : 3) . v +-

2 

+i[~+ (v+~)Q] 
e 

a!3 z a(a+l)!3(!3+1) 
Hypergeometricfunction = 1 +r l! + y( y+l) 

(A- 3 .2) 

(A-3.3) 

(A-3.4) 

If ~ is set equal to unity and the result is divided by cos vn , 

equation A-3.4 becomes 
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_ p1 (x) sin V7£ _ ~ Q1 (x) 
1 cos V7£ 7£ 1 

v-"2 v-~ 

and this can be written in the more useful form 

1 
P (-x) 

v -~ 
cos v7£ 

_ p1 (x) (sin ,v7£ +.!)_~ 
. v _ .1 cosv~ i 7£ 

2 

, 

(A-3.5) 

The bracketed term in A-3.5 can be evaluated With the assistance of equa-

tions A-3.2 and A-3.3. 

i7£ 
e - '2 Q1 (x _ iO) 

v-~ 
(A- 3.6) 

Also, if Im(v) > 0 , the factor (tan v7£ - i) can be e~anded in powers 

f 
. i2v7£ 

o e 

tan v7£ - i = i2 [ (_l)m e i2m7£V 
m= 1 

Thus the function 

p1 (-x) 
v-1: 

· 2 
cos V7£ 

p1 (-x) 
v-1: 

_--",2 __ = _ i2 p1 (x) 
cos V7£ V - 1: 

2 

can be written in the form 

where it is assumed that Im(v) > 0 • 

(A-3. 7 ) 

(A-3.8) 
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The explicit f6rli1$· of·the angular functions which appear inA3.8 can be 

obtained from A~3.1 and A-3.2. The functions 1 Q (cos 9 ± iO) , from 
v-~ 

which all of angular functions can be derived, are given by 

21 1 
- Q (cos 9 ± iO) 

7( v-'! 
2 

2 1/2 r( v + ~) 
= ( . ) 

7( sin Q 1"( v + 1) 

3 1 + i l'i9 
F ( v+l,. - e ) 

2 1 -2'- 'O; 
c. 2 sin 9 . 

(A-3·9) 

The hypergeometric function :t'l(a,l3;nz) converges for Izl < 1 . 

ConBequently, the expression defined by A-3 .9 is a convergent representa-

tion ofQl (cos 9 ± iO) as long as i < 9 < 5: For other values 
V - 1 

"2 
ofQ , A-3.9 is an asymptotic representation which is valid for large 

values of v sin 9 • 
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