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ABSTRACT

Cobaloximes are among a promising class of small molecules which catalytically evolve hydrogen at modest overpotentials. Motivated by the imminent need to develop efficient solar energy conversion processes, a number of research groups have recently revisited the catalytic activity of cobaloximes, which was initially reported by Espenson almost three decades ago. Both Espenson’s seminal work and the studies reported during this recent resurgence are chronicled in the introductory Chapter 1. The next three chapters introduce photochemical methods for detecting catalytic intermediates and determining kinetics associated with the elementary steps of hydrogen evolution. Four catalytic pathways are considered, each beginning with the reduction of a CoII-diglyoxime to generate CoI, which reacts with a proton donor to produce a CoIII-hydride. In a homolytic pathway, two CoIII-hydrides react in a bimolecular step to eliminate H2. Alternatively, in a heterolytic pathway, protonation of CoIII-hydride produces H2 and CoIII. The CoIII-hydride may also be reduced further to a CoII-hydride, which can react via analogous heterolytic or homolytic pathways. In Chapter 2, kinetics of electron transfer reactions of a Co-diglyoxime complex are presented. These experimental results, along with a detailed thermodynamic analysis of proposed hydrogen evolution pathways, shed new light on the barriers and driving forces of the elementary reaction steps involved in proton reduction. A strong thermodynamic preference for a CoIII-hydride homolytic pathway over a CoIII-hydride heterolytic route is identified as the key finding from this work. In Chapter 3, phototriggered hydride generation utilized in conjunction with time-resolved spectroscopy is introduced as a novel method for mechanistic investigations. Here, excited-state proton transfer from an organic photoacid to a CoI-diglyoxime triggers the formation of the reactive CoIII-hydride. This and the subsequent reactivity of CoIII-hydride are monitored spectroscopically. The reaction kinetics are consistent with a heterolytic route for hydrogen evolution that proceeds via a
Co\textsuperscript{II}-hydride intermediate. Chapter 4 extends these mechanistic investigations to aqueous media by employing photoionization and pulse radiolysis methods to trigger Co\textsuperscript{II}-diglyoxime reduction. Chapters 5 and 6 focus on the design and construction of second-generation cobaloximes. In Chapter 5, the thermodynamic preference for bimolecular reactivity of two Co\textsuperscript{III}-hydrides is probed with a binuclear cobaloxime. A covalent alkyl tether is used to decrease the volume required for diffusional collisions. Electrocatalytic activity is consistent with a rate-limiting step associated with the formation of the hydride, as seen in mononuclear catalysts, and thus no enhancement of catalytic activity is observed. However, as an efficient water splitting device may require the tethering of catalysts to an electrode surface, this ligand should allow binuclear association of immobilized catalysts. A strategy for covalently grafting cobaloxime derivatives to silicon electrodes is introduced in Chapter 6. A terminal olefin is incorporated into a glyoxime backbone, a functionality amenable to surface-based coupling reactions. The bifunctional cobaloxime is an active catalyst, and initial efforts to prepare the chemically modified electrode are discussed. Three appendices are provided, including work on the photochemical generation of powerful Os\textsuperscript{II} reductant, electron transfer reactions of N,N’,3,3’-tetramethyl-4,4’-bipyridinium, and annotated MATLAB scripts utilized for kinetics analysis.
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Chapter 1

INTRODUCTION

Portions of this work are excerpted with permission from:


Copyright 2009 American Chemical Society
Solar Fuels

In response to the current global energy crisis, scientists are going to great lengths to develop renewable resources capable of meeting projected energy demands.\textsuperscript{1-2} Solar energy conversion is an area of enormous promise; using sunlight to make “solar fuels” such as H\textsubscript{2} (from H\textsubscript{2}O splitting, Figure 1.1) and CH\textsubscript{3}OH (by reducing CO\textsubscript{2}) is one of the holy grails of 21\textsuperscript{st} century chemistry.\textsuperscript{3-4} Splitting water is highly desirable, as 4.92 eV is stored when 2 H\textsubscript{2}O molecules are split into 2H\textsubscript{2} + O\textsubscript{2}, but running the reaction is challenging; it involves two separate multielectron redox processes, a 4-electron oxidation and a 2-electron reduction.\textsuperscript{5} As sequential electron or hole transfers directly to H\textsubscript{2}O produce extremely high energy intermediates, an energy efficient process requires catalysts that avoid formation of these species.\textsuperscript{6-7} Coordination to metals in some cases can stabilize these energetic intermediates, thereby lowering the barriers for hydrogen evolution.\textsuperscript{8}

Figure 1.1 Solar energy conversion is initiated by photoexcitation (h\textsubscript{\nu}\textsubscript{sun}) of DA to *DA, which undergoes excited-state electron transfer to yield a charge-separated state (D\textsuperscript{+}A\textsuperscript{-}). D\textsuperscript{+} and A\textsuperscript{-} drive water oxidation and proton reduction via catalysts.
In green plants, water splitting reactions are carried out by Photosystem II, and the reducing equivalents produced are ultimately stored in energy-rich sugars. Many solar-driven water splitting devices aiming to mimic nature’s ability to use sunlight to convert abundant energy-poor molecules to energy-rich molecules have been proposed. Notably, an integrated, monolithic photoelectrochemical photovoltaic device that operates with a hydrogen production efficiency of 12.4% was reported by Turner in 1998. While this device demonstrates that water splitting can be carried out in synthetic devices at efficiencies far greater than those achieved in nature, it is based on a GaInP2/GaAs tandem-junction electrode and uses a platinum catalyst, materials far too rare to be considered in a viable renewable energy device.

Inspired by the great success of Turner and the urgent need to address the global energy crisis, the Powering the Planet Center for Chemical Innovation (CCI-Solar) was formed to develop an efficient and economical solar-driven water splitting device based on earth-abundant materials (Figure 1.2). The proposed device is based on a dual-array of microstructured semiconductors embedded in a membrane with both electron- and proton-conducting capabilities. Upon absorption of blue light, the photoanode will interact with catalysts decorating its surface to oxidize water. The remaining red light will be absorbed by the photocathode material, where catalysts decorating the semiconductor surface will facilitate reduction of protons to hydrogen. The microstructured rod-like architecture is central to the economics of this device. Planar crystalline Si is the basis for most modern photovoltaic devices and a promising photocathode material for this proposed water splitting device, but extremely high purity (and thus expensive) materials are necessary to obtain minority-carrier diffusion lengths of similar magnitude to the optical absorption depth (~200 μm) needed to excite silicon’s indirect band gap. However, a rod-based geometry permits light absorption and minority-carrier diffusion to
occur along orthogonal directions; optical absorption occurs along the length of the rod, while minority-carriers are collected at radial junctions.\textsuperscript{12-13} With the short diffusion lengths engendered by radial geometry, the silicon purity requirements are relaxed.

Significant progress has been made towards developing the individual components of this proposed device over the six years since the inception of CCI-Solar research center. As the materials and catalysts necessary for this device continue to be developed and refined, efforts to integrate the different components are now underway. Still, a considerable amount of fundamental chemistry must still be developed before a solar-driven water splitting device based on earth-abundant materials can be fully realized. This thesis focuses on cobaloxime catalysts capable of evolving H$_2$ at low overpotentials, detailing experimental efforts aimed at elucidating the mechanism of efficient H$_2$ evolution, the development of second-generation catalysts, and discussing early experiments designed to integrate the catalyst and photocathode components.

![Figure 1.2](image)

**Figure 1.2** A proposed solar-driven water splitting device based on microrod-structured semiconductors (that act as light absorbers and charge separators) embedded in a proton- and electron-conducting membrane. Catalysts anchored to the photocathode and photoanode catalyze the evolution of hydrogen and oxygen, respectively.
Catalytic H₂ Production

The best catalyst for hydrogen evolution is undeniably platinum, which operates at the thermodynamic potential for H⁺/H₂ conversion (0 V vs. SHE, pH 0). However, the scarcity of this material limits its use in a scalable device. In response, attention has turned to the highly active [FeFe], [NiFe], and [Fe] hydrogenases that catalyze hydrogen oxidation and hydrogen production reactions at molecular active sites embedded in a protein under moderate conditions. Significant efforts have been put forth to develop molecular systems that mimic both the structure and function of these organometallic active sites occurring in nature, discussed in detail below.

Although the ultimate objective is to use water as a feedstock, many potential H₂ evolving catalysts are tested for catalytic activity in organic solvents, as they often are not soluble or stable in aqueous environments. The electrocatalytic behavior of proton sources in organic solvents is markedly different from that in aqueous environments. In non-aqueous solvents, the standard potential for hydrogen evolution, $E^0_{H^+/H_2}$, is directly related to acid strength, and can be described by

$$E^0_{HA/H_2} = E^0_{H^+/H_2} - (2.303RT/F)pK_{a,HA}$$

where $E^0_{H^+/H_2}$ is the solvated proton/dihydrogen couple standard potential in the given solvent and $K_{a,HA}$ is the acid dissociation constant for the proton source, determined from a self-consistent scale of acidity in a given solvent. The standard potentials for hydrogen evolution from a variety of commonly used acids is given in Table 1. The overpotential for proton reduction is the difference between the potential of catalytic activity and $E^0_{HA/H_2}$; catalysis at potentials more positive than $E^0_{HA/H_2}$ is not expected. Lastly, it must be noted that the standard potentials for hydrogen evolution in organic solvents are very sensitive to...
water. Trace water has been shown to significantly influence the relative strengths of acids via selective solvation processes; efforts have been made to carry out the analytical experiments discussed in rigorously dry solvent.\(^{31}\)

<table>
<thead>
<tr>
<th>Acid</th>
<th>pK(_a)^{a}</th>
<th>(E^{\circ}_{\text{HA/H}_2}) (V vs. SCE)^{c}</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBF(_4)•Et(_2)O</td>
<td>0.1(^{b})</td>
<td>0.23</td>
</tr>
<tr>
<td>Trifluoromethanesulfonic acid</td>
<td>2.6</td>
<td>0.09</td>
</tr>
<tr>
<td>p-cyanoanilinium</td>
<td>7.6</td>
<td>-0.21</td>
</tr>
<tr>
<td>TsOH•H(_2)O</td>
<td>8.0(^{b})</td>
<td>-0.23</td>
</tr>
<tr>
<td>HCl•Et(_2)O</td>
<td>8.9(^{b})</td>
<td>-0.29</td>
</tr>
<tr>
<td>CF(_3)COOH</td>
<td>12.7(^{b})</td>
<td>-0.51</td>
</tr>
<tr>
<td>[Et(_3)NH](^+)</td>
<td>18.7</td>
<td>-0.86</td>
</tr>
<tr>
<td>[Et(_3)NH](^+)</td>
<td>9.2 (DMF)</td>
<td>-0.84</td>
</tr>
<tr>
<td>Acetic acid</td>
<td>13.2 (DMF)</td>
<td>-1.08</td>
</tr>
</tbody>
</table>

\(^{a}\)Reference 28 unless noted otherwise. \(^{b}\)Reference 32 \(E^{\circ}_{\text{HA/H}_2} = E^{\circ}_{\text{H}_2\text{O/H}_2} - 0.059pK_a(\text{HA})\). A potential of 0.24 V vs. SCE was chosen as the thermodynamic potential for \(E^{\circ}_{\text{H}_2\text{O/H}_2}\) in acetonitrile (Reference 33).

**Biomimetic Hydrogenase Complexes**

The active site structures of the [NiFe], [FeFe], and [Fe] hydrogenases have inspired a great deal of work on synthetic metallobiomolecules aimed at mimicking hydrogen evolution and oxidation functionalities (Figure 1.3).\(^{16-19,34}\) Despite the hundreds of structural models developed to date, few have been reported to show electrocatalytic activity related to proton reduction or hydrogen oxidation. While upwards of 50 structural mimics of [NiFe] hydrogenases have been reported, initially only biomimetic complexes that deviated
significantly from the enzyme structure displayed any electrocatalytic behavior, including
a trinuclear \{Ni’S\,Fe\} system\textsuperscript{35-36} and a few Ni-Ru complexes\textsuperscript{37-42} prepared in the
laboratories of Schroder, Fontecave, and Ogo.\textsuperscript{43} More recently though, two competent Ni-
Fe catalysts were reported that mimic both the structure and function of the active
hydrogenase.\textsuperscript{44-45}

![Figure 1.3 Line drawings of the active site in [NiFe] hydrogenase
and [FeFe] hydrogenase. S = cysteine residue.]

A good deal more [FeFe] hydrogenase mimics have been reported.\textsuperscript{46-47} Rauchfuss and co-
workers reported the first di-iron dithiolate system, \{Fe\,\{\mu\,-S\,(CH\,CH\,CH)\,(CN)(CO)\,(PMe)\}\,\},
which evolved hydrogen catalytically (at –1.13 V vs. Ag/AgCl in CH\,CN) in 2001.\textsuperscript{48} While
the efficiency of this system is far removed from that of the natural hydrogenase, it
nevertheless demonstrated successful biomimetic function. In the wake of this seminal
work, many related systems displaying electrocatalytic properties have since been
reported.\textsuperscript{18,49} Most, however, operate at relatively large overpotentials. The models have,
however, afforded significant insight into the roles of bridging thiolate ligands and the
hydride binding modes associated with catalysis.\textsuperscript{19}

Other Molecular Catalysts

A number of non-biomimetic systems show remarkable efficiency for H\,2 evolution (Figure
1.4). The most noteworthy examples are molecular Co-, Ni-, and Mo-based systems which
evolve hydrogen efficiently without the use of noble metals. Cobalt complexes with
diglyoxime ligands (cobaloximes) is one notable class of catalysts that evolves hydrogen at
low overpotentials; the hydrogen evolution chemistry of these catalysts will be highlighted
in the subsequent section.

A mononuclear nickel complex with non-coordinating pendent amines incorporated into
the backbone of cyclic diphosphine ligands demonstrates high activity for catalytic
hydrogen evolution. [Ni(PPh2NPh2)2]2+ catalyzes proton reduction activity at ca. −0.48 V vs.
SCE with trifluoromethanesulfonic acid or protonated dimethylformamide, corresponding
overpotentials of 0.57 and 0.35 V, respectively. Under optimal conditions, a turnover
frequency of 350 s⁻¹ was reported, comparable to those of [NiFe] hydrogenases. Extensive
mechanistic studies have indicated that the pendent bases act to both stabilize dihydrogen
and relay protons to the metal site, and this functionality in the second coordination sphere
leads to much higher rates and lower overpotentials as compared to analogous complexes
lacking these bases. Notably, similar nickel complexes with 0 or 2 pendent nitrogen
bases display activity for the reverse reaction, hydrogen oxidation, emphasizing the
proximity of the operating potential to the thermodynamic potential for H₂ evolution.
A molybdenum-based system (CpMo\(\mu\)-S)\(_2\)S\(_2\)CH\(_2\) is a tremendously efficient electrocatalyst, operating at a 50 mV overpotential with (p-cyanoanilinium)BF\(_4\) as a proton source (at –0.26 V vs. SCE in acetonitrile).\(^{55}\) Notably, hydrogen evolution is thought to be centered at the bridging sulfur atoms, not the metal centers.

Several tetraimine complexes have been prepared that exhibit similar structure and catalytic activity to the cobaloximes of interest. Noteworthy among several cobalt complexes supported by [14]-tetraene-N\(_4\) ligands are the methyl substituted analogues [Co(Tim\(\text{Me}\))Br\(_2\)]\(^+\) and [Co(Tim\(\text{Me}\))(CH\(_3\)CN)\(_2\)]\(^+\) which display catalytic peak currents at the corresponding Co\(^{II/III}\) potentials, occurring at –0.35 and –0.38 V vs. SCE, respectively, with near Faradaic yields.\(^{33}\) Hybrid dioxime diimine complexes containing one propyl linkage and one oxime linkage, [Co((DO)\(_2\)X)pnBr\(_2\)] (X = H, BF\(_2\)), also demonstrate catalytic activity near their respective Co\(^{II/III}\) potentials (–0.73 V vs. SCE for the proton linked complex and –0.46 V for the BF\(_2\) linkage) with near Faradaic yields.\(^{56}\) A variety of semi-cyclic complexes supported by N-aryl Shiff base/oxime ligands with either proton or BF\(_2\) linkages, [Co((DOR)\(_2\)X)Br\(_2\)] (X = H, BF\(_2\)), are active catalysts, with catalytic reduction potentials
Notably, the carboxylic acid substituted complex was adsorbed onto ITO surfaces and some catalytic behavior was observed in presence of acid, though ultimately the acidic conditions promoted dissociation of the catalyst from the surface.

In addition to these imine and oxime based catalysts, many other cobalt based systems have recently been reported to catalyze hydrogen evolution. Three recent reports are worth detailing here. A cobalt complex containing a single cyclic diphosphine ligand, \([\text{Co}(\text{PPh}_2\text{NPh}_2)(\text{CH}_3\text{CN})_3]^{2+}\), is an active electrocatalyst, operating with bromoanilinium tetrafluoroborate at a moderate overpotential of 258 mV, achieving turnover frequency of 90 s\(^{-1}\). A cobalt polypyridyl complex, \([\text{PY}_4\text{Co}(\text{CH}_3\text{CN})_2]^{2+}\) (\text{PY}_4 = 2\text{-bis}(2\text{-pyridyl})(\text{methoxy})\text{methyl}-6\text{-pyridylpyridine}), has been shown to catalyze the reduction of trifluoroacetic acid at the Co\(^{II/III}\) reduction potential, \(-0.81\) V vs. SCE, corresponding to an overpotential of ca. 400 mV. A dicobalt macrocycle, \([\text{L}_8\text{Co}_2]^{2+}\), evolves H\(_2\) upon addition of 2,6-dichloroanilinium tetrafluoroborate at \(-0.3\) V and \(-0.7\) V vs. SCE for the H- and CH\(_3\)-substituted complexes, potentials cathodic of the Co\(^{II/III}\)/Co\(^{I/II}\) redox couple and corresponding to overpotentials of \(-0.24\) and \(-0.64\) V, respectively. In this system, bimetallic cooperativity is thought to be important for the catalytic function.

Only a few molecular catalysts have been reported that produce H\(_2\) from water, including Ni(cyclam)\(^{2+}\), Co(bpy)\(^{3+}\) (bpy = 2,2’-bipyridine), as well as several water soluble Co\(^{II}\)(porphyrin) complexes and other cobalt(II) complexes with nitrogen-based macrocycles, including a cobaloxime central to this thesis, Co(dmgBF\(_2\))\(_2\)(H\(_2\)O)\(_2\) (dmgBF\(_2\) = difluoroboryl-dimethylglyoxime, [Co\(^{II}\)]. Among recently reported catalysts, \([\text{PY}_5\text{Me}_2\text{MoO}]^{2+}\) (PY5Me\(_2\) = 2,6-bis(1,1-bis(2-pyridyl)ethyl)pyridine) is notable for its ability to produce H\(_2\) from water. The molybdenum-oxo complex operates at an
overpotential of 0.52 V in 0.6 M phosphate buffer (pH 7), and under optimal conditions (–1.4 V vs. SHE) achieves a turnover frequency of 2.4 moles H₂ per mole of catalyst per second and a turnover number of $6.1 \times 10^5$ moles of H₂ per mole of catalyst. A proposed catalytic cycle suggests that proton reduction is a ligand centered process.

**Cobaloximes**

Cobaloximes are a promising class of molecules which evolve hydrogen in both aqueous and organic media at relatively low overpotentials (Figure 1.5).²⁰ They are further attractive due to the relative ease of their preparation. Extensive chemical, electrochemical, and photochemical studies have focused on characterizing their H₂ evolution catalysis, yet many questions remain as to the mechanism of the H₂ evolving reaction. Further, little work has been done to prepare modified glyoxime ligands, which could enhance catalytic behavior and provide additional functionality desirable for a solar water splitting device.

![Cobaloxime complexes](image)

**Figure 1.5** Cobaloxime complexes. L is typically H₂O or CH₃CN
Connolly and Espenson first reported that Co(dmgBF$_2$)$_2$(L)$_2$ (1, dmgBF$_2$ = difluoroboryl-dimethylglyoxime) catalyzes the reduction of HCl$_{aq}$ using Cr$^{2+}_{aq}$ as a stoichiometric electron donor.$^{64}$ Dissociation of an intermediate chloro-bridged complex, [(H$_2$O)$_5$Cr-Cl-Co(dmgBF$_2$)$_2$]$^+$, which was formed during inner-sphere electron transfer from Cr$^{II}$ to Co$^{II}$, produces [Co(dmgBF$_2$)$_2$L]$^-$ (1$^-$). In the presence of acid, it is likely that the Co$^I$ anion is rapidly protonated to form a hydride, [HCo(dmgBF$_2$)$_2$L], which evolves H$_2$.

Complex 1 and a related species, Co(dpgBF$_2$)$_2$(L)$_2$ (2, dpg = difluoroboryl-diphenylglyoxime),$^{66}$ were later shown electrochemically to catalyze H$_2$ evolution in acetonitrile.$^{67-68}$ The reversible, one-electron reduction of 1 occurs at $\sim$0.55 V vs. SCE in acetonitrile (Table 1.2). Upon addition of a sufficiently strong acid, catalytic currents were observed near the Co$^{II}$/I couple. Increasing acid concentration produced an increase in peak current, a slight positive shift in peak position, and loss of the return oxidation wave, with the current eventually approaching a plateau. Since Co$^{II}$ is regenerated during H$_2$ production, there is no return oxidation wave. Bulk electrolysis experiments confirmed near quantitative Faradaic yields of H$_2$. A range of proton sources was examined: catalysis was observed with CF$_3$COOH, HCl•Et$_2$O, $p$-toluenesulfonic acid monohydrate (TsOH•H$_2$O),$^{33}$ ($p$-cyanoanilinium)BF$_4$, and HBF$_4$•Et$_2$O. Although HBF$_4$•Et$_2$O was shown to effect H$_2$ evolution with substantially increased rates, competitive degradation pathways of the catalyst greatly limited reaction efficiencies.
Table 1.2 Electrochemical potentials (V vs. SCE in acetonitrile).

<table>
<thead>
<tr>
<th>Complex</th>
<th>$E^*(\text{Co}^{\text{III/II}})$</th>
<th>$E^*(\text{Co}^{\text{II/III}})$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>~0.2$^a$</td>
<td>-0.55</td>
<td>67</td>
</tr>
<tr>
<td>2</td>
<td>~0.3$^a$</td>
<td>-0.28</td>
<td>67</td>
</tr>
<tr>
<td>3a</td>
<td>-0.68</td>
<td>-1.13</td>
<td>69$^b$</td>
</tr>
<tr>
<td>3b</td>
<td>-0.84</td>
<td>-1.13</td>
<td>69$^b$</td>
</tr>
<tr>
<td>3c</td>
<td>-0.78</td>
<td>-1.09</td>
<td>69$^b$</td>
</tr>
<tr>
<td>5</td>
<td>-0.39</td>
<td>-1.1</td>
<td>69$^b$</td>
</tr>
<tr>
<td>6</td>
<td>-0.49</td>
<td>-0.8</td>
<td>69$^b$</td>
</tr>
<tr>
<td>7</td>
<td>-0.92</td>
<td>-0.99</td>
<td>69$^b$</td>
</tr>
</tbody>
</table>

$^a$Irreversible couple $^b$NHE vs. SCE = −0.25 V in acetonitrile (Reference 70).

Substitution of methyl groups by electron withdrawing phenyl substituents to form 2 shifts the Co$^{\text{II/III}}$ reduction potential 270 mV positive to −0.28 V vs. SCE. Electrocatalysis was observed with HCl•Et$_2$O, (p-cyanoanilinium)BF$_4$, TsOH•H$_2$O, and HBF$_4$•Et$_2$O, but not CF$_3$COOH, with currents reaching a plateau at high acid concentrations.

Studies of cobalt difluoroboryl-bridged diglyoximes as well as related compounds with [14]-tetraene-N$_4$ ligands led to a correlation between catalyst activity (H$_2$ evolution) and Co$^{\text{II/III}}$ potentials. Complexes with more negative reduction potentials were able to catalyze proton reduction with weaker acids at higher rates than those with more positive reduction potentials. Metal hydride pK$_a$ values increase as the Co$^{\text{III}}$ reduction potentials become more negative; thus the Co$^{\text{II/III}}$ potentials are related to Co$^1$ basicities.
The overpotentials for proton reduction catalyzed by cobaloxime complexes can be estimated from the difference between $E_{\text{HA/H}_2}^0$ and the potential where catalytic behavior is observed, which occurs just negative of $E'(\text{Co}^{\text{III/II}})$. Catalysts that reduce protons near the thermodynamic potential also should oxidize $\text{H}_2$ in the presence of a conjugate base. Indeed, slow oxidation of $\text{H}_2$ by 1 in the presence of [NBu$_4$][CF$_3$CO$_2$] has been observed. The $\text{H}_2$ evolution overpotential was calculated to be 90 mV based on the reaction equilibrium constant.$^{33}$

Table 1.3 Electrochemical potentials (V vs. SCE in DMF).$^a$

<table>
<thead>
<tr>
<th>Complex</th>
<th>$E'(\text{Co}^{\text{III/II}})$</th>
<th>$E'(\text{Co}^{\text{II/III}})$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>3a</td>
<td>-0.67</td>
<td>-1.06</td>
<td>72</td>
</tr>
<tr>
<td>3b</td>
<td>-0.74</td>
<td>-1.09</td>
<td>72</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>-1.06</td>
<td>72</td>
</tr>
<tr>
<td>5</td>
<td>-0.32</td>
<td>-1.06</td>
<td>72</td>
</tr>
<tr>
<td>7</td>
<td>-0.70</td>
<td>-0.89</td>
<td>72</td>
</tr>
</tbody>
</table>

$^a$Converted to SCE from Ag/AgCl/3 mol L$^{-1}$ NaCl, Fc$^+/Fc$ vs. Ag/AgCl = 0.55 V in DMF (Reference 72), Fc$^+/Fc$ vs. SCE = 0.47 V in DMF (Reference 73).

The electrocatalytic behavior of similar cobalt glyoximes also has been examined. Co(dmgH)$_2$pyCl (3a, py = pyridine) catalyzes $\text{H}_2$ evolution at a $\text{Co}^{\text{II/III}}$ potential of -1.06 V vs. SCE in DMF with [Et$_3$NH$^+$]Cl (Table 1.3).$^{72}$ Upon reduction to the $\text{Co}^{\text{II}}$ species, the halide ligand is labilized, while the axial pyridine stays coordinated. Substitution of the axial pyridine for 4-(dimethylamino)pyridine (3b) does not substantially modify the $\text{Co}^{\text{II/III}}$ potential, but the catalyst appears to be more electroactive.
Co(dmgH)_2L_2 (4) has the same Co^{II/III} reduction potential as 3 in DMF. The glyoxime-bridging BF_2 groups, produced via reaction of the complex with BF_3•Et_2O, shift Co^{II/III} potentials to values ~0.5 V more positive than their corresponding hydrogen-bridged counterparts, but require stronger acids for electrocatalytic hydrogen evolution. The bridging BF_2 groups also increase the stability of the catalysts in acidic solutions.

**Photochemical Systems**

Catalytic hydrogen production can be driven directly with light when a sacrificial electron donor is present to scavenge the oxidized photosensitizer. Photosensitizers can act both as light harvesters and photoreductants; quenching of their electronic excited states by electron transfer, directly to a catalyst or via an electron mediator, generates the reduced catalyst. Ziessel and coworkers demonstrated a multicomponent photochemical system for homogeneous H_2 generation with a cobaloxime catalyst in organic solvents, utilizing [Ru(bpy)_3]^{2+} (bpy = 2,2'-bipyridine) as photosensitizer, triethanolamine (TEOA) as sacrificial electron donor, and 4 as catalyst. In DMF solution at pH 8.8, the turnover number for 1 h of irradiation (based on photosensitizer concentration) was 38.

Among other work of note, Eisenberg and coworkers have shown that 3a catalyzes H_2 evolution with a platinum(II) terpyridyl phenylacetylide complex, [Pt(ttpy)(C=CPh)]^+ (ttpy = 4′-p-tolylterpyridine), as photosensitizer and TEOA as a donor in 3:2 (v/v) CH_3CN:H_2O solutions between pH 7 and pH 12. At pH 8.5 with 0.27 M TEOA, 1000 turnovers were achieved after 10 h irradiation (λ > 410 nm).

Other cobaloxime catalysts with varying axial bases (3a–c, 5–7) and Pt(II) acetylide photosensitizers have been investigated. With 3a as catalyst, 2150 turnovers of H_2 were achieved after 10 h irradiation (λ > 410 nm) in a 24:1 (v/v) CH_3CN:H_2O mixture at pH 8.5.
Fontecave and coworkers have focused on multicomponent photosystems for H₂ evolution with 1 and both [Ir(ppy)₂(phen)]⁺ (ppy = 2-phenylpyridine, phen = phenanthroline) and [ReBr(CO)₃(phen)] as photosensitizers in acetone. Solutions were buffered using Et₃N/Et₃NH⁺, which provided both a sacrificial donor (Et₃N) and a proton source (Et₃NH⁺). A quantum yield of 16 ± 1% and 273 turnovers were achieved with [ReBr(CO)₃(phen)] in a 15 h experiment (λ > 380 nm) with 600 equivalents each of Et₃N and Et₃NH⁺.

Alberto and coworkers studied a similar photosystem with 4, employing [ReBr(CO)₃(bpy)] as a photosensitizer, 1 M TEOA as sacrificial electron donor, and 0.1 M acetic acid as a proton source in DMF. 150 turnovers in 9 h irradiation (λ > 400 nm) were observed for the system, which had a 26 ± 2% quantum yield. Dimethylglyoxime (7.5 mM) was added to enhance catalytic activity, reportedly by countering catalyst degradation pathways. When Br⁻ was replaced by [NCS]⁻ and acetic acid by [HTEOA][BF₄], the long-term stability of the systems is increased significantly and up to 6000 turnovers were achieved.

Systems also have been reported in which organic chromophores replaced noble metal photosensitizers. In 12 h of irradiation (λ > 450 nm), 900 turnovers were achieved using the Eosin Y photosensitizer with 3a, TEOA, and 3 mM free dimethylglyoxime in 1:1 CH₃CN:H₂O at pH 7. Degradation of the photosensitizer/catalyst system was minimized with added dimethylglyoxime, though it was difficult to completely avoid photodecomposition. When a rhodamine dye containing Se in place of O was utilized as a photosensitizer, turnover numbers reached 9000 in 8 h of irradiation under similar conditions. Notably, the turnover frequency achieved in this system is the highest yet reported for the photoreduction of water (5500 mol H₂/mol photosensitizer/h, Φ = 32.8%). In a similar noble-metal-free system utilizing Rose Bengal as a photosensitizer and the
robust catalyst 1, Sun and coworkers noted a turnover number of 327 in 1:2 CH$_3$CN at pH 10 with 10% TEOA in 5 h of irradiation ($\lambda > 400$ nm).$^{85}$

Bifunctional systems (Figure 1.6) have been reported recently with photosensitizers coordinated directly via axial pyridine ligands to [Co(dmgBF$_2$)$_2$(H$_2$O)] and [Co(dmgH)$_2$Cl] (S1-S5).$^{80,86}$ Irradiation of these sensitizer-catalyst conjugates in Et$_3$N/Et$_3$NH$^+$ buffered acetone solution triggers intramolecular electron transfer from photoexcited ruthenium or iridium sensitizers to the cobalt center, leading to H$_2$ evolution. Notably, these conjugates exhibited efficiencies up to 8.5 times greater than analogous multicomponent systems under the same conditions: [(ppy)$_2$Ir((L-pyr)Co(dmgBF$_2$)$_2$(H$_2$O))]$^+$ (S5, L-pyr = 4-pyridine)oxazolo[4,5-f]phenanthroline) managed 210 turnovers after 15 h irradiation with
600 equivalents of Et$_3$N and Et$_3$NH$^+$ in acetone. Li et al. studied related heterobinuclear Ru-Co systems with (S6) and without (S7) linker conjugation. While both complexes were more active than the corresponding multicomponent systems, the one with a nonconjugated bridge exhibited more turnovers. Hydrogen has also been noted in noble-metal-free systems (S8) containing a porphyrin sensitizer with a pyridyl group on the periphery that coordinates to the axial site of the cobaloxime, though the turnovers are not noteworthy.

**Reaction Pathways**

Pathways for proton reduction by cobalt complexes are shown in Scheme 1.1. Reduction to a Co$^+$ species that can be protonated to form Co$^{III}$H must occur first. The hydride can react in a bimolecular step with another hydride to eliminate H$_2$ (homolytic or bimetallic route, red pathway), or it can be protonated, release H$_2$, and generate Co$^{III}$ that is subsequently reduced (heterolytic or monometallic route, blue pathway). Alternatively, the Co$^{III}$H can be reduced further to yield Co$^{II}$H, which can react via an analogous homolytic (orange) or heterolytic (purple) pathway. If the Co$^+$ species is not protonated, it can be reduced further to a “Co$^0$” species (which could be Co$^+$ with a ligand radical) which, upon protonation to form Co$^{II}$H (green pathway), can react as above.
Chao and Espenson studied the reactivity of kinetically stabilized \([\text{HCo(dmgH)}_2\text{P}(n-\text{C}_4\text{H}_9)_3]\) (7H) in order to ascertain the pathway of \(\text{H}_2\) formation.\(^{90}\) Interpretation of hydride reaction kinetics in the presence of acid (aqueous) required a rate expression that was both first and second order in 7H concentration, suggesting parallel homolytic and heterolytic hydridocobaloxime pathways. Detailed mechanistic work indicated that the homolytic pathway predominates with a rate constant of \(1.7 \times 10^4\) M\(^{-1}\) s\(^{-1}\). Since the hydridocobaloxime protonation rate constant was found to be \(0.42\) M\(^{-1}\) s\(^{-1}\), the heterolytic pathway is competitive only at low catalyst or high acid concentrations.

Fontecave and coworkers investigated catalysis by 1 in both DMF and acetonitrile;\(^68\) (p-cyanoanilinium)BF\(_4\) was shown to give rise to irreversible cathodic waves near the Co\(^{III/II}\) potential, indicative of electrocatalytic proton reduction. Lower current densities were seen near the same potential when CF\(_3\)COOH was employed as a proton source and an additional catalytic wave appeared near \(-1.0\) V vs. SCE, which was attributed to the reduction of Co\(^{III}\)H to Co\(^{II}\)H and subsequent reaction. With a weak acid, [Et\(_3\)NH]Cl, catalytic waves were observed near the Co\(^{V/IV}\) potential (\(-1.47\) V vs. SCE). Since Co\(^1\) is not
sufficiently basic to be protonated by this acid and the thermodynamic potential for hydrogen evolution from [Et₃NH]Cl lies negative of the CoⅡ/Ⅲ potential, catalysis was not seen until the second reduction. It is noted that the peak currents at these negative potentials were convoluted with direct [Et₃NH]Cl reduction at the glassy carbon electrode. Modeling of the cyclic voltammetry data suggested that reactions with (p-cyanoanilinium)BF₄ and CF₃COOH proceed by a heterolytic proton reduction (monometallic pathway) via both CoⅢH and CoⅡH. It was concluded that with acids strong enough to protonate both CoⅠ and CoⅢH (e.g., (p-cyanoanilinium)BF₄), hydrogen evolution occurred via a heterolytic pathway. In cases where the acid is strong enough to protonate CoⅠ, but not the CoⅢH intermediate, the hydride is further reduced to CoⅡH before reacting either heterolytically or homolytically. Weak acids like [Et₃NH]Cl that are unable to protonate the CoⅠ intermediate can protonate “Co⁰,” and H₂ evolution can be catalyzed through the intermediacy of a CoⅡH species.

Cyclic voltammograms of 1 and 2 also showed catalytic waves upon addition of TsOH•H₂O, as discussed above. The shape of the catalytic wave of 1 indicated a rapid reaction limited by proton diffusion to the electrode surface. At higher concentrations of TsOH•H₂O, the wave approached but did not reach a plateau. A quasi-reversible peak at about ~1.0 V vs. SCE observed for 1 at low acid concentration was attributed to the CoⅢH/CoⅡH couple; the reduction potential was similar to that seen for cobalt(III) alkyl species. As catalysis at the CoⅡ/Ⅲ potential was relatively rapid, the concentration of CoⅢH remained low in the reaction layer near the electrode, and only small amounts of CoⅡH were generated under these conditions (the hydride reacts slowly with itself or with acid at low concentrations).
Catalytic waves for 2 reached a plateau at high concentrations of TsOH•H2O, indicating that catalyst reduction at the electrode is equal to the rate of reoxidation. At lower acid concentrations, a second wave observed at −0.85 V vs. SCE indicated electrocatalytic hydrogen evolution by a CoIIIH species formed by reduction of CoIIH. As the catalytic reaction of 2 is slow compared to 1, concentrations of CoIIIH and acid are high enough to yield catalytic behavior upon reduction to CoIIIH.

On the basis of digital simulations of catalytic waves of 1 in the presence of TsOH•H2O, it was concluded that bimolecular reactivity of CoIIIH was responsible for hydrogen evolution, consistent with the findings of Chao and Espenson.90 Catalytic waves of 2, however, could be simulated equally well assuming either a heterolytic or homolytic mechanism; thus neither reaction pathway has been identified as predominant. Because electrocatalysis occurred near the CoII/I reduction potentials, it was concluded that pathways through CoIIH were unlikely, although those routes could open up at more negative potentials.

In an attempt to shed more light on H2 evolution pathways, Peters and coworkers evaluated catalysis by 1 with (p-cyanoanilinium)BF4, employing higher acid:catalyst ratios (>10) than in earlier work.33 With ratios less than 10, these simulations were successful for both homolytic and heterolytic pathways. Over a wider range (1:1 to 40:1), however, the data could only be simulated successfully assuming a homolytic route for H2 evolution.

The overall rate constant for H2 evolution was estimated directly from the plateau currents. For complexes 1 and 2, the rate constants are $7 \times 10^3$ M$^{-1}$s$^{-1}$ and $\sim 2 \times 10^2$ M$^{-1}$s$^{-1}$, respectively. In both cases, the reactions are first order in acid concentration. On the basis of these data, it is clear that hydride formation is a key step in the catalysis of H2 evolution.
Attempts to isolate a Co$^{III}$H complex with glyoxime ligands have been unsuccessful, except for the kinetically stabilized phosphine supported hydride 7H. Protonation of isolable Co$^I$ species with a variety of proton sources, as well as reaction of Co$^{III}$ halide species with borohydrides, consistently yielded Co$^{II}$ complexes and H$_2$, suggesting that Co$^{III}$H is extremely reactive.

Photocatalytic hydrogen generation systems are considerably more complex than corresponding electrocatalytic ones. Reactions in photosystems with tertiary amine sacrificial donors (TEOA or Et$_3$N) are set out in Scheme 1.2. The excited photosensitizer (PS*) can be quenched by cobaloxime, producing PS$^+$, which reacts with R$_3$N-CH$_2$-R$'$ to generate R$_3$N-CH$_2$-R$'$; PS$^+$ also can be reductively quenched by R$_3$N-CH$_2$-R$, producing PS$^-$. Decomposition of R$_3$N-CH$_2$-R$'$ yields a proton and a second reducing equivalent, R$_3$N-CH-R$. Co$^{II}$ can be reduced by PS$^+$, PS$^-$, or R$_3$N-CH-R$, and is then protonated to give Co$^{III}$H, which can be reduced to Co$^{II}$H by any of the powerful reductants. The weakly basic conditions under which these photocatalytic systems operate disfavor protonation of Co$^{III}$H.
Scheme 1.2 H₂ evolution pathways in photochemical systems. The Co₃H and Co²H intermediates may react via homolytic and heterolytic reaction pathways (Scheme 1.1) to evolve H₂. Similar pathways exist with Et₃N as a sacrificial electron donor.

Eisenberg’s work on photochemical systems using Pt²⁺ acetylidyne chromophores⁶⁹,⁷⁹ and organic photosensitizers⁸³⁻⁸⁴ with 3 (as well as other cobaloximes) showed that hydrogen evolution was first order in catalyst concentration. The authors favor a monometallic route via Co₁H to produce hydrogen. The [Re(CO)₃Br(phen)]/I/Et₃N/Et₃NH⁺ system examined by Fontecave and coworkers also exhibited a first-order dependence on catalyst concentration, although above a certain concentration the yield decreases, likely owing to competition for light absorption between the colored catalyst and photosensitizer.⁸⁰ In the [Re(CO)₃Br(bpy)]/4/TEOA/AcOH/DMF system studied by Alberto and coworkers, the observation of a second-order dependence on 4 in the rate of H₂ evolution (3.7 M⁻¹ s⁻¹) led to the conclusion that the reaction occurred primarily via a homolytic route, although other mechanisms were not ruled out.⁸¹ The authors noted that a heterolytic process likely would require the generation of Co³H as a reactive intermediate.
Lastly, while few investigations have focused on hydrogen evolution in purely aqueous systems, Szajna-Fuller and Bakac utilized spectrophotometric monitoring to determine the kinetics details of hydrogen evolution from solutions containing Ti$^{III}$ citrate and 1. At near neutral pH, protonation of Co$^I$ was deemed to be fast on the timescale of the overall reaction, and citrate was suspected to be involved as either a proton donor or a ligand for Co$^I$. Upon protonation, an intermediate, attributed to a citrate coordinated Co$^{III}H$, forms with a maximum absorbance at 770 nm and disappears rapidly at low pH. Decomposition of the catalyst under the reaction conditions was attributed to the decay of [Co$^{III}$(dmgBF$_2$)]$^+$ intermediate. The authors note that these two observations suggest a heterolytic route via Co$^{III}H$ is primarily responsible for H$_2$ evolution.

**Prospects for Cobaloxime Chemistry**

Electrochemical and photochemical investigations have shed light on potential pathways of cobalt-catalyzed hydrogen evolution from solutions. To date, however, no studies have provided detailed chemical kinetics of H$_2$ production nor have any key intermediates been detected.

Photochemical methods coupled with time-resolved spectroscopy offer unique opportunities to identify and monitor intermediates in the reaction cycle leading to H$_2$ evolution. For example, laser flash-quench methods$^{94-96}$ can be used to trigger the reduction of Co$^{II}$ to Co$^I$, permitting optical$^{97}$ or infrared$^{98-99}$ detection of intermediates on timescales appreciably shorter than those accessible by conventional stopped-flow spectroscopy. Transient spectroscopic and kinetics measurements can offer critical insights into rate-limiting processes and the mechanism as a whole. A major challenge in this area is the development of photosensitizers and electron relays that are not inhibited by acids.$^{100}$ In this thesis, Chapter 2 and Chapter 3 describe phototriggering methods coupled to time-
resolved spectroscopic monitoring utilized to obtain kinetics details about the H$_2$ evolution pathways in acetonitrile solutions. Chapter 4 details photoionization and pulse-radiolysis methods employed to study the hydrogen evolution pathway in aqueous solutions.

Electrochemical simulations and the thermodynamic and kinetics analysis detailed in Chapter 2 suggest that the homolytic reaction mechanism is a low-barrier pathway for H$_2$ evolution. This route relies on the diffusion of two hydride species together in solution. A rate law with a first-order dependence on both cobalt and acid is fully consistent with electrochemical data and a first-order dependence on cobalt concentration also has been found for photochemical systems. These findings, coupled with the thermodynamic preference for a homolytic route, suggest that the limiting rate may be associated with formation of the hydride. While a bimolecular reaction of cobalt hydrides may not be rate limiting, a homolytic pathway would preclude the immobilization of catalyst on an electrode surface by preventing bimolecular diffusion pathways. Although there has been very little work on immobilizing these cobaloxime species on surfaces$^{57,101}$ an efficient water splitting device$^3$ may require catalysts to be tethered to a photoelectrode surface.$^{43}$

Ultimately, eliminating bimolecular diffusion by covalent linking of cobalt centers in a binuclear catalyst could potentially enhance the rate of H$_2$ production under certain conditions, such as low catalyst concentrations or when catalysts are immobilized. Any increase in rates of H$_2$ production relative to that of a mononuclear analogue could be probed via electrochemical methods. Work on Ru and Os diporphyrins indicates that cofacial orientation of metallocenters enhances H$_2$ evolution under certain conditions.$^{102-103}$ There have been very few reports of binuclear cobalt species with glyoxime$^{104}$ or glyoxime-like ligands,$^{105}$ and none has demonstrated proton reduction activity. Chapter 5 describes
new binuclear cobaloxime catalysts and their electrocatalytic production of hydrogen, while Chapter 6 introduces bifunctional ligands intended for covalent linkage to silicon surfaces and discusses early surface chemistry reactions aimed at interfacing the individual components of a water splitting device.
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Chapter 2

PATHWAYS OF H₂ EVOLUTION: BARRIERS AND DRIVING FORCES

Portions of this work are excerpted with permission from:
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Introduction

Difluoroboryl bridged Co$^{II}$-diglyoxime complexes ([Co(dpgBF$_2$)$_2$(CH$_3$CN)$_2$] (1), [Co(dmgBF$_2$)$_2$(CH$_3$CN)$_2$] (2): dpg = difluoroboryl-diphenylglyoxime, dmg = difluoroboryl-dimethylglyoxime) are among a handful of catalysts$^{2-4}$ that catalyze H$_2$ evolution at relatively high rates with modest overpotentials. To better understand this efficiency, mechanistic details of the catalytic reaction pathway need to be obtained. To date, insight into the mechanism of H$_2$ evolution by these complexes has relied on digital simulations of electrochemical data,$^{5-6}$ not direct measurements of reaction kinetics.

![Diagram showing homolytic (red) and heterolytic (blue) reaction pathways for catalysis of H$_2$ evolution by Co$^{II}$ complexes.](image)

**Figure 2.1** Homolytic (red) and heterolytic (blue) reaction pathways for catalysis of H$_2$ evolution by Co$^{II}$ complexes. Reducing equivalents (D) deliver electrons to Co$^{II}$ complexes and the resulting Co$^{III}$ species are protonated to form Co$^{III}$H intermediates. In the homolytic pathway, two Co$^{III}$H species undergo bimolecular reductive elimination to produce H$_2$. In the heterolytic pathway, protonation of Co$^{III}$H is responsible for H$_2$ release, and the Co$^{III}$ species is reduced back to Co$^{II}$ by D. 
A Co\textsuperscript{III}-hydride (Co\textsuperscript{III}H) formed in the reaction between a Co\textsuperscript{I} complex and a proton donor (HA) likely is a key intermediate in the catalytic cycle.\textsuperscript{7} Production of H\textsubscript{2} from Co\textsuperscript{III}H can occur via homolysis (Figure 2.1, red path) or heterolysis (Figure 2.1, blue path) of the Co\textsuperscript{III}–H bond.\textsuperscript{5-6} Efficient catalysis by the heterolytic pathway demands that the Co\textsuperscript{III} product of Co\textsuperscript{III}–H bond heterolysis be converted rapidly to Co\textsuperscript{II} in the pool of reducing equivalents.

Here, the kinetics and thermodynamics of active Co\textsuperscript{II} catalysts have been investigated. A laser flash-quench method\textsuperscript{8-9} has been employed to trigger the reduction of [Co\textsuperscript{II}] ([Co(dpgBF\textsubscript{2})(CH\textsubscript{3}CN)]\textsubscript{2}, 2) to [Co\textsuperscript{I}] ([Co(dpgBF\textsubscript{2})(CH\textsubscript{3}CN)]\textsuperscript{−}, 2\textsuperscript{−}), and time-resolved spectroscopy was utilized to identify and monitor the short-lived species. This method permits observation of discrete intermediates on timescales appreciably shorter than those accessible by conventional stopped-flow spectroscopy. Analyses of these flash-quench kinetics data have revealed the barriers for key elementary steps in the catalytic cycle leading to the formation of H\textsubscript{2}.

**Results**

*Photochemistry*

![Scheme 2.1](image-url)
The photochemical method utilizes methyl viologen (MV$^{2+}$) oxidatively to quench pulsed-laser excited [Ru(bpy)$_3$]$^{2+}$ (bpy = 2,2’-bipyridine). The reduced viologen species, MV$^{•+}$, delivers an electron to [Co$^{II}$] producing anionic [Co$^{I}$] and [Ru(bpy)$_3$]$^{3+}$ (Scheme 2.1, Figure 2.2). The transient absorption (TA) spectrum recorded 250 ns after excitation is dominated by spectral features characteristic of both [Ru(bpy)$_3$]$^{3+}$, bleaching at 450 nm, and MV$^{•+}$, absorbing at 390 and 605 nm (Figure 2.3). Between 20 and 100 μs, the shift in the red absorption feature to 686 nm with concomitant loss of the 390 nm absorbance exactly matches the spectroscopic signature of [Co$^{I}$] (Figure 2.4). During the time interval 500 μs – 50 ms, [Co$^{I}$] reacts with two oxidants in solution, [Ru(bpy)$_3$]$^{3+}$ and [Co$^{III}$] ([Co(dpgBF$_2$)$_2$(CH$_3$CN)$_2$]$^{•+}$), the latter produced transiently via [Ru(bpy)$_3$]$^{3+}$ oxidation of [Co$^{II}$].

Figure 2.2 Photosensitizer, electron relay, and catalyst employed in this study.
Figure 2.3 Transient difference spectra 20 μM \([\text{Ru(bpy)}_3]\text{[PF}_6\text{]}_2\), 3.5 mM \([\text{MV}]\text{[PF}_6\text{]}_2\), 0.1 M \(\text{NBu}_4\text{[PF}_6\text{]}_2\), and 100 μM Co\((\text{dpgBF})_2\text{(CH}_3\text{CN})_2\) in CH\(_3\text{CN}\) at selected time delays after laser excitation. \(\lambda_{ex} = 355\) nm.

Figure 2.4 Absorption spectra of reactants and intermediates.

The transient difference spectra were fit with linear combinations of the following three molar difference spectra:

\[
\Delta \varepsilon_i(\lambda) = [\varepsilon_{\text{Ru}^{2+}}(\lambda) + \varepsilon_{\text{MV}^{2+}}(\lambda) - \varepsilon_{\text{Ru}^{3+}}(\lambda) - \varepsilon_{\text{MV}^{1+}}(\lambda)]
\]
\[ \Delta \varepsilon_2(\lambda) = [\varepsilon_{Ru^{3+}}(\lambda) + \varepsilon_{Co^{3+}}(\lambda) - \varepsilon_{Ru^{2+}}(\lambda) - \varepsilon_{Co^{2+}}(\lambda)] \]

\[ \Delta \varepsilon_3(\lambda) = [\varepsilon_{Co^{3+}}(\lambda) + \varepsilon_{Co^{2+}}(\lambda) - 2\varepsilon_{Co^{2+}}(\lambda)] \]

where \( \Delta \varepsilon_1(\lambda), \Delta \varepsilon_2(\lambda), \) and \( \Delta \varepsilon_3(\lambda) \) describe differences in molar extinction coefficients between charge transfer pairs. Vectors \( \Delta \mathbf{A} \) describing the time-resolved difference spectra at discrete wavelengths (\( \lambda, 400–800 \) nm) were generated for several delay times, \( t \). A matrix, \( \Delta \mathbf{e} \), was formulated to describe the molar difference spectra described above, \( \Delta \mathbf{e} = [\Delta \varepsilon_i(\lambda), \Delta \varepsilon_2(\lambda), \Delta \varepsilon_3(\lambda)] \). An approximation for \( \varepsilon_{Co^{3+}}(\lambda) \) was made \( (\varepsilon_{Co^{3+}}(\lambda=400–800 \text{ nm}) = 0) \), as \([\text{Co}^{III}]\) is not isolable. Note, however, that the absorption profile of the \( \text{Co}^{II} \text{Me}\) species, Me-Co(dpgBF_2)L_2, only has a weak feature at 406 nm and a tail into the visible region. As the transient difference spectra should be a linear combination of \( \Delta \varepsilon_i \ (i=1,2,3) \), the expression \( \Delta \mathbf{A} = \Delta \mathbf{e} \times \mathbf{a} \) was solved for \( \mathbf{a} \ (\mathbf{a} = \Delta \mathbf{e}^{-1} \times \Delta \mathbf{A}) \), where \( \mathbf{a} \) is a column vector reflecting the contributions of the three molar difference spectra to the experimental spectrum. Fits of the transient spectra were generated using the expression \( \Delta \mathbf{A}_{\text{fit}} = \Delta \mathbf{e} \times \mathbf{a} \). The process was repeated for time delays of 20, 50, 100, 200, and 500 \( \mu \text{s} \), and fits overlaid with the difference spectra (Figure 2.5). Small deviations in the fits were observed in the 400-500 nm region and attributed to the approximation made for \( \varepsilon_{Co^{3+}}(\lambda) \).
A kinetics model (Scheme 2.2) was used to describe the photochemical electron transfer (ET) reaction scheme. The decay of the excited state of $[\text{Ru(bpy)}_3]^{2+}$ is described by rate constant $k_1$, and measured via time-resolved luminescence ($1.04 \times 10^6 \text{ s}^{-1}$). Bimolecular oxidative quenching by $\text{MV}^{2+}$ is described by $k_2$, and the charge recombination by $k_3$. Stern-Volmer quenching was used to determine $k_3$; the value was consistent with previous reports ($1.58 \times 10^9 \text{ M}^{-1} \text{ s}^{-1}$, Figure 2.6). The single-wavelength transient absorption ($\lambda_{\text{ex}} = 480 \text{ nm}$, $\lambda_{\text{obs}} = 730 \text{ nm}$) of a sample containing $20 \mu\text{M} \ [\text{Ru(bpy)}_3][\text{PF}_6]_2$, $0.1 \text{ M} \ \text{NBu}_4\text{PF}_6$, $3.5 \text{ mM} \ [\text{MV}][\text{PF}_6]_2$, was modeled with second-order kinetics to obtain a value for $k_3$ that was consistent with literature reports ($5.7 \times 10^9 \text{ M}^{-1} \text{ s}^{-1}$, Figure 2.7).
\[
\begin{align*}
\text{Ru}^{2+\ast} & \rightarrow \text{Ru}^{2+} & k_1 \\
\text{Ru}^{2+\ast} + \text{MV}^{2+} & \rightarrow \text{Ru}^{3+} + \text{MV}^{2+} & k_2 \\
\text{Ru}^{3+} + \text{MV}^{2+} & \rightarrow \text{Ru}^{2+} + \text{MV}^{2+} & k_3 \\
\text{MV}^{2+} + \text{Co}^{2+} & \rightarrow \text{MV}^{2+} + \text{Co}^{+} & k_4 \\
\text{Ru}^{3+} + \text{Co}^{+} & \rightarrow \text{Ru}^{2+} + \text{Co}^{2+} & k_5 \\
\text{Ru}^{3+} + \text{Co}^{2+} & \rightarrow \text{Ru}^{2+} + \text{Co}^{3+} & k_6 \\
\text{MV}^{2+} + \text{Co}^{3+} & \rightarrow \text{MV}^{2+} + \text{Co}^{2+} & k_7 \\
\text{Co}^{3+} + \text{Co}^{+} & \rightarrow 2 \text{Co}^{2+} & k_8
\end{align*}
\]

Scheme 2.2

**Figure 2.6** Stern-Volmer quenching plot for [Ru(bpy)$_3$]$_2^{2+}$ and MV$^{2+}$. First-order rate constants obtained from the decay of [Ru(bpy)$_3$]$_2^{2+\ast}$ (\(\lambda_{\text{ex}} = 480 \text{ nm, } \lambda_{\text{obs}} = 630 \text{ nm}\)) in the presence of [MV][PF$_6$]. \(k_{\text{obs}}\) is linearly dependent on the concentration of MV$^{2+}$. \(k_{\text{obs}} = k_0 + k_q [\text{MV}^{2+}]\), \(k_0 = 1.02 \times 10^6 \text{ s}^{-1}\), \(k_q (k_2) = 1.58 \times 10^9 \text{ M}^{-1} \text{ s}^{-1}\). Conditions: 21 μM [Ru(bpy)$_3$][PF$_6$], 0.1 M [nBu$_4$N][PF$_6$], varying concentrations of [MV][PF$_6$] in acetonitrile.
Figure 2.7 Kinetics trace of 20 μM [Ru(bpy)₃][PF₆]₂, 3.5 mM [MV][PF₆]₂, and 0.1 M NBu₄PF₆ and the simulated fit in logarithmic time. λₜₐₐ = 480 nm, λₜₐₜ = 730 nm. ET rate constants used in the simulation: \( k_1, 1.04 \times 10^6 \text{ s}^{-1} \); \( k_2, 1.58 \times 10^9 \text{ M}^{-1} \text{ s}^{-1} \); \( k_3, 5.7 \times 10^9 \text{ M}^{-1} \text{ s}^{-1} \). Inset: kinetics and fit plotted on a linear time axis.

Electron transfer from MV•⁺ to [CoII] is described by \( k_4 \). Ru(bpy)₃³⁺ oxidation of [CoI] and [CoII] is identified with rate constants \( k_5 \) and \( k_6 \), respectively. Charge recombination reactions between [CoIII] and either MV•⁺ or [CoI] are described by \( k_7 \) and \( k_8 \), respectively. Kinetics simulations were performed with differential equations (Scheme 2.3) describing the concentrations of all species involved in these ET reactions. Inputs to solve the initial value problem included a vector describing initial concentrations of reactants and products, a time-span vector (10⁻⁶ to 10⁻¹ s), and a vector of rate constants \( k_1-k_8 \). Profiles of concentration changes versus time were plotted for each individual species. These concentration profiles were translated to simulated transient difference spectra by summing the products of a concentration profile multiplied by an estimated absorption coefficient at 730 nm for each species (Table 2.1, Appendix C). The rate constants (\( k_4, k_5, k_6, k_7 \), and \( k_8 \)) were iteratively adjusted until a satisfactory simulation of the TA kinetics was obtained (Figure 2.8). Simulations were repeated for six different sample measurements containing
variable amounts of Co$^{II}$ (63-157 μM), and were iterated to obtain a self-consistent set of rate constants ($k_3, 2.0 \times 10^8$ M$^{-1}$ s$^{-1}$; $k_5, 9.8 \times 10^9$ M$^{-1}$ s$^{-1}$; $k_6, 5.2 \times 10^7$ M$^{-1}$ s$^{-1}$; $k_7, 6.0 \times 10^6$ M$^{-1}$ s$^{-1}$; $k_8, 4.4 \times 10^8$ M$^{-1}$ s$^{-1}$).

Table 2.1 Absorption data.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Absorption $\lambda_{\text{max}}$/nm $(\varepsilon$/M$^{-1}$cm$^{-1})$</th>
<th>$\varepsilon_{\lambda=730}$/M$^{-1}$cm$^{-1}$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ru(bpy)$_3^{2+}$</td>
<td>450 (12433)</td>
<td>0</td>
<td>a</td>
</tr>
<tr>
<td>Ru(bpy)$_3^{3+}$</td>
<td>675 (409)</td>
<td>267</td>
<td>b</td>
</tr>
<tr>
<td>MV$^{**}$</td>
<td>395 (26936), 605 (10620)</td>
<td>1932</td>
<td>a</td>
</tr>
<tr>
<td>Co(dpgBF$_2$)$_2$L$_2$</td>
<td>464 (5600)</td>
<td>0</td>
<td>a</td>
</tr>
<tr>
<td>[Na][Co(dpgBF$_2$)$_2$L]</td>
<td>686 (10252)</td>
<td>7506</td>
<td>a</td>
</tr>
<tr>
<td>MeCo(dpgBF$_2$)$_2$L</td>
<td>406 (6262)</td>
<td>0</td>
<td>a</td>
</tr>
</tbody>
</table>

Absorption coefficients measured in CH$_3$CN. L = CH$_3$CN. a. this work. b. Reference 12.

\[
\frac{d\text{Ru}^{2+}}{dt} = -k_3[\text{Ru}^{2+}] - k_4[\text{Ru}^{2+}][\text{MV}^{2+}]
\]

\[
\frac{d\text{MV}^{2+}}{dt} = -k_3[\text{Ru}^{2+}][\text{MV}^{2+}] + k_3[\text{Ru}^{2+}][\text{MV}^{**}] + k_4[\text{Co}^{3+}][\text{MV}^{**}] + k_5[\text{Co}^{3+}][\text{MV}^{**}]
\]

\[
\frac{d\text{Ru}^{3+}}{dt} = k_3[\text{Ru}^{2+}][\text{MV}^{2+}] - k_3[\text{Ru}^{2+}][\text{MV}^{**}] - k_4[\text{Co}^{3+}][\text{Ru}^{3+}] - k_5[\text{Ru}^{3+}][\text{Co}^{2+}]
\]

\[
\frac{d\text{Co}^{3+}}{dt} = k_3[\text{Ru}^{2+}][\text{MV}^{2+}] - k_3[\text{Ru}^{2+}][\text{MV}^{**}] - k_3[\text{Co}^{3+}][\text{MV}^{**}] - k_4[\text{Co}^{2+}][\text{Co}^{3+}][\text{MV}^{**}]
\]

\[
\frac{d\text{MV}^{**}}{dt} = k_3[\text{Ru}^{2+}][\text{MV}^{2+}] - k_3[\text{Ru}^{2+}][\text{MV}^{**}] - k_4[\text{Co}^{3+}][\text{MV}^{**}] - k_5[\text{Co}^{3+}][\text{MV}^{**}]
\]

\[
\frac{d\text{Co}^{2+}}{dt} = k_3[\text{Co}^{2+}][\text{MV}^{**}] + k_4[\text{Co}^{3+}][\text{Ru}^{3+}] - k_5[\text{Ru}^{3+}][\text{Co}^{2+}] + k_3[\text{Co}^{3+}][\text{Co}^{3+}][\text{MV}^{**}] + 2k_4[\text{Co}^{3+}][\text{Co}^{3+}]
\]

\[
\frac{d\text{Co}^{3+}}{dt} = k_3[\text{Co}^{2+}][\text{MV}^{**}] - k_4[\text{Co}^{3+}][\text{Ru}^{3+}] - k_5[\text{Co}^{3+}][\text{Co}^{3+}]
\]

\[
\frac{d\text{Co}^{2+}}{dt} = k_3[\text{Ru}^{3+}][\text{Co}^{2+}] - k_5[\text{Co}^{3+}][\text{MV}^{**}] - k_4[\text{Co}^{3+}][\text{Co}^{3+}]
\]

Scheme 2.3 Differential equations describing the changes in concentration of ET complexes and intermediates.
Figure 2.8 Kinetics trace of 20 μM [Ru(bpy)₃][PF₆]₂, 3.5 mM [MV][PF₆]₂, 0.1 M NBu₄PF₆, 125 μM Co(dmgBF₂)(CH₃CN)₂, and the simulated fit in logarithmic time. λₑₓ = 480 nm, λₒₛ = 730 nm. ET rate constants used in the simulation: k₁, 1.04 x 10⁶ s⁻¹; k₂, 1.58 x 10⁹ M⁻¹ s⁻¹; k₃, 5.7 x 10⁹ M⁻¹ s⁻¹; k₄, 2.0 x 10⁸ M⁻¹ s⁻¹; k₅, 9.8 x 10⁹ M⁻¹ s⁻¹; k₆, 5.2 x 10⁷ M⁻¹ s⁻¹; k₇, 6.0 x 10⁹ M⁻¹ s⁻¹; k₈, 4.4 x 10⁸ M⁻¹ s⁻¹.

Inset: kinetics and fit plotted on a linear time axis.

Rate Constants and Reorganization Energies

The rate constants for electron-exchange reactions of [Co³⁺] and [Co²⁺] as well as [Co²⁺] and [Co¹⁺] can be estimated using the Marcus cross relation,  k₁₂ = (k₁₁k₂₂K₁₂f₁₂)¹/², where k₁₂ describes the rate constant of an ET cross reaction, k₁₁ and k₂₂ are the self-exchange reaction rate constants, K₁₂ is the equilibrium constant for the cross reaction, f₁₂ is a known function of these parameters, ln f₁₂ = (lnK₁₂)² / 4ln((k₁₁k₂₂) / Z²), and Z is the collision frequency, estimated to be 10¹¹ M⁻¹ s⁻¹.

To solve for the self-exchange rate constants of the cobalt redox pairs, the specific rate for [Ru(bpy)₃]³⁺/²⁺ self-exchange was taken from literature data. There are two generally accepted values for this rate constant; 2.0 x 10⁹ M⁻¹ s⁻¹ at 25 °C in 1 M HClO₄(aq) reported
by Meyer and coworkers\textsuperscript{14} and 8.3 $\times$ 10$^6$ M$^{-1}$ s$^{-1}$ at 25 °C in CH$_3$CN obtained by Chan and Wahl.\textsuperscript{15} Temperature-dependent measurements allow us to extrapolate the latter value to 7.3 $\times$ 10$^6$ M$^{-1}$ s$^{-1}$ at 20 °C. Using these rate constants as limiting values, we estimated a range for the self-exchange rate constants for [Co$^{III}$]-[Co$^{II}$] and [Co$^{II}$]-[Co$^{II}$].

The cross reaction of [Ru(bpy)$_3$]$^{3+}$ + MV$^{•+}$ → [Ru(bpy)$_3$]$^{2+}$ + MV$^{2+}$ ($k_3$) gave self-exchange rate constants for MV$^{2+/•+}$ (6.2 $\times$ 10$^2$ and 1.7 $\times$ 10$^5$ M$^{-1}$ s$^{-1}$) that were three to six orders of magnitude smaller than the literature value (5.4 $\times$ 10$^8$ M$^{-1}$ s$^{-1}$).\textsuperscript{16} The deviation can be attributed to the fact that the Marcus cross relation does not take into account inverted driving force effects or diffusion limits. For later calculations, $k_{11}$ for MV$^{2+/•+}$ was assigned the literature value.\textsuperscript{16} The self-exchange rate constants calculated for [Co$^{III}$]-[Co$^{II}$] and [Co$^{II}$]-[Co$^{II}$] are set out in Table 2.2. The reorganization parameter, $\lambda$, is estimated from self-exchange rate constants via $k_{11} = Ze^{(-\lambda/kT)}$, where $R$ is the molar gas constant, and $T$ is temperature.
### Table 2.2 Reaction parameters for Co(dpgBF$_2$)$_2$(CH$_3$CN)$_2$.

<table>
<thead>
<tr>
<th>cross rxn</th>
<th>$k_{11}$ (reaction)</th>
<th>$k_{22}$ (reaction)</th>
<th>$\Delta E$ (V)</th>
<th>$K_{12}$ (M$^{-1}$ s$^{-1}$)</th>
<th>$k_{12}$ (M$^{-1}$ s$^{-1}$)</th>
<th>$k_{11}$ (calc'd) (M$^{-1}$s$^{-1}$)</th>
<th>$k_{22}$ (calc'd) (M$^{-1}$s$^{-1}$)</th>
<th>$\lambda$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>Ru(bpy)$_3^{3+/2+}$</td>
<td>Co$^{III}$/Co$^{II}$</td>
<td>0.97</td>
<td>4.74x10$^{16}$</td>
<td>5.2x10$^{7}$</td>
<td>2.0x10$^{9}$b</td>
<td>9.5x10$^{-4}$</td>
<td>4.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7.3x10$^{6}$c</td>
<td>2.6x10$^{-5}$</td>
<td>3.60</td>
</tr>
<tr>
<td>7</td>
<td>MV$^{2+/+}$</td>
<td>Co$^{III}$/Co$^{II}$</td>
<td>0.76</td>
<td>1.16x10$^{13}$</td>
<td>6.0x10$^{6}$</td>
<td>5.4x10$^{8}$d</td>
<td>9.3x10$^{-7}$</td>
<td>3.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Avg.</td>
<td></td>
<td>3.9±0.3</td>
</tr>
<tr>
<td>3</td>
<td>Ru(bpy)$_3^{3+/2+}$</td>
<td>MV$^{2+/+}$</td>
<td>1.73</td>
<td>5.52x10$^{10}$</td>
<td>5.7x10$^{9}$</td>
<td>2.0x10$^{9}$b</td>
<td>6.2x10$^{3}$</td>
<td>1.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7.3x10$^{6}$c</td>
<td>1.7x10$^{5}$</td>
<td>1.34</td>
</tr>
<tr>
<td>4</td>
<td>MV$^{2+/+}$</td>
<td>Co$^{III}$/Co$^{II}$</td>
<td>0.18</td>
<td>1.24x10$^{9}$</td>
<td>2x10$^{8}$</td>
<td>5.4x10$^{8}$d</td>
<td>1.2x10$^{6}$e</td>
<td>1.38f</td>
</tr>
</tbody>
</table>

a. See Table 2.3 b. Reference 14. c. Reference 15. d. Reference 16. e. Estimated uncertainty ± 0.5 M$^{-1}$s$^{-1}$ f. Estimated uncertainty ± 0.05 eV.

### Table 2.3 Reduction potentials (V. vs. SCE) in acetonitrile.

<table>
<thead>
<tr>
<th>Compound</th>
<th>$E^{''}$/V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ru(bpy)$_3^{3+/2+}$</td>
<td>1.27$^a$</td>
</tr>
<tr>
<td>Co(dpgBF$_2$)$_2$(CH$_3$CN)$_2^{3+/0}$</td>
<td>~0.3$^{b,c}$</td>
</tr>
<tr>
<td>Co(dpgBF$_2$)$_2$(CH$_3$CN)$_2^{0/-}$</td>
<td>-0.28$^c$</td>
</tr>
<tr>
<td>MV$^{2+/+}$</td>
<td>-0.46$^d$</td>
</tr>
</tbody>
</table>

Thermodynamic Analysis

The driving forces ($-\Delta G^o$) for the elementary steps associated with H$_2$ evolution were calculated as described in Figure 2.9 and Table 2.4. The driving force for proton reduction ($-\Delta G_R^o$) is the difference between the standard potential for hydrogen evolution by proton donor HA$^9$ ($E^o$(HA/H$_2$)) and the reduction potential of the reducing equivalent, D. The driving force for reduction of [Co$^{III}$] by reductant D is described by $-\Delta G_1^o$ and $-(\Delta G_2^o - \Delta G_1^o)$. The driving force for protonation of [Co$^{I}$] ($-(\Delta G_3^o - \Delta G_1^o)$, $-(\Delta G_4^o - \Delta G_3^o)$, and $-(\Delta G_4^o - \Delta G_3^o)$) is proportional to the pK$_a$ difference between HA and Co$^{III}$H. With sufficiently powerful reductants and proton sources, these steps are exergonic.

Figure 2.9 Thermodynamic analysis of the homolytic and heterolytic pathways for hydrogen evolution. D is a reductant. Values for barriers and driving forces are given in Table 2.4.
Table 2.4 Barriers and driving forces associated with H₂ evolution.

<table>
<thead>
<tr>
<th>ΔGᵢ^o</th>
<th>(3\left[ E_{D^+D}^o - E_{Co^{3+}Co}^o \right] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔG₂^o</td>
<td>(\Delta G_1^o + 3\left[ E_{D^+D}^o - E_{Co^{3+}Co}^o \right] )</td>
</tr>
<tr>
<td>ΔG₃^o</td>
<td>(\Delta G_1^o + 2.303RT \left[ pK_a(\text{HA}) - pK_a(\text{Co}^{3+}\text{H}) \right] )</td>
</tr>
<tr>
<td>ΔG₄^o</td>
<td>(\Delta G_1^o + 2.303RT \left[ pK_a(\text{HA}) - pK_a(\text{Co}^{3+}\text{H}) \right] )</td>
</tr>
<tr>
<td>ΔG₆^o</td>
<td>(2\left[ E_{D^+/D} - E_{HA/H_2}^o \right] )</td>
</tr>
<tr>
<td>ΔG₇^o</td>
<td>(2\left[ E_{Co^{3+}Co} - E_{Co^{2+}Co}^o \right] - 2(2.303RT) \left[ pK_a(\text{HA}) - pK_a(\text{Co}^{3+}\text{H}) \right] )</td>
</tr>
<tr>
<td>ΔG₈^o</td>
<td>(\Delta G_1^o + 2.303RT \left[ pK_a(\text{HA}) - pK_a(\text{Co}^{3+}\text{H}) \right] )</td>
</tr>
<tr>
<td>ΔG₃₉^o</td>
<td>(3\left[ E_{Co^{3+}Co} - E_{Co^{2+}Co}^o \right] - 2E_{HA/H_2}^o )</td>
</tr>
<tr>
<td>ΔG₄₉^o</td>
<td>(\Delta G_1^o + 2.303RT \left[ pK_a(\text{HA}) - pK_a(\text{Co}^{3+}\text{H}) \right] )</td>
</tr>
<tr>
<td>ΔG₅₉^o</td>
<td>(3\left[ E_{Co^{3+}Co} - E_{Co^{2+}Co}^o \right] - 2E_{HA/H_2}^o )</td>
</tr>
<tr>
<td>ΔG₆₉^o</td>
<td>(\Delta G_3^o - \Delta G_2^o )</td>
</tr>
<tr>
<td>ΔG₁₊₂₁</td>
<td>(\frac{3\left[ E_{D^+/D} - E_{Co^{3+/Co}^+} \right] + \frac{1}{2}\left( \lambda_{Co^{3+/Co}^+} + \lambda_{D^+/D}^+ \right)}{2\left( \lambda_{Co^{3+/Co}^+} + \lambda_{D^+/D}^+ \right)} )</td>
</tr>
<tr>
<td>ΔG₁₊₂₂</td>
<td>(\frac{3\left[ E_{D^+/D} - E_{Co^{3+/Co}^+} \right] + \frac{1}{2}\left( \lambda_{Co^{3+/Co}^+} + \lambda_{D^+/D}^+ \right)}{2\left( \lambda_{Co^{3+/Co}^+} + \lambda_{D^+/D}^+ \right)} )</td>
</tr>
</tbody>
</table>

\(F\) = Faraday’s constant, 96485.31 C mol⁻¹, \(R\) = ideal gas constant, 8.31441 J K⁻¹ mol⁻¹, \(T\) = temperature, 293.15 K.

In the homolytic reaction pathway, the driving force for the elementary step for H₂ evolution is \(-\Delta G_{H_2}^o\), the difference between \(\Delta G_R^o\) and \(\Delta G_4^o\). The driving force for the elementary H₂ formation step in the heterolytic proton reduction pathway (\(\Delta G_{H,a}^o\)) depends on the average of \(E^o(\text{Co}^{3+/2+})\) and \(E^o(\text{Co}^{2+/1+})\), relative to the proton reduction.
potential, and the \(pK_a\) difference of \(HA\) and \(Co^{III}H\). To estimate a lower limit for \(\Delta G_{H_{1a}}^o\), we assume \(pK_a(HA) = pK_a(Co^{III}H)\), thus \(\Delta G_{H_{1a}}^o > 2 \left[ E_{Co^{II}/Co^{I}}^o + E_{Co^{III}/Co^{II}}^o - 2E_{HA/H_2}^o \right]\).

The barriers for electron transfer from \(D\) to \([Co^{II}]\) (\(\Delta G_{ET1}^o\)) and \(D\) to \([Co^{III}]\) (\(\Delta G_{ET2}^o\)) depend both on the driving forces and reorganization parameters. We assume \(E^o(D^{+/0}) = E^o(Co^{III})\) and a range of self-exchange reorganization energies for the \(D^{+/0}\) couple (\(\lambda_{11} = 0 – 1.5\) eV). We take \(\lambda_{22}(Co^{II}) = 1.4\) eV and \(\lambda_{22}(Co^{III}) = 3.9\) eV, as calculated above, and the reorganization energy for the cross reactions as \(\lambda_{12} = \frac{1}{2}(\lambda_{11} + \lambda_{22})\). The activation free-energy change for reduction of \([Co^{II}]\) is \(\Delta G^*/(Co^{III}) = \lambda_{12}(Co^{III})/4\) (4-8 kcal mol\(^{-1}\)) and that for reduction of \([Co^{III}]\) is \(\Delta G^*/(Co^{III}) = \left[-0.5 + \lambda_{12}(Co^{III})\right]/(4\lambda_{12}(Co^{III}))\) (6-10 kcal mol\(^{-1}\), \(-\Delta G^o\) for reduction of \([Co^{III}]\) is \(-0.5\) eV). The relative reaction rates for these two ET processes are given by \(k(Co^{II})/k(Co^{III}) = \exp([\Delta G^*/(Co^{III})–\Delta G^*/(Co^{III})]/RT) = 35\) at 295 K.

**Discussion**

TA spectroscopy demonstrates that \(MV^{2+}\) oxidatively quenches pulsed-laser excited \([Ru(bpy)_3]^{2+}\) to form \(MV^{+}\), which delivers an electron to \([Co^{II}]\) producing anionic \([Co^{I}]\) and \([Ru(bpy)_3]^{3+}\). \([Ru(bpy)_3]^{3+}\) oxidizes both \([Co^{I}]\) and \([Co^{II}]\), and the \([Co^{III}]\), although formed irreversibly on the electrochemical timescale (possibly owing to changes in ligation),\(^5\) is reduced back to \([Co^{II}]\) by the remaining reductants in solution, \([Co^{I}]\) and \(MV^{+}\). Global analysis supports these assignments, as the TA spectra can be modeled as linear combinations of steady-state absorption spectra of the starting compounds and the transiently formed ET species. Kinetics traces (Figure 2.7, Figure 2.8) measured at 730 nm provide information about ET in the system. The rate law for the coupled series of ET
reactions (Scheme 2.2, Scheme 2.3) was solved numerically to produce time-dependent concentration profiles for all species which, with molar extinction coefficients and selected independently determined rate constants, allowed us to simulate the observed kinetics and extract elementary rate constants. The specific rate for [CoIII] reduction by MV•+ is $2.0 \times 10^8$ M$^{-1}$ s$^{-1}$ and those for [CoI] oxidations by [Ru(bpy)$_3$]$^{3+}$ and [CoIII] are $9.8 \times 10^9$ M$^{-1}$ s$^{-1}$ and $4.4 \times 10^8$ M$^{-1}$ s$^{-1}$, respectively. Rate constants for two other ET reactions were extracted from the simulations: [CoIII] oxidation by [Ru(bpy)$_3$]$^{3+}$ ($5.2 \times 10^7$ M$^{-1}$ s$^{-1}$); and [CoIII] reduction by MV•+ ($6.0 \times 10^6$ M$^{-1}$ s$^{-1}$).

The specific rates of [CoIII]-[CoII] and [CoII]-[CoI] electron self-exchange reactions can be estimated using the Marcus cross relation. Taking the rate constants for reductions of [Ru(bpy)$_3$]$^{3+}$ by [CoII] and [CoIII] by MV•+, we estimate that the [CoIII]-[CoII] rate constant is between $9.5 \times 10^8$ and $2.6 \times 10^5$ M$^{-1}$s$^{-1}$. This value is lower than that estimated for [CoIII/II(dmgBF$_2$)$_2$(H$_2$O)$_2$]$^{3+/0}$ in aqueous solution ($1.7 \times 10^4$ M$^{-1}$ s$^{-1}$ to $8.7 \times 10^3$ M$^{-1}$s$^{-1}$). Corresponding self-exchange rate constants for [CoIII/II(N$_4$(H$_2$O)$_2$)]$^{3+/2+}$ complexes with equatorial tetraaza macrocyclic ligands ($4.5 \times 10^5$ M$^{-1}$s$^{-1}$ to $5.0 \times 10^2$ M$^{-1}$s$^{-1}$) correlate with structural changes, particularly variations in axial Co-OH$_2$ bond lengths. The rate constant estimated for [CoIII]-[CoII] is near the low end of the range for low-spin Co$^{III/II}$ complexes in aqueous solution.

Using the rate constants for [CoII] reduction by MV•+, we can estimate the [CoII]-[CoI] self-exchange rate constant to be approximately $1.2 (\pm 0.5) \times 10^5$ M$^{-1}$ s$^{-1}$. While we determined the rate constant for [CoI] oxidation by [Ru(bpy)$_3$]$^{3+}$, the large driving force for this reaction (1.55 eV) places it in the Marcus inverted region where calculation of self-exchange rate constants is unreliable. The stark difference between the [CoIII]-[CoII] and [CoII]-[CoI] rates is similar to that found for [CoIII(bpy)$_3$]$^{2+}$ ([CoIII/II(bpy)$_3$]$^{3+/2+}$, 18 M$^{-1}$ s$^{-1}$; [CoIII(bpy)$_3$]$^{2+/+}$, 


The reactivity differences are attributable to the substantial nuclear configuration changes that accompany \([\text{Co}^{III/II}(\text{bpy})_3]^{3+/2+}\) exchange (Δd₀ for Co-N bonds = 0.19 Å), and the modest rearrangements upon \([\text{Co}^{II}(\text{bpy})_3]^{2+}\) reduction to \([\text{Co}^I(\text{bpy})_3]^+\) (Δd₀ = −0.02 Å). It is interesting to note that a pronounced change is found in the solid-state structures of \([\text{Co}^{II}]\) and \([\text{Co}^I]\): an axial CH₃CN ligand is lost upon reduction, accompanied by a 0.268-Å shortening of the remaining nitrile bond, 0.27-Å displacement of the Co⁺ ion, and a 0.035-Å reduction of the Co–N₅mine distance. These considerable structural changes are at variance with the large \([\text{Co}^{II}]-[\text{Co}^I]\) electron self-exchange rate constants extracted using the cross relation. The discrepancy may be an indication that electron transfer and the large structural rearrangements occur in separate elementary reaction steps. The large nuclear rearrangements expected for oxidation of \([\text{Co}^{II}]\) to \([\text{Co}^{III}]\), however, are reflected in the \([\text{Co}^{III}]-[\text{Co}^{II}]\) self-exchange rate constant.

The reorganization parameter, λ, which accounts for both inner- and outer-sphere rearrangements accompanying an ET process, can be estimated from self-exchange rates. The reorganization energy for \([\text{Co}^{III}]-[\text{Co}^{II}]\) self-exchange is approximately 3.9 (± 0.3) eV (89.9 (± 6.9) kcal mol⁻¹), while that for the \([\text{Co}^{II}]-[\text{Co}^I]\) reaction is substantially smaller, about 1.4 (± 0.05) eV (34.6 (± 1.2) kcal mol⁻¹). These calculations emphasize the formidable energy barriers associated with a hydrogen-evolving mechanism that requires a \([\text{Co}^{III}]\) intermediate.

Protonation of the reduced catalyst is described by a driving force \((- (\Delta G^\circ_1 - \Delta G^\circ_2 ))\) proportional to the pKᵢ difference of the proton donor (HA) and Co⁺⁺H. It is worth noting that across the series of cobaloximes, the Co⁺⁺H pKᵢ increases as $E^\circ([\text{Co}^{III}])$ decreases, and substantially stronger acids are required to protonate the more easily reduced complexes. More strongly reducing Co⁺ intermediates produce substantially stabilized Co⁺⁺H species.
upon protonation by strong acids. The extent of stabilization of the hydride will directly affect its tendency to produce H₂. Weaker Co–H bonds are correlated with low-barrier homolytic cleavage to eliminate H₂. The hydridicity of the hydride, however, will facilitate the reaction with a proton source in heterolytic H₂ production. The free energy of hydride transfer depends on the hydride pKₐ and the Co^{III/II} and Co^{II/I} reduction potentials: a lower pKₐ corresponds to a better hydride donor.

The large reorganization energy associated with [Co^{III}]-[Co^{II}] electron transfer implies that the barrier to reduction of [Co^{III}] by D (ΔG^r ET₂) is about 2.1 kcal mol⁻¹ higher than that of [Co^{II}] (ΔG^r ET₁), corresponding to a ~35-fold lower specific rate. The largest barriers to catalysis, then, likely will be associated with the elementary steps that form H₂. Protonation of the Co^{III}H leads to release of H₂ and generation of [Co^{III}] in the heterolytic pathway, and the driving force for this reaction (−ΔG^0₂aHG), which depends on E°(Co^{III/II}) relative to E°(HA/H₂), is in most cases thermodynamically unfavorable. Thus the barrier for this elementary step (ΔG^r H₂a) is estimated to be greater than 11 kcal mol⁻¹, the lower limit for ΔG^0₂aHG. Little is known about the rate of bimolecular reductive elimination of H₂ from metal hydrides (homolytic path). Chao and Espenson obtained a second-order rate constant of 1.7 x 10⁴ M⁻¹ s⁻¹ for the reactivity of an isolable phosphine stabilized hydride species, HCo(dmgH)₂P(n-C₆H₃). This corresponds to a barrier of approximately 8–10 kcal mol⁻¹ for the bimolecular reductive elimination of H₂. As the hydride of the cobaloxime explored here is significantly more reactive, a reasonable estimate for the barrier is 5–8 kcal mol⁻¹.

Under the assumption of rapid electron and proton transfers such that [Co^{II}], [Co^{I}], and Co^{III}H will be present at their equilibrium concentrations, we can predict that the rate of H₂
formation \( \left[ \frac{d[H_2]}{dt} \right] \) will be proportional to \( k_{\text{H}_2} \left[ \text{Co}^{III} \text{H} \right] \) for the homolytic pathway and to \( k_{\text{H}_2} [HA][\text{Co}^{III} \text{H}] \) for the heterolytic route. Ultimately, the dominance of one path over the other during catalysis depends not just on the relative barrier heights for \( \text{H}_2 \) elimination but also on the relative concentrations of \( HA \) and \( \text{Co}^{III} \text{H} \).  

It was initially thought that this flash-quench system was well-poised to study the subsequent reactivity of \([\text{Co}^I]\) with a proton donor. TA and kinetics traces were measured for samples of \([\text{Ru(bpy)}_3]^{2+}, \text{MV}^{2+}, \) and \(\text{Co}^{II}\) in the presence of varying concentrations of \(p\)-toluenesulfonic acid monohydrate (TsOH•H\(_2\)O). The \(\text{Co}^{III} \text{H}\) species postulated to form upon protonation has not been isolated, but it is believed to be a weakly absorbing species with a spectrum similar to the corresponding \(\text{Co}^{III} \text{Me}\) (Figure 2.4). As the \(\text{Co}^{III} \text{H}\) has a weak spectroscopic handle, kinetics traces monitoring the bleach of \([\text{Co}^I]\) at 730 nm were collected, as \([\text{Co}^I]\) consumption corresponds to the formation of the \([\text{Co}^{III} \text{H}]\). Unfortunately, measurements of \([\text{Co}^I]\) reactivity in the presence of TsOH•H\(_2\)O were extremely irreproducible across a substantial number of experiments. Ultimately, it was determined that minor but unavoidable acid-catalyzed degradation of \([\text{Co}^{III}]\) (< 1%) produced enough impurities to significantly influence the reaction kinetics of the transiently generated \([\text{Co}^I]\) species. Transient measurements of the protonation process are a significant challenge—the experiment must rely on a system that avoids harsh conditions, yet substantially strong acids are necessary to protonate \([\text{Co}^I]\).  

**Conclusions**

Thermodynamic analysis of two proton reduction pathways reveals that the driving force for \(\text{H}_2\) production in the homolytic pathway depends on \(E'(\text{Co}^{III})\) (relative to \(E'(\text{HA}/\text{H}_2)\)) and the difference in \(pK_a\) between \(\text{Co}^{III} \text{H}\) and \(\text{HA}\). In the heterolytic pathway, \(E'(\text{Co}^{III})\) is
an additional determinant that, in most cases, renders heterolytic H₂ evolution extremely unfavorable. Furthermore, the barrier associated with reduction of transiently generated [Co\textsuperscript{III}] is significantly higher than that for [Co\textsuperscript{II}]. Though the heterolytic route can dominate at very high acid concentrations, the relatively high energy barriers and unfavorable driving forces are significant. While little is known about the barrier to the Co\textsuperscript{III}H bimolecular reaction, covalently linking two Co\textsuperscript{III}H complexes could substantially increase the rate of H₂ production by decreasing the volume required for diffusional collisions.
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**Experimental Details**

**Reagents**

Syntheses of air and moisture sensitive compounds were carried out using Schlenk techniques or in a nitrogen atmosphere glovebox. Solvents for these syntheses were dried by a standard method\textsuperscript{29} or over activated sieves followed by passage over activated alumina. CD\textsubscript{3}CN was obtained from Cambridge Isotope Laboratories, Inc. All materials, unless noted, were used as received. Elemental analysis was performed by Columbia Analytical Services, Tucson, AZ.
All samples were prepared in high purity (>99.99%) CH$_3$CN (EMD) in a high-vacuum 1 cm pathlength fused quartz cell (Starna Cells) connected to a 10 mL bulb. A typical sample was prepared as follows: in an inert atmosphere glovebox, a 2 mL solution of $\sim$126-314 $\mu$M Co(dpgBF$_2$)$_2$(CH$_3$CN)$_2$ and a 2 mL solution of $\sim$40 $\mu$M [Ru(bpy)$_3$][PF$_6$]$_2$, 7 mM [MV][PF$_6$]$_2$ and 0.2 M NBu$_4$PF$_6$ in dry, degassed CH$_3$CN were placed into the cell and isolated from atmosphere and the bulb by a high-vacuum Teflon valve (Kontes).

Co(dpgBF$_2$)$_2$(CH$_3$CN)$_2$ was synthesized under an inert atmosphere with degassed solvents according to a literature method,$^{30}$ recrystallized in CH$_3$CN, and analyzed by cyclic voltammetry, absorption measurements, and elemental analysis. The hexafluorophosphate salts of [Ru(bpy)$_3$]$^{2+}$ and methyl viologen ([MV]$^{2+}$) were prepared from the corresponding chloride salts via salt metathesis with NH$_4$PF$_6$ in water (0 °C) followed by filtration of the precipitated products from NH$_4$Cl.

[Na][Co(dpgBF$_2$)$_2$(CH$_3$CN)] was prepared by reaction of Co(dpgBF$_2$)$_2$(CH$_3$CN)$_2$ with excess sodium mercury amalgam (0.5% Na) under vacuum in anhydrous acetonitrile, analogous to a literature preparation.$^5$ The reduced species was transferred over a frit to a fused 2 mm quartz cuvette; the reduction process was monitored via UV-Vis absorption spectroscopy until the reduction was complete.

Methyl viologen cation radical (MV$^{•+}$) was prepared in situ by the photolysis (Hg lamp) of a degassed sample containing 10 $\mu$M [Ru(bpy)$_3$][PF$_6$]$_2$, 84 $\mu$M [MV][PF$_6$]$_2$, 0.1 M NBu$_4$PF$_6$, and 0.1 M triethanolamine in CH$_3$CN for 2 h. The resulting absorption spectrum matched that from the literature.$^{17}$

[Ru(bpy)$_3$]$^{3+}$ was prepared in situ by oxidizing [Ru(bpy)$_3$]$^{2+}$ with ammonium cerium nitrate (Ce$^{IV}$) according to a literature method.$^{12}$
MeCo(dpgBF₂)₂(L) (L=H₂O, CH₃CN) was prepared by a method similar to that of Ram et al. for MeCo(dmgBF₂)₂(H₂O). Co(dpgBF₂)₂(CH₃CN)₂ (0.505 g, 0.724 mmol) was suspended under argon in 22 mL degassed CH₃OH in a 2-neck 100 mL round-bottom flask equipped with a septum, vacuum adaptor, and stirbar. NaOH (0.091 g, 2.3 mmol) was added and the solution was stirred until the NaOH dissolved, followed by addition of pyridine (0.058 g, 0.733 mmol). After cooling the suspension to 0 °C, NaBH₄ (0.046 g, 1.21 mmol) was added, the reaction was stirred 15 min, and the suspension turned a blue-gray color. Methyl trifluoromethanesulfonate (1 g, 6.1 mmol) was added via syringe, and the suspension turned yellow-brown over 10 min. The reaction was then exposed to the atmosphere, at which time 1 mL of pyridine and 40 mL of H₂O were added 5 min apart. After 10 min of stirring, the product was filtered to yield a yellow-brown solid and washed with 3 x 40 mL H₂O. Then the product was collected, placed in a round-bottom flask, suspended in 30 mL 6 M HClO₄, and stirred for 20 min to remove pyridine. The suspension was then filtered to yield a yellow-brown solid, and washed with 2 x 30 mL HClO₄ followed by copious amounts of H₂O and 30 mL hexanes. The yellow-brown solid was collected (315 mg, 65%). Vapor diffusion of ether into a saturated CH₃CN solution of MeCo(dmgBF₂)₂(CH₃CN) afforded a yellow powder. ¹H NMR (300 MHz, CD₃CN): δ 7.28-7.48 (m, 20H, Ph), δ 1.87 (s, 3H, CH₃) ppm. HRMS (FAB+), m/z calculated for C₃₁H₂₆B₂F₄N₅O₄Co: 689.14. Found: 690.1559 (M+H), 628.7951 (M-C₆H₅), 565.7864 (M-C₆H₅-BF₂+H), 513.9995 (M-C₆H₅-BF₂), 485.9959 (M- M-C₆H₅-2 BF₂-2 CH₃). Elemental analysis calculated for C₂₉H₂₅B₂CoF₄N₄O₅: C, 52.29; H, 3.78; N, 8.41. Found: C, 52.62; H, 3.95; N, 8.31.
**Physical Methods**

NMR spectra were recorded using a Varian Mercury 300 spectrometer. $^1$H NMR chemical shifts were referenced to residual solvents as determined relative to Me$_4$Si ($\delta=0$ ppm). High
resolution mass spectra (HRMS) were obtained at the California Institute of Technology
Mass Spectrometry Facility. UV-visible absorption measurements were carried out using a
Hewlett Packard 8452 spectrophotometer in 0.2 or 1 cm pathlength quartz cuvettes.

Time-resolved spectroscopic measurements were carried out at the Beckman Institute Laser
Resource Center. Laser excitation was provided by 8 ns pulses from a 10 Hz Q-switched
Nd:YAG laser (Spectra-Physics Quanta-Ray PRO-Series). The third harmonic was either
used directly or to pump an optical parametric oscillator (OPO, Spectra-Physics Quanta-
Ray MOPO-700, tunable in the visible region).

Probe light for transient absorption kinetics measurements was provided by a 75 W arc
lamp (PTI Model A 1010) that could be operated in continuous wave or pulsed modes.
Timing between the laser and the probe light was controlled by a digital delay generator
(EG&G 9650). After passing through the sample collinearly with the laser beam, scattered
excitation light was rejected by suitable long pass and short pass filters, and probe
wavelengths were selected for detection by a double monochromator (Instruments SA DH-
10) with 1 mm slits. Transmitted light was detected with a photomultiplier tube (PMT,
Hamamatsu R928). The PMT current was amplified and recorded with a transient digitizer
(LeCroy 9354A or Tektronix DSA 602). Absorption data were averaged over at least 500
laser pulses. The data were converted to units of $\Delta$OD ($\Delta$OD = $-\log_{10}(I/I_0)$, where I is the
time-resolved probe-light intensity with laser excitation, and $I_0$ is the intensity without
excitation). Samples measured on the microsecond timescale or faster were stirred and
measured using a laser repetition rate of 10 Hz, while samples measured on a millisecond
timescale were excited with a single shutter-released laser pulse, stirred for 1 s after collecting data, then allowed to sit until the solution settled (2 s) before the next laser pulse.

Probe light for transient absorption spectra was provided by white light flash lamp sources with either nanosecond or microsecond durations. Probe light was transported via a fiber optic and split by a partial reflector. Approximately 70% of the probe light was passed through the sample, with the remainder directed around the sample as a reference beam. Sample excitation ($\lambda_{ex} = 355$ nm) by the laser beam was collinear with the probe light. Light intensity was read by two photodiode arrays (Ocean Optics S1024DW Deep Well Spectrometer), with scattered excitation light rejected by a 370 nm long pass filter. The timing synchronization of the laser fire, flashlamp fire, and photodiode array readout was controlled by a series of timing circuits triggered by either a Q-switch advance logic pulse for nanosecond (or a laser lamp sync pulse for microsecond) lamp measurements. The photodiode readout was interfaced with a PC via a National Instruments multifunction input/output card. Measurements were made with and without excitation, corrected for background light, and corrected for fluorescence when necessary. Difference spectra were averaged over approximately 500 shots.

All instruments and electronics in these systems were controlled by software written in LabVIEW (National Instruments). Data manipulation was performed with MATLAB R2008a (Mathworks, Inc.) and graphed with Igor Pro 5.01 (Wavemetrics).

Data Analysis

Global analysis and kinetics simulations were performed in MATLAB, the latter using the ordinary differential equation solver ode23s (Rosenbrock method) and an m-file with the differential equations (Appendix C). $\text{[Ru(bpy)$_3$]}^{2+}$ luminesces weakly at the wavelength the
kinetics traces were measured. Because of the finite amplifier response for the longer
timescales, the first few microseconds of data were obscured by this emission process.
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MECHANISM OF H₂ EVOLUTION FROM A PHOTOGENERATED HYDRIDOCOBALOXIME
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**Introduction**

The mechanisms of H₂ production catalyzed by molecular catalysts, like difluoroboryl bridged Coᴵᴵ-diglyoxime complexes, are of great interest, as these catalysts are key elements in proposed solar-driven water splitting devices.¹ Among the most promising catalysts are those that rapidly evolve H₂ from acidic solutions, but in such cases it is difficult to observe catalytic intermediates by traditional spectroscopic methods. Several reaction mechanisms have been proposed that begin with protonation of a Coᴵ complex to form CoᴵᴵH; H₂ evolution can occur via protonation of CoᴵᴵH or upon bimolecular combination of two CoᴵᴵH species.¹ Alternatively, CoᴵᴵH can be reduced further to form CoᴵᴵH, which can react via similar heterolytic or homolytic routes. As discussed in Chapter 2, we have utilized laser flash-quench techniques to trigger the reduction of a Coᴵ-diglyoxime species to Coᴵ.² In these experiments, time–resolved spectroscopy was used to detect the photochemically generated reduced species and monitor its reactivity. Analysis of these electron transfer reactions provided estimates of the barriers associated with the elementary steps in the proposed mechanistic cycles. Although reactivity through a homolytic route is favored, we were not able to obtain the kinetics of protonation and subsequent H₂ evolution steps with these transient techniques, as the strong acids needed for protonation caused catalyst degradation.

This chapter describes an alternative technique based on excited-state proton transfer that has allowed us to trigger protonation of a Coᴵ-diglyoxime species and investigate the kinetics of catalytic H₂ evolution. Our approach employs photoacids that produce powerful proton donors upon excitation.³⁻⁶ Although these pKₐ jumps often are confined to the nanosecond lifetimes of singlet excited states, substitution with bromine facilitates intersystem crossing to generate high yields of long-lived triplet excited states, enabling
bimolecular proton transfer reactions. A case in point is the report of excited-state proton transfer from the triplet excited state of 6-bromo-2-naphthol (BrNaphOH) to triethylamine in acetonitrile solution. Utilizing this new phototrigging technique, we have observed excited-state proton transfer from BrNaphOH to a reduced cobaloxime, [Na][Co'(dmgBF₂)₂(CH₃CN)] ([Na][Co'], [Na][1⁻]), forming a hydride, HCoIII(dmgBF₂)₂(CH₃CN) ([CoIIIH]), which subsequently reacts to produce H₂ (Scheme 3.1).

![Scheme 3.1](image)

**Results and Discussion**

The pKₐ of BrNaphOH in DMSO has been reported as 16.2. The pKₐ of BrNaphOH in CH₃CN was estimated from the DMSO value by the method of Koppel and coworkers, shown in Equation 3.1, to give a pKₐ of 26.1.

\[
pK_a(CH_3CN) = 11.80 + 0.884(pK_a(DMSO)) = 26.1 \quad \text{Equation 3.1}
\]

The Förster cycle was used to estimate the pKₐ* of photoexcited BrNaphOH (equation 3.2).

\[
pK_a - pK_a^* = (E_{HA} - E_{A})/(2.3k_B T) \quad \text{Equation 3.2}
\]
For \(^1pK_a\), \(E_{\text{HA}}\) and \(E_{\Lambda}\) are the difference between \(S_0\) and \(S_1\) \((E_{0,0})\) in wavenumbers. For \(^3pK_a\), \(E_{0,0}\) is estimated from the intersection of normalized absorption and fluorescence spectra of the naphthol and naphtholate, and converted to wavenumbers (Figure 3.1, Figure 3.2, Figure 3.3, Table 3.1). For \(^3pK_a\), \(E_{\text{HA}}\) and \(E_{\Lambda}\) are the difference between \(S_0\) and \(T_1\) \((E_{0,0})\) in wavenumbers. \(E_{0,0}\) is estimated from the highest energy of the structured emission observed in the low temperature phosphorescence spectra (Figure 3.4, Figure 3.5, Table 3.2). As estimated from this method, the singlet and triplet excited states have \(pK_a\) values of approximately 13.7 and 14.6 (Table 3.3), which suggested that while the photoacid would not react with \([\text{Na}][\text{CoI}]\) in its ground state, excited-state proton transfer should be favorable, as \([\text{CoI}]\) is readily protonated by trifluoroacetic acid \((pK_a = 12.7)\).13

**Figure 3.1** Absorption Spectra of 6-bromo-2-naphthol (red) and sodium 6-bromo-2-naphtholate (blue) in acetonitrile.
Figure 3.2 Normalized luminescence spectra of 6-bromo-2-naphthol (red) and sodium 6-bromo-2-naphtholate (blue), room temperature, in acetonitrile solution. $\lambda_{ex}$ (6-bromo-2-naphthol) = 290 nm, $\lambda_{ex}$ (sodium 6-bromo-2-naphtholate) = 380 nm. Weak phosphorescence at room temperature is observed for 6-bromo-2-naphthol but not sodium 6-bromo-2-naphtholate.

Figure 3.3 Normalized luminescence spectra of 6-bromo-2-naphthol (red) and sodium 6-bromo-2-naphtholate (blue), 77K, in butyronitrile glass. $\lambda_{ex}$ (6-bromo-2-naphthol) = 340 nm, $\lambda_{ex}$ (sodium 6-bromo-2-naphtholate) = 340 nm. Both fluorescence and phosphorescence were measured for sodium 6-bromo-2-naphtholate, but the fluorescence of 6-bromo-2-naphthol was not measured at 77K due to experimental limitation.
Figure 3.4 Normalized phosphorescence spectra of 6-bromo-2-naphthol at 77K (red, in butyronitrile glass) and at room temperature (orange, in acetonitrile solution). $\lambda_{\text{ex}} (77\text{K}) = 340$ nm, $\lambda_{\text{ex}}$ (room temperature) = 290 nm.

Figure 3.5 Normalized luminescence spectra of sodium 6-bromo-2-naphtholate at 77K (blue, in butyronitrile glass) and at room temperature (green, in acetonitrile solution). $\lambda_{\text{ex}} (77\text{K}) = 340$ nm, $\lambda_{\text{ex}}$ (room temperature) = 380 nm.
Table 3.1 Absorption and fluorescence maxima in CH₃CN at room temperature.

<table>
<thead>
<tr>
<th></th>
<th>Abs. Max (cm⁻¹)</th>
<th>Fluorescence Max (cm⁻¹)</th>
<th>E₀,₀ (cm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BrNaphOH</td>
<td>29,586</td>
<td>28,090</td>
<td>29,070</td>
</tr>
<tr>
<td>[Na⁺][BrNaphO⁻]</td>
<td>24,876</td>
<td>21,834</td>
<td>23,148</td>
</tr>
<tr>
<td>E₇₈₆-E₆₆</td>
<td>4,710</td>
<td>6,256</td>
<td>5,922</td>
</tr>
</tbody>
</table>

Table 3.2 Phosphorescence data in butyronitrile at 77K.

<table>
<thead>
<tr>
<th></th>
<th>E₀,₀ (cm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BrNaphOH</td>
<td>20,790</td>
</tr>
<tr>
<td>[Na⁺][BrNaphO⁻]</td>
<td>19,379</td>
</tr>
<tr>
<td>E₇₈₆-E₆₆</td>
<td>1,411</td>
</tr>
</tbody>
</table>

Table 3.3 Excited state pKₐ values in CH₃CN estimated from the Förster cycle.

<table>
<thead>
<tr>
<th>Excited State</th>
<th>E₇₈₆-E₆₆ calculated from</th>
<th>Temperature (K)</th>
<th>pKₐ⁻</th>
</tr>
</thead>
<tbody>
<tr>
<td>Singlet</td>
<td>Fluorescence Maxima</td>
<td>298</td>
<td>13.0</td>
</tr>
<tr>
<td>Singlet</td>
<td>Fluorescence E₀,₀</td>
<td>298</td>
<td>13.7</td>
</tr>
<tr>
<td>Triplet</td>
<td>Phosphorescence E₀,₀</td>
<td>77</td>
<td>14.6</td>
</tr>
</tbody>
</table>

To test the reactivity of ³⁷[BrNaphOH] with [Co⁺], an acetonitrile solution containing 672 μM BrNaphOH, 167 μM [Na⁺][BrNaphOH], and 100 mM [NBu₄][PF₆] was irradiated with 266 nm light in a 1 cm quartz cuvette. Absorption spectra measured at intervals indicated clean and quantitative conversion of [Co⁺] to [Co²⁺] (Figure 3.6, Figure 3.7), consistent with the overall reaction shown in Scheme 3.1. Global analysis was performed to determine the concentrations of [Co⁺(dmgBF₂)₂(CH₃CN)]⁺, Co²⁺(dmgBF₂)₂(CH₃CN)₂, and [Na⁺][BrNaphO] at each time interval (BrNaphOH does not absorb in the region of interest). Interestingly, the absorption of [Na⁺][BrNaphO] made up a negligible component of the spectra, while the
sum of [Co^{2+}] and [Co^+] was consistently ~170 μM (Table 3.5), suggesting a reactive pathway for the naphtholate decomposition, as observed by Pretali et al.\textsuperscript{9}

![Absorption spectra of Co(II)(dmgBF\textsubscript{2})\textsubscript{2}(CH\textsubscript{3}CN)\textsubscript{2}, [Na][Co(I)(dmgBF\textsubscript{2})\textsubscript{2}(CH\textsubscript{3}CN)], MeCo(III)(dmgBF\textsubscript{2})\textsubscript{2}(CH\textsubscript{3}CN)] in acetonitrile. Epsilon values available in Table 3.4.

**Figure 3.6** Absorption spectra of Co(II)(dmgBF\textsubscript{2})\textsubscript{2}(CH\textsubscript{3}CN)\textsubscript{2}, [Na][Co(I)(dmgBF\textsubscript{2})\textsubscript{2}(CH\textsubscript{3}CN)], MeCo(III)(dmgBF\textsubscript{2})\textsubscript{2}(CH\textsubscript{3}CN)] in acetonitrile. Epsilon values available in Table 3.4.

**Table 3.4** Absorption characterization.

<table>
<thead>
<tr>
<th>Sample</th>
<th>UV-Vis Absorption/nm (Epsilon/(M\textsuperscript{-1} s\textsuperscript{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>6-bromo-2-naphthol</td>
<td>232 (59,450), 276 (5,111), 339 (1,851)</td>
</tr>
<tr>
<td>Sodium 6-bromo-2-naphtholate</td>
<td>257 (62,785), 316 (9,484), 402 (2,489)</td>
</tr>
<tr>
<td>Co(II)(dmgBF\textsubscript{2})\textsubscript{2}(CH\textsubscript{3}CN)\textsubscript{2}</td>
<td>260 (4,645), 322 (1,810), 424 (2,660)</td>
</tr>
<tr>
<td>[Na][Co(I)(dmgBF\textsubscript{2})\textsubscript{2}(CH\textsubscript{3}CN)]</td>
<td>264 (7,905), 553 (4,712), 628 (4,546)</td>
</tr>
<tr>
<td>Me-Co(III)(dmgBF\textsubscript{2})\textsubscript{2}(CH\textsubscript{3}CN)</td>
<td>258 (6,042), 370 (2,090)</td>
</tr>
</tbody>
</table>
Figure 3.7 Absorption spectra (solid lines) and corresponding global fits (starred lines) monitored at different time points during photolysis. Sample initially contained 672 μM 6-bromo-2-naphthol, 167 μM [Na][Co(dmgBF₂)₂(CH₃CN)], and 100 mM [NBu₄][PF₆] in acetonitrile in a 1 cm pathlength cuvette. (Sample 1: pink, sample 2: red, sample 3: yellow, sample 4: green, sample 5: cyan, sample 6: blue, sample 7: black)

Table 3.5 Sample components for each absorption measurement in Figure 3.7, obtained from global analysis.

<table>
<thead>
<tr>
<th>Sample</th>
<th>[Co]₁</th>
<th>[Co]₉</th>
<th>[6-Br-2-napholate]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.66 x 10⁻⁴</td>
<td>3.30 x 10⁻⁶</td>
<td>1.88 x 10⁻⁵</td>
</tr>
<tr>
<td>2</td>
<td>1.61 x 10⁻⁴</td>
<td>8.80 x 10⁻⁶</td>
<td>1.98 x 10⁻⁵</td>
</tr>
<tr>
<td>3</td>
<td>1.45 x 10⁻⁴</td>
<td>2.68 x 10⁻⁵</td>
<td>1.99 x 10⁻⁵</td>
</tr>
<tr>
<td>4</td>
<td>1.32 x 10⁻⁴</td>
<td>3.71 x 10⁻⁵</td>
<td>2.09 x 10⁻⁵</td>
</tr>
<tr>
<td>5</td>
<td>1.16 x 10⁻⁴</td>
<td>5.20 x 10⁻⁵</td>
<td>2.22 x 10⁻⁵</td>
</tr>
<tr>
<td>6</td>
<td>4.22 x 10⁻⁵</td>
<td>1.19 x 10⁻⁴</td>
<td>2.52 x 10⁻⁵</td>
</tr>
<tr>
<td>7</td>
<td>8.30 x 10⁻⁶</td>
<td>1.49 x 10⁻⁴</td>
<td>2.61 x 10⁻⁵</td>
</tr>
</tbody>
</table>

To confirm the production of H₂, bulk photolysis of a 40 mL stirring sample containing ca. 500 μM [Na][Co]₁, 5 mM BrNaphOH, and 50 mM [NBu₄][PF₆] was performed in a custom 61 mL round-bottom flask fitted with a 1 inch diameter quartz window and a Teflon valve. After [Co]₁ was converted to [Co]₉, monitored qualitatively via solution color change (Figure 3.8), the composition of the headspace gas was determined via gas chromatography.
Quantifiable concentrations of H₂ were observed, with yields up to 64% based on the initial concentration of [Na][Co¹] (Table 3.6). Incomplete conversion is attributed to the GC detection limit as well as decomposition associated with the harsh conditions needed for photolysis of a concentrated solution.

![Figure 3.8](image)

**Figure 3.8** Photographs of a bulk photolysis sample before and after photolysis at 266 nm. The sample was photolyzed through the round quartz window, and the headspace was sampled through the Teflon valve.

<table>
<thead>
<tr>
<th>Run</th>
<th>[Co(dmgBF₂)₂(CH₃CN)]₁ (μM)</th>
<th>% H₂ in Headspace</th>
<th>% Yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>510</td>
<td>0.65</td>
<td>64</td>
</tr>
<tr>
<td>2</td>
<td>446</td>
<td>0.39</td>
<td>38</td>
</tr>
</tbody>
</table>

With these results in hand, time-resolved measurements were carried out to monitor the proton transfer kinetics. Upon pulsed-laser excitation of [BrNaphOH in the presence of [Na][Co¹] (λₑₓ = 266 nm, 3 mJ/pulse), we observed accelerated decay of the 3⁺[BrNaphOH] transient absorption (460 nm) attributable to excited-state proton transfer to form ([Co₃⁺H]) and [Na][BrNaphO]. Stern-Volmer quenching analysis yields a protonation rate
constant \( (k_p) \) of \( 4.7 \times 10^9 \text{ M}^{-1} \text{ s}^{-1} \) (Figure 3.9). The consumption of \( [\text{Co}^I] \) upon protonation was monitored via single wavelength transient absorption at 630 nm (Figure 3.10). Two kinetics processes were observed, a fast reaction on the microsecond timescale followed by a slower reaction occurring over milliseconds \( (\text{vide infra}) \). The faster process is attributed to protonation of \( [\text{Co}^I] \) to form \( [\text{Co}^{\text{III}}\text{H}] \), a species expected to have weak visible spectral features analogous to those of the yellow isolable \( \text{Co}^{\text{III}}\text{CH}_3 \) complex, \( \text{MeCo}^{\text{III}}(\text{dmgBF}_2)_2(\text{CH}_3\text{CN}) \) (Figure 3.6).\(^{14}\) The fast kinetics phase best fit a single exponential decay plus a linear component to account for the slower decay process (Figure 3.10, top inset). The first-order rate constant for decay is linearly dependent on the concentration of \( [\text{Co}^I] \) under these pseudo-first-order conditions (cobaloxime in excess), giving a second-order rate constant for protonation \( (k_p) \) of \( 3.5 \times 10^9 \text{ M}^{-1} \text{ s}^{-1} \) in agreement with the Stern-Volmer quenching analysis (Figure 3.11).
Figure 3.9 First-order rate constants determined from excited-state quenching of 6-bromo-2-naphthol ($\lambda_{ex} = 266$ nm, $\lambda_{obs} = 460$ nm) in the presence of $[\text{Co(dmgBF}_2\text{)}_2(\text{CH}_3\text{CN})]^-$.

In the absence of a proton accepting base, the transient absorption decay of $[^3\text{6-Br-2-Naphthol}]$ follows mainly biexponential kinetics, with rate constants of $6.4 \times 10^4$ s$^{-1}$ and $4.0 \times 10^5$ s$^{-1}$; this data point is not included in the Stern-Volmer plot above. We found linear relationships between first-order rate constants and cobaloxime concentrations, allowing determination of a second-order rate constant for protonation, $k_{obs} = k_0 + k_p [\text{Co(dmgBF}_2\text{)}_2(\text{CH}_3\text{CN})]^-$, gives $k_0 = 2.7 \times 10^5$ s$^{-1}$, $k_p = 4.7 \times 10^9$ M$^{-1}$ s$^{-1}$. 

\[ k_{obs} = k_0 + k_p [\text{Co(dmgBF}_2\text{)}_2(\text{CH}_3\text{CN})]^-, \]
Figure 3.10 Typical transient kinetics trace for a sample containing 600 μM 6-bromo-2-naphthol, 50 μM [Na][Co(dmgBF₂)₂(CH₃CN)] and 100 mM [NBu₄][PF₆] in logarithmic time (λ_{obs} = 630 nm). Two sequential kinetics processes were observed. Insets: Kinetics traces and fits plotted on a linear time axis. The faster process (top) fits a single exponential plus linear decay kinetics, the slower reaction (bottom) fits biexponential kinetics.

Figure 3.11 First-order rate constants for bleaching [Co(dmgBF₂)₂(CH₃CN)]⁺ absorption upon excitation of 6-bromo-2-naphthol (λ_{ex} = 266 nm, λ_{obs} = 630 nm). We found linear relationships between first-order rate constants and cobaloxime concentrations, allowing determination of a second-order rate constant for protonation. k_{obs} ≈ k_p[Co(dmgBF₂)₂(CH₃CN)]⁺, gives k_p = 3.5 \times 10^9 M^{-1} s^{-1}.
The rate constant for protonation of \([\text{Co}^I]\) by \(^3[\text{BrNaphOH}]\) is a nearly diffusion-limited bimolecular process. Using digital simulations of cyclic voltammograms, Peters\(^{15}\) and Fontecave\(^{16}\) independently estimated the rate constant for protonation of electrochemically generated \([\text{Co}^I]\) by \(p\)-toluenesulfonic acid (\(pK_a = 8.0\) in CH\(_3\)CN) and \(p\)-cyanoanilinium acid (\(pK_a = 7.6\) in CH\(_3\)CN) to be between \(7 \times 10^3\) and \(1.5 \times 10^5\) M\(^{-1}\)s\(^{-1}\). In related work, Bakac obtained a rate constant of \(1.4 \times 10^6\) M\(^{-1}\)s\(^{-1}\) for reaction with citrate in neutral citrate buffered aqueous solution.\(^{17}\) Based on the \(pK_a\) of 14.6 estimated for \(^3[\text{BrNaphOH}]\), the measured rate constant for protonation is anomalously large compared to the aforementioned values. The Förster cycle\(^{3,12}\) estimates the \(pK_a^*\) of \(^1,3[\text{BrNaphOH}]\) upon deprotonation to \(^1,3[\text{BrNaphOH}]\). However, an increase in apparent acidity beyond the Förster value to a \(pK_a\) of \(-26.3\) is expected if proton transfer from \(^3[\text{BrNaphOH}]\) to \([\text{Co}^I]\) is coupled to deactivation of the excited state (Figure 3.12), which accounts for the very high observed rate constant.

![Figure 3.12 Energy cycle based on the Förster cycle predicted excited-state pK_a and E_{00}(T_1\rightarrow S_0) of 6-bromo-2-naphtholate. pK_a values were converted to free energy via \(\Delta G^\circ = -k_BT\ln(K_a)\).](image)

To further probe the excited-state \(pK_a\) of \(\text{BrNaphOH}\), quenching by the conjugate base of \(p\)-toluenesulfonic acid (\(pK_a = 8.0\) in CH\(_3\)CN), tetrabutylammonium tosylate ([NBu\(_4\)]\([\text{OTs}]\)),
was monitored by transient absorption measurements of $^{3}[\text{BrNaphOH}]$ (Figure 3.13). As noted previously, the decay of $^{3}[\text{BrNaphOH}]$ is biexponential, with rate constants of $6.4 \times 10^4$ s$^{-1}$ and $4.0 \times 10^5$ s$^{-1}$. In the presence of $[\text{NBu}_4][\text{OTs}]$, $^{3}[\text{BrNaphOH}]$ is quenched, consistent with a much lower $pK_a$ value than predicted by the Förster cycle (Figure 3.13, Figure 3.14). Based on the larger rate constant, a second-order rate constant for proton transfer is approximately $5.1 \times 10^6$ M$^{-1}$ s$^{-1}$.

*Figure 3.13* Kinetics traces monitoring the absorption of $^{3}[6\text{-bromo-2-naphthol}]$ at 460 nm ($\lambda_{\text{ex}} = 266$ nm) with varying concentrations of $[\text{NBu}_4][\text{OTs}]$. Kinetics traces are best fit to biexponential decay kinetics.
In the electrochemical analysis by Peters and coworkers, protonation was found to be rate limiting for catalysis. In our work, however, the rapid rate of protonation allows the kinetics of subsequent steps to be monitored. The slower process observed in transient measurements at 630 nm is best fit to a biexponential decay (Figure 3.10). When the concentration of $[\text{CoI}]$ is varied, the rate constant for the faster component varies linearly while the second rate constant ($k \approx 100 \text{ s}^{-1}$) is independent of concentration. The plot of the observed first-order rate constant for the faster process versus $[\text{CoI}]$ concentration gives a second-order rate constant of $9.2 \times 10^6 \text{ M}^{-1} \text{ s}^{-1}$ (Figure 3.15).
Figure 3.15 The slow kinetics process of kinetics traces measured at 630 nm was fit to a biexponential decay. The larger rate constant exhibits a linear relationship with the concentration of $[\text{Co(dmgBF}_2)_2(\text{CH}_3\text{CN})]^-$. All samples contained 600 μM 6-bromo-2-Naphthol, 100 mM $[\text{NBu}_4][\text{PF}_6]$ and a varying concentration of $[\text{Na}[\text{Co(dmgBF}_2)_2(\text{CH}_3\text{CN})]]$. A linear fit to the data series, $k = k_{\text{red}} [\text{Co(dmgBF}_2)_2(\text{CH}_3\text{CN})]^-$, gives $k_{\text{red}} = 9.2 \times 10^6$ M$^{-1}$ s$^{-1}$.

Concurrent with the bleach of the $[\text{Co}^I]$ signal, a new absorption feature was observed in transient measurements between 380–450 nm. Attempts to obtain kinetics of formation of this intermediate were not successful, owing to the intense absorption of $3^*[\text{BrNaphOH}]$ in this spectral region. On longer timescales, a transient signal monitored at 405 nm (Figure 3.16) decays to a more weakly absorbing final product, $[\text{Co}^II]$. The conversion is best fit to single exponential decay with a rate constant of $\sim 100$ s$^{-1}$, matching the slowest kinetics process from 630 nm traces. Additional experiments revealed that the first-order rate constant for decay of this intermediate (monitored at 405 nm) scales linearly with the concentration of $\text{BrNaphOH}$, giving a second-order rate constant of $4.2 \times 10^4$ M$^{-1}$ s$^{-1}$.
Figure 3.16  Typical transient kinetics trace at 405 nm for a sample containing 583 μM 6-bromo-2-naphthol, 263 μM [Na][CoI(dmgBF2)_2(CH3CN)] and 100 mM [NBu4][PF6] fits single exponential decay. Inset: Linear relationship between first-order rate constants for decay at 405 nm and the concentration of 6-bromo-2-naphthol allows estimation of a second-order rate constant for H₂ release. Conditions: ~80 μM [Na][CoI(dmgBF2)_2(CH3CN)] and 100 mM [NBu4][PF6].

The transient absorption measurements are consistent with the kinetics model outlined in Scheme 3.2. Electronic excitation of BrNaphOH promotes excited-state proton transfer to [Co'], forming [Co^IIIH]. The second kinetics phase correlates with reduction of transiently generated [Co^IIIH] by excess [Co'] to form a reduced hydride species, [HCo^II(dmgBF2)_2(CH3CN)]⁻ ([Co^IIH]) and [Co^II]. The [Co^IIH] transient is a strongly absorbing yellow species with a weak spectral feature at 630 nm. Protonation of this intermediate by weakly acidic BrNaphOH releases H₂ and generates [Co^II] (k_H2 = 4.2 × 10⁴ M⁻¹ s⁻¹), indicating that [Co^IIH] is strongly hydridic. A similar heterolytic route proceeding via [Co^IIH] likely is the dominate pathway in photocatalytic H₂ evolution reactions reported by Eisenberg¹⁸-²¹ and Fontecave,²² where experimental conditions included both weakly basic solutions and high concentrations of powerful reductants.
Scheme 3.2 Proposed kinetics model for H₂ evolution.

The rate constant for reduction of [Co³⁺H] by [Co⁺] (k_{red} = 9.2 \times 10^6 \text{ M}^{-1} \text{ s}^{-1}) corresponds to a barrier of 5–7 kcal mol⁻¹. The work of Peters and coworkers is relevant here, as a quasi-reversible reduction peak in their cyclic voltammograms attributable to [Co³⁺H]/[Co²⁺H] reduction was observed ~0.45 V negative of the [Co²⁺]/[Co⁺] reduction potential, implying a lower limit of ~10.5 kcal mol⁻¹ for the barrier to this reduction. Our work suggests that [Co³⁺H] is more readily reduced than previously thought.

Chao and Espenson obtained a second-order rate constant of 1.7 \times 10^4 \text{ M}^{-1} \text{ s}^{-1} for H₂ production from an isolable phosphine stabilized hydride species, HCo(dmgh)₂P(n-C₄H₉)₃ ([PCo³⁺H]), a value that corresponds to a barrier of approximately 8–10 kcal mol⁻¹ for bimolecular reductive elimination. As the hydride of the cobaloxime explored here ([Co³⁺H]) is more reactive, a reasonable estimate for the analogous homolytic barrier would be 5–8 kcal mol⁻¹, similar to that observed for reduction of [Co³⁺H]. However, under our experimental conditions, the concentration of [Co⁺] is significantly greater than that of...
the transiently generated $[\text{Co}^{\text{III}}\text{H}]$. Thus a pathway in which the hydride is further reduced is favored.

**Conclusions**

We have demonstrated that photoacid triplet exited states can rapidly trigger protonation of metal complexes. Our work suggests that protonation of $[\text{Co}^0]$ by $3^*\text{[BrNaphOH]}$ is coupled to excited-state deactivation. The rapid rate of protonation has allowed us to study subsequent processes. Importantly, we found that transiently generated $[\text{Co}^{\text{III}}\text{H}]$ is reduced by $[\text{Co}^0]$ to form $[\text{Co}^{\text{II}}\text{H}]$, which is then protonated by $\text{BrNaphOH}$ to generate one equivalent of $\text{H}_2$ and $[\text{Co}^{\text{II}}]$. Our experiments have revealed a hydrogen evolution pathway via protonation of $[\text{Co}^{\text{III}}\text{H}]$ that is expected to dominate when low concentrations of $[\text{Co}^{\text{III}}\text{H}]$ and an excess of reducing equivalents are present.
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**Experimental Details**

**Reagents**

Syntheses of air and moisture sensitive compounds were carried out in a nitrogen atmosphere glovebox. Solvents for these syntheses were dried by a standard method\textsuperscript{24} or
over activated sieves followed by passage over activated alumina. CD$_3$CN was obtained from Cambridge Isotope Laboratories, Inc. All materials, unless noted, were used as received. Tetrabutylammonium hexafluorophosphate and 6-bromo-2-naphthol were purchased from Aldrich and recrystallized from ethanol. Co(dmgBF$_2$)(CH$_3$CN)$_2$ was prepared according to the method of Bakac and Espenson.$^{25}$ MeCo(dmgBF$_2$)$_2$(CH$_3$CN) was prepared by the method of Ram et al.$^{14}$

Samples for transient absorption and room temperature luminescence measurements were prepared in dry, degassed CH$_3$CN and placed into the cell of a high-vacuum 1 cm pathlength fused quartz cuvette (Starna Cells) connected to a 10 mL bulb and isolated from atmosphere and the bulb by a high-vacuum Teflon valve (Kontes). Samples for low temperature luminescence measurements were prepared in dry, degassed butyronitrile and placed in 1 cm diameter glass tubes sealed with a high-vacuum Teflon valve.

[Na][Co(dmgBF$_2$)$_2$(CH$_3$CN)] was prepared in an analogous method to the literature preparation for [Na][Co(dpgBF$_2$)$_2$(CH$_3$CN)].$^{15}$ 0.251 g (0.559 mmol, 1 eq.) of Co(dmgBF$_2$)(CH$_3$CN)$_2$ was suspended in 4 mL of THF and transferred to a 20 mL scintillation vial containing 2.673 g (0.579 mmol, 1.04 eq.) of sodium mercury amalgam (0.5% Na). The reaction was stirred for 3 hours to yield a deep blue-black solution. Solution was removed from the mercury and remaining blue solid was dissolved in CH$_3$CN and removed. THF and CH$_3$CN solutions were mixed and the solvent was reduced to <1 mL. 15 mL of Et$_2$O was added to precipitate a blue solid, which was collected via filtration on medium frit. Product was dried under vacuum. Yield =71%. $^1$HNMR (CD$_3$CN, 300 MHz): $\delta$ 2.09 (s, 12H), $\delta$ 1.96 (s, 3H).

**Sodium 6-bromo-2-naphtholate** In an inert atmosphere, a 20 mL scintillation vial was charged with 21 mg (0.883 mmol) sodium hydride and a stirbar. A solution of 197 mg
(0.883 mmol) of 6-bromo-2-naphthol in 4 mL dry, degassed acetonitrile was transferred to the reaction vessel. A white suspension was immediately formed and vigorous bubbling was observed. Reaction was allowed to stir for 1 hour, until solution became clear pale yellow. Solution was filtered and solvent was removed. Yield = 90%. $^1$H NMR (CD$_3$CN, 300 MHz): $\delta$ 7.67 (d, J = 1.2 Hz, 1H), $\delta$ 7.39 (d, J = 8.7 Hz, 1 H), $\delta$ 7.18 (m, 2H), $\delta$ 6.92 (dd, J$_1$ = 8.9 Hz, J$_2$ = 2.6 H, 1H), $\delta$ 6.66 (d, J = 2.4 Hz, 1H)

**Bulk Photolysis**

Bulk photolysis experiments were utilized to characterize the evolution of hydrogen from excitation of 6-bromo-2-naphthol in the presence of [Na][Co(dmgBF$_2$)$_2$(CH$_3$CN)]. Reactions were run in a custom built 61 mL round-bottom flask fitted with a 1 inch diameter quartz window, 24/40 ground glass joint, Kontes valve leading to a 14/20 joint sealed with a septum. In a glovebox, the reaction vessel was charged with 5 mM 6-bromo-2-naphthol, 50 mM NBu$_4$PF$_6$, and the noted amount of [Na][Co(dmgBF$_2$)$_2$(CH$_3$CN)] in 40 mL acetonitrile with a stirbar and the vessel was sealed with a 24/40 glass stopper and Kontes valve. The sample was placed in front of a ~100 mW 266 nm Nd:YAG laser and photolyzed while stirring for approximately 45 minutes until the blue [Na][Co(dmgBF$_2$)$_2$(CH$_3$CN)] had reacted to form yellow Co(dmgBF$_2$)$_2$(CH$_3$CN)$_2$.

The amount of H$_2$ produced evolved was quantified by analyzing the gas mixture in the headspace using an Agilent 7890A GC-TCD. The total amount of H$_2$ produced was calculated as a sum of the H$_2$ in the headspace plus the H$_2$ dissolved in the solvent (calculated using Henry’s Law with a constant of 290 L atm/mol).
Physical Methods

NMR spectra were recorded using a Varian Mercury 300 spectrometer. $^1$H NMR chemical shifts were referenced to residual solvents as determined relative to Me$_4$Si ($\delta=0$ ppm). UV-visible absorption measurements were carried out using a Hewlett Packard 8452 or Cary 50 UV-Vis spectrophotometer in 1 cm pathlength quartz cuvettes.

Steady-state and time-resolved spectroscopic measurements were carried out at the Beckman Institute Laser Resource Center (California Institute of Technology). Emission spectra were recorded on a Jobin Yvon Spec Fluorolog-3-11. Sample excitation was achieved via a xenon arc lamp with wavelength selection provided by a monochromator. Right angle emission was sorted using a monochromator and detected with a Hamamatsu R928P photomultiplier tube with photon counting. Appropriate long pass filters were utilized to minimize scattered excitation wavelength. Low temperature measurements were made in a liquid nitrogen filled glass finger dewar aligned in the fluorometer sample cavity.

For time-resolved measurements, 266 nm laser excitation was provided by 8 ns pulses from the fourth harmonic of a 10 Hz Q-switched Nd:YAG laser (Spectra-Physics Quanta-Ray PRO-Series). Probe light for transient absorption kinetics measurements was provided by a 75 W arc lamp (PTI Model A 1010) that could be operated in continuous wave or pulsed modes. Timing between the laser and the probe light was controlled by a digital delay generator. After passing through the sample collinearly with the laser beam, scattered excitation light was rejected by suitable long pass and short pass filters, and probe wavelengths were selected for detection by a double monochromator (Instruments SA DH-10) with 1 mm slits. Transmitted light was detected with a photomultiplier tube (PMT, Hamamatsu R928). The PMT current was amplified and recorded with a GageScope transient digitizer. The data were converted to units of $\Delta$OD ($\Delta$OD = $-\log_{10}(I/I_0)$, where I is
the time-resolved probe-light intensity with laser excitation, and \( I_0 \) is the intensity without excitation). Samples measured on the microsecond timescale or faster were stirred continuously and measured using a laser repetition rate of 10 Hz, while samples measured on a millisecond timescale were excited with a single shutter-released laser pulse, stirred for 1 s after collecting data, then allowed to sit until the solution settled (2 s) before the next laser pulse. Data were averaged over approximately 50 shots. All instruments and electronics in these systems were controlled by software written in LabVIEW (National Instruments). Data were log-time compressed prior to fitting. In certain cases, data from separate timescale measurements were stitched together (Appendix C). Data manipulation was performed with MATLAB R2008a (Mathworks, Inc.) and graphed with Igor Pro 5.01 (Wavemetrics).

**Calculations of Barriers**

Barriers were estimated as \( \Delta G^\ddagger = -RT \ln \left( \frac{k}{Z} \right) \)

\( k \) = rate constant, M\(^{-1}\) s\(^{-1}\)

\( Z \) = collision factor, \( 10^{11} \) M\(^{-1}\) s\(^{-1}\)

\( R \) = molar gas constant, 0.001986 kcal K\(^{-1}\) mol\(^{-1}\)

\( T \) = temperature, 298 K
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Chapter 4

MECHANISTIC INVESTIGATIONS OF COBALOXIME CATALYZED H₂ EVOLUTION IN AQUEOUS MEDIA
Introduction

While reports of H₂ evolution catalysts are not uncommon, only a handful of these reported complexes operate in pure aqueous media. These systems that catalyze H₂ evolution in water include \([\text{PY}_5\text{Me}_2]\text{MoO}^{2+}\) (PY₅Me₂ = 2,6-bis(1,1-bis(2-pyridyl)ethyl)pyridine),¹ Ni(cyclam)²⁺,² Co(bpy)₃²⁺ (bpy = 2,2’-bipyridine),³ as well as several water soluble Co(II)(porphyrin) complexes⁴ and other cobalt(II) complexes with nitrogen-based macrocycles,⁵⁷ including a cobaloxime central to this thesis, Co(dmgBF₂)₂(H₂O)₂ (I, dmgBF₂ = difluoroboryl-dimethylglyoxime, [Co(II)]).⁸⁻⁹ Connolly and Espenson made the first report of cobaloxime catalyzed hydrogen evolution in aqueous media in 1986,⁸ noting that [Co(II)] catalyzed the reduction of HClₐq utilizing Cr²⁺ₐq as a stoichiometric reductant. Berben and Peters have since reported the electrocatalytic evolution of H₂ by [Co(II)] in phosphate-buffered solutions, both in homogeneous solutions and with the catalyst adsorbed on a glassy carbon electrode.¹⁰ Samples of [Co(II)] dissolved in phosphate-buffered solutions at pH 7 exhibit an irreversible Co³⁺/²⁺ redox process at 0.09 V vs. SCE and a reversible Co²⁺/¹⁺ redox couple at -0.70 V vs. SCE. As the pH of solution is lowered, an increase in current is observed at -0.95 V vs. SCE (Figure 4.1), indicative of a catalytic process. Unlike electrochemical measurements in non-aqueous media,⁵¹⁻¹³ the catalytic currents at potentials significantly negative of the Co³⁺/²⁺ potential, suggesting the mechanism in water is distinct from that in organic solvent.
To further explore the mechanism of proton reduction by [Co$^{II}$], photoionization and pulse radiolysis triggering methods have been utilized in conjunction with time-resolved spectroscopy to examine the mechanistic pathways responsible for $H_2$ evolution in water. Both methods are based on the chemistry of the solvated electron, $e_{aq}^-$, a potent reductant with an estimated reduction potential at $-2.7$ V.$^{14}$

**Results and Discussion**

**Photoionization of NADH**

Two-photon excitation ($\lambda_{ex} = 355$ nm) of NADH (nicotinamide adenine dinucleotide, reduced form) leads to the ejection of a $e_{aq}^-$ to yield NADH$^\bullet$, which releases a proton to the bulk solution to yield a second powerful reducing species, NAD• (-0.94 V) (Scheme 4.1).$^{15-16}$
This photoionization method was used previously to phototrigger redox processes in biological systems. Here, photoionization of NADH triggered the reduction of \([\text{Co}^{II}]\) to \([\text{Co} \text{(dmgBF}_2)_2(H_2O)]^-\) ([\text{Co}^I]). In samples containing \([\text{Co}^{II}]\) and NADH in neutral water, a buildup of the reduced cobaloxime was observed in absorption spectra measured upon bulk photolysis with 355 nm excitation. The appearance of the \([\text{Co}^I]\) signal was monitored at 630 nm; transient kinetics traces were fit to single exponentials (Figure 4.2). A second-order rate constant for reduction of \([\text{Co}^I]\) by the photoproduced reducing equivalents (\(e_{\text{aq}^-}\) and NAD•) of roughly \(7.4 \times 10^7 \text{ M}^{-1} \text{ s}^{-1}\) was estimated.

Figure 4.2 Kinetics trace observed at 630 nm for the reaction of \(\text{Co} \text{(dmgBF}_2)_2(H_2O)_2 + e_{\text{aq}^-}\) formed via photoionization of NADH, fit to first-order exponential \((k_{\text{obs}} = 9.4 \times 10^3 \text{ s}^{-1})\). A second-order rate constant for the reaction was determined to be \(7.4 \times 10^7 \text{ M}^{-1} \text{ s}^{-1}\). Conditions: 610 \(\mu\text{M}\) NADH, 128 \(\mu\text{M}\) \(\text{Co} \text{(dmgBF}_2)_2(H_2O)_2\) in neutral water, \(\lambda_{\text{ex}} = 355\) nm.
Unfortunately, NADH undergoes a rapid and irreversible reaction in acidic solutions to form a hydrolyzed product that can be optically monitored. Ultimately, this acid-catalyzed degradation process obstructed the proposed studies of the reactivity of $[\text{Co}^{I}]$ with protons and a more acid robust photoionization system was sought.

*Photoionization of Indole*

Photoionization of indole and tryptophan ($\lambda_{ex} = 220–290$ nm) in aqueous solution generates $e_{aq}^-$ primarily via a monophotonic process, which can either reduce $[\text{Co}^{II}]$ directly or reduce indole or tryptophan to the corresponding anions, also potent reductants (Scheme 4.2).

Transient absorption spectroscopy was used to monitor the reactivity of $e_{aq}^-$, produced via photoionization of indole ($\lambda_{ex} = 266$ nm), with $[\text{Co}^{II}]$. At neutral pH (Figure 4.3), the transient difference spectrum collected 25 μs after photoionization with a diode array spectrometer shows a new absorption centered at 606 nm consistent with formation of $[\text{Co}^{I}]$, as well as a bleach at 456 nm, indicative of $[\text{Co}^{II}]$ consumption. Charge recombination reactions of $[\text{Co}^{I}]$ with the oxidized indole products occurs on the millisecond timescale. At pH 3 (Figure 4.4), the transient difference spectrum shows no absorption indicative of $[\text{Co}^{I}]$ formation at 25 μs delays or longer. A persistent bleach centered at 456 nm consistent with consumption of $[\text{Co}^{II}]$ is observed at time delays...
between 25 μs and 50 ms, and steady-state absorption spectra observed at photolysis intervals indicate irreversible consumption of [Co\textsuperscript{II}]. Several explanations for this behavior were considered, and the irreversible reactivity of [Co\textsuperscript{II}] is likely due to a combination of these processes. First, formation of the desired hydride species, HCo(dmgBF\textsubscript{2})\textsubscript{2}(H\textsubscript{2}O) [Co\textsuperscript{IIIH}] (which has no strong absorption in this region), could arise via two pathways; reduction of [Co\textsuperscript{III}] followed by protonation or reactivity of [Co\textsuperscript{II}] with H\textbullet{}, formed via proton scavenging of $e_{aq}^{-}$. Low concentrations of [Co\textsuperscript{IIIH}] could impede a bimolecular pathway for hydrogen evolution or, as suggested by the electrochemistry, additional reduction may be necessary for H\textsubscript{2} evolution. However, even if additional reduction of [Co\textsuperscript{IIIH}] to form [Co\textsuperscript{IIH}] is necessary, the abundance of reducing equivalents available upon bulk photoionization of indole should open up a catalytic pathway for H\textsubscript{2} evolution, regenerating [Co\textsuperscript{II}]. Further, acidic conditions may catalyze decomposition pathways triggered by cobaloxime reduction and, lastly, scavenging of $e_{aq}^{-}$ by protons could limit reducing equivalents available for cobaloxime reduction.
Figure 4.3 Transient difference spectra at pH 7 for the reaction of Co(dmgBF$_2$)$_2$(H$_2$O)$_2$ with e$_{aq}^–$, formed via photoionization of indole. Conditions: 1 mM indole, 10 mM pH 7 KPi at 100 mM ionic strength (Na$_2$SO$_4$), 136 μM Co(dmgBF$_2$)$_2$(H$_2$O)$_2$, $\lambda_{ex} = 266$ nm.

Figure 4.4 Transient difference spectra at pH 3 for the reaction of Co(dmgBF$_2$)$_2$(H$_2$O)$_2$ with e$_{aq}^–$, formed via photoionization of indole. Conditions: 1 mM indole, 10 mM pH 3 KPi at 100 mM ionic strength (Na$_2$SO$_4$), 144 μM Co(dmgBF$_2$)$_2$(H$_2$O)$_2$, $\lambda_{ex} = 266$ nm.
Ultimately, a clear interpretation of the kinetics of cobaloxime reactivity with $e_{aq}^-$ at low pH is complicated by multiple unproductive pathways that consume $e_{aq}^-$ and the cobaloxime. Additional experiments are warranted, but data interpretation is likely to be challenging.

**Pulse Radiolysis**

In pulse radiolysis experiments, a Van de Graaff accelerator generates pulses of high-energy electrons which initiate the ionization of water to primarily yield solvated electrons ($e_{aq}^-$) and •OH (Scheme 4.3). In typical experiments, •OH is scavenged and the $e_{aq}^-$ provides a reducing equivalent, either directly or indirectly.

\[
\text{H}_2\text{O} \xrightarrow{2 \text{ MeV electrons}} e_{aq}^-, \cdot \text{OH}, (\text{H}^+, \text{H}_2, \text{H}_2\text{O}_2)
\]

Scheme 4.3

Initial experiments were carried out in argon saturated solutions containing 500 mM \text{tBuOH}; \text{tBuOH} scavenges •OH, leaving the solvated electron to reduce the [Co$^{II}$] catalyst (“electron method,” Scheme 4.4). Upon radiolysis, kinetics traces were collected at 20 nm intervals between 380 and 800 nm, with additional measurements made near the peak maxima and minima of transient absorptions and bleaches, respectively. The absorption differences at 40 μs were plotted for each sample interval recorded, generating a transient difference spectra (Figure 4.5). At pH 8, a large absorption centered at 606 nm and a bleach centered at 456 nm were observed in the difference spectra, indicating that [Co$^{II}$] was reduced to [Co$^{I}$]. The kinetics traces at 610 nm were fit to a single exponential, and the observed first-order rate constants obtained are linearly dependent on the concentration of [Co$^{II}$], giving a second-order rate constant for reduction of [Co$^{II}$] by $e_{aq}^-$ of $4.5 \times 10^{10} \text{ M}^{-1} \text{ s}^{-1}$.
(Figure 4.6). At pH 4, the transient difference spectrum indicated substantially reduced yield of [Co], based on the initial dose of solvated electrons, as compared to the data collected at pH 8. This discrepancy is explained by the reactivity of $e_{aq}^-$ with protons to form $H\cdot$, which occurs with a rate of $2.3 \times 10^{10} \text{ M}^{-1} \text{ s}^{-1}$ and competes with the reduction of [Co$^{II}$].\textsuperscript{26} This reactivity presents significant challenges for studying the protonation of the [Co$^1$] species; as the concentration of protons is increased, less [Co$^1$] is produced.

\begin{equation}
\cdot OH + \cdot \text{BuOH} \rightarrow H_2O + 0.96 (\cdot \text{CH}_2)(\cdot \text{CH}_3)_2\text{COH} + 0.04 (\cdot \text{CH}_3)_3\text{CO}\cdot
\end{equation}

Scheme 4.4

Figure 4.5 Difference spectra for the reaction of Co(dmgBF$_2$)$_2$(H$_2$O)$_2$ with $e_{aq}^-$, determined from kinetics traces 40 $\mu$s after radiolysis pulse at pH 4 and 8. Conditions: 10 mM Na$_2$HPO$_4$, 500 mM tBuOH, and ca. 45 $\mu$M Co(dmgBF$_2$)$_2$(H$_2$O)$_2$, Ar atmosphere, pH adjusted with H$_2$SO$_4$. 
To circumvent the challenges associated with $e_{aq}^-$ at low pH, a second set of experiments was carried out in solutions containing 10 mM NaHCO$_2$ and saturated with N$_2$O; N$_2$O scavenges all solvated electrons formed upon ionization to form $\cdot$OH (as well as N$_2$ and OH$^-$), which reacts with HCO$_2^-$ to form the potent reductant, CO$_2$$^\cdot^{-}$, capable of transferring an electron to [Co$^{II}$] ("formate method," Scheme 4.5). This method circumvents problems associated with deleterious proton reactivity, as the electrons are exclusively scavenged by N$_2$O and CO$_2$$^\cdot^{-}$ is not easily protonated.
Similar to experiments with $e_{aq}^-$, kinetics traces were recorded at 20 nm intervals between 380 and 800 nm and a transient difference spectrum was constructed at 40 $\mu$s after radiolysis for samples at pH 4 and 8. At both pH 4 and 8, a large absorption centered at 606 nm and a bleach centered at 456 nm were observed in the difference spectra, indicating that [Co$^{II}$] was reduced to [Co$^{I}$] (Figure 4.7). When compared to the difference spectrum obtained via reaction with $e_{aq}^-$, the magnitude of the bleach at 456 nm was identical, yet the absorption centered at 606 nm was approximately two-thirds the magnitude of that observed in the previous experiment. Kinetics traces were then measured at longer timescales, and a transient difference spectrum was constructed at a 500 ms time delay, which precisely matched the 40 $\mu$s spectrum obtained via reaction with $e_{aq}^-$. Similarly, the reduction could be treated as a pseudo-first-order reaction as the concentration of the cobaloxime was significantly greater than CO$_2$•–, and the observed first-order rate constants for the formation of [Co$^I$] obtained from kinetics traces at 610 nm were plotted as versus the concentration of [Co$^{II}$] to obtain a second-order rate constant for reduction of [Co$^{II}$], 1.1 x 10$^9$ M$^{-1}$ s$^{-1}$ (Figure 4.8). The rate of [Co$^{II}$] reduction by CO$_2$•– is over an order of magnitude slower than that by $e_{aq}^-$. This discrepancy is attributed to the differing mechanisms of reduction. An inner-sphere mechanism for reduction of [Co$^{II}$] by CO$_2$•– is thought to be responsible for the slow timescale, though CO$_2$ does not remain bound to
the reduced species. Samples at lower pH were also studied in an attempt to study the protonation process; however, the high proton concentration promoted catalyst degradation, complicating the reaction kinetics as the decomposition products also react with the reductants (*vide infra*).

**Figure 4.7** Difference spectra for the reaction of Co(dmgBF$_2$)$_2$(H$_2$O)$_2$ with CO$_2$$^-$, determined from kinetics traces 40 μs or 500 ms after radiolysis pulse. Conditions: 10 mM Na$_2$HPO$_4$, 10 mM NaHCO$_3$, and ~45 μM Co(dmgBF$_2$)$_2$(H$_2$O)$_2$, N$_2$O atmosphere, pH adjusted with H$_2$SO$_4$.

**Figure 4.8** Observed first-order rate of Co(dmgBF$_2$)$_2$(H$_2$O)$_2$ reduction by CO$_2$$^-$ determined from the bleach of Co(dmgBF$_2$)$_2$(H$_2$O)$_2$ signal at 456 nm. Based on the linear relationship of the first-order rate constant to cobaloxime concentration was observed, a second-order rate constant of 1.1 x 10$^9$ M$^{-1}$ s$^{-1}$ was determined.
A third scavenging technique was employed, in an attempt to observe the $[\text{Co}^{\text{III}}\text{H}]$ spectrum. In solutions containing 500 mM 'BuOH and 0.3 M H$_2$SO$_4$ under an argon atmosphere, H• is quantitatively formed from $e_{aq}^-$ upon radiolysis, along with •'BuOH ("H• method," Scheme 4.6).

Motivated by the reactivity of N-meso-CoL$^{2+}$ ($L = 5,7,7,12,14,14$-hexamethyl-1,4,8,11-tetraazacyclotetradeca-4,11-diene) with H• to form the corresponding Co$^{\text{III}}$H species, we aimed to observe similar reactivity with $[\text{Co}^{\text{II}}]$. However, attempts to observe the resulting spectrum were met with challenges arising from the decomposition of $[\text{Co}^{\text{II}}]$ at such a high acid concentration. In response, a rapid mix technique was employed wherein two sample mixtures, one containing 1 M 'BuOH and 180 μM $[\text{Co}^{\text{II}}]$ and the second containing 0.6 M H$_2$SO$_4$, were rapidly combined in a mixing chamber before being injected to the sample observation chamber. With the pulse occurring within 1 second of mixing, negligible decomposition occurs before detection. The difference spectrum obtained at 5 ms shows a bleach at 456 nm and a new absorption at 300 nm. The absolute spectrum shows a peak shoulder at 350 nm with a tail into the visible region (Figure 4.9). The spectrum was tentatively assigned to $[\text{Co}^{\text{III}}\text{H}]$, as the absorption spectrum displayed similar features to the isolable MeCo(dmgBF$_2$)$_2$, which has a peak at 370 nm trailing into the visible region. However, the features in the deep UV were unresolved and discrepancies between molar extinction coefficients appeared during data analysis. Further, questions arose about
the potential reactivity of [CoII] with •BuOH; reaction of this radical with N-rac-CoL\textsuperscript{2+} was observed in previous studies (\(k = 1.4 \times 10^6 \text{ M}^{-1} \text{s}^{-1}\)).\textsuperscript{26}

![Figure 4.9](image)

**Figure 4.9** Absolute spectrum of Co(dmgBF\textsubscript{2})(H\textsubscript{2}O)\textsubscript{2} + H• obtained from kinetics traces 40 μs after radiolysis pulse, obtained via the “H• method” and overlaid with the absorption spectrum of MeCo(dmgBF\textsubscript{2})\textsubscript{2} in acetonitrile. Conditions: 0.5 M 'BuOH, 0.3 M H\textsubscript{2}SO\textsubscript{4}, and 90 μM Co(dmgBF\textsubscript{2})(H\textsubscript{2}O)\textsubscript{2}, Ar atmosphere, prepared via rapid mixing.

To further probe the potential reactivity of [CoII] with •BuOH, N\textsubscript{2}O sparged solutions containing 'BuOH and [CoII] at pH 8 were examined. Under these conditions, radiolysis should primarily yield •BuOH (Scheme 4.7). As indicated by the kinetics trace at 465 nm, [CoII] is consumed upon reaction with •BuOH to form an alkyl adduct, [Co\textsuperscript{III}R]. The kinetics trace was analyzed, accounting for the self-recombination pathways of •BuOH (\(k = 1.05 \times 10^9 \text{ M}^{-1} \text{s}^{-1}\))\textsuperscript{27} to obtain a second-order rate constant for the reaction of [CoII] with •BuOH (\(k = 3.5 \times 10^7 \text{ M}^{-1} \text{s}^{-1}\), Figure 4.10). Based on radiolysis yields, 4.5 μM of •BuOH were produced, yet only 1.5 μM of [CoII] are consumed, indicating the other two-thirds of •BuOH self reacted. Considering the reaction yield of •BuOH with [CoII], a transient absolute spectrum of [Co\textsuperscript{III}R] was calculated (Figure 4.11). Absorption features similar to
those seen in traces obtained via the “H• method” are observed. Based on the experimentally determined reactivity of •tBuOH, the spectrum of this adduct could be subtracted from the “H• method” spectrum to obtain an absorption profile of the hydride, though to date, difficulties in data analysis have prevented this.

\[
e_{aq}^- + \text{N}_2\text{O} \rightarrow \cdot\text{OH} + \text{N}_2 + \text{OH}^- \\
\cdot\text{OH} + ^\cdot\text{tBuOH} \rightarrow \text{H}_2\text{O} + ^\cdot\text{tBuOH}
\]

Scheme 4.7

**Figure 4.10** Kinetics trace and simulation observed at 465 nm for the reaction of Co(dmgBF$_2$)$_2$(H$_2$O)$_2$ + ^•tBuOH. Simulation accounts for self-recombination of ^•tBuOH ($k = 1.05 \times 10^9$ M$^{-1}$ s$^{-1}$); second-order rate constant for reaction of Co(dmgBF$_2$)$_2$(H$_2$O)$_2$ + ^•tBuOH was determined to be $3.5 \times 10^7$ M$^{-1}$ s$^{-1}$. Conditions: 10 mM Na$_2$HPO$_4$, 500 mM ^•tBuOH and 50 μM Co(dmgBF$_2$)$_2$(H$_2$O)$_2$, N$_2$O atmosphere, pH 8.
Figure 4.11 Absolute spectrum of Co(dmgBF₂)₂(H₂O)₂ + t'BuOH obtained from kinetics traces ~3 ms after radiolysis pulse. Conditions: 10 mM Na₂HPO₄, 500 mM t'BuOH and 50 μM Co(dmgBF₂)₂(H₂O)₂, N₂O atmosphere, pH 8.

Challenges in Aqueous Mechanistic Studies

Ultimately, mechanistic investigations in aqueous conditions are thwarted by issues associated with catalyst degradation. Berben and Peters noted that Faradaic yields from bulk electrolysis experiments at pH 4 were limited to 15%, and attributed the incomplete production of hydrogen to catalyst degradation.¹⁰ Here, catalyst stability studies were carried out at several pHs, and while no substantial decomposition was observed in pure water, significant degradation occurred in both acidic and basic buffered solutions. In many pulse radiolysis experiments, sample aliquots were pulsed up to three times and the initial pulse was usually discarded to account for reaction of reductants with degradation impurities, which were usually consumed with the first pulse. At short timescales, the second and third pulses were usually reproducible, but at longer timescales the pulse-to-pulse reproducibility became a significant issue. Experimental limitations prevented similar impurity removal with photoionization methods. Further, the photo- or radiation-triggered
generation of reducing equivalents, like $e_{aq}^-$, is typically limited to concentrations on the μM scale, and degradation induced impurities influence reaction kinetics significantly at these concentrations.

**Summary**

Photo- and radiation-triggered generation of solvated electrons (and other reducing equivalents) has been utilized to reduce $[\text{Co}^{II}]$ to $[\text{Co}^I]$, and transient optical measurements have provided kinetics details about the electron transfer process. Yet while photoionization and pulse radiolysis methods have shown that solvated electrons can rapidly reduce $[\text{Co}^{II}]$ to $[\text{Co}^I]$, $e_{aq}^-$ generated at low pH are scavenged by protons, complicating the $[\text{Co}^I]$ protonation and $[\text{Co}^{III}H]$ reactivity studies of interest. Further complications arise from acid-catalyzed degradation of the cobaloxime, yielding impurities that significantly influence the reaction kinetics. Ultimately, practical application of these unstable catalysts in a homogeneous system is unlikely, suggesting no further need to pursue these studies. However, work by Berben and Peters has suggested that surface immobilization of catalysts on electrodes leads to active hydrogen evolution in aqueous solutions at low overpotentials, and future mechanistic work should focus on heterogeneous systems.

**Acknowledgement**

The pulse radiolysis data reported here was collected at Brookhaven National Laboratory with assistance from Dr. Dmitry Polyanskiy and Dr. Etsuko Fujita. This work was supported by the NSF Center for Chemical Innovation (Powering the Planet, CHE-0802907, CHE-0947829), the Arnold and Mabel Beckman Foundation, CCSER (Gordon and Betty Moore Foundation), and the BP MC² program.
Experimental Details

General

All materials, unless noted, were used as received. Co(dmgBF₂)(H₂O)₂ was prepared according to the method of Bakac and Espenson.²⁸ UV-visible absorption measurements were carried out using a Hewlett Packard 8452 UV-Vis spectrophotometer in 1 cm pathlength quartz cuvettes.

Photoionization experiments

Time-resolved spectroscopic measurements were carried out at the Beckman Institute Laser Resource Center. Laser excitation was provided by 8 ns pulses from a 10 Hz Q-switched Nd:YAG laser (Spectra-Physics Quanta-Ray PRO-Series). The third harmonic was used directly for NADH experiments (λ₁ = 355 nm), while the fourth harmonic was used for indole experiments (λ₂ = 266 nm). Probe light for transient absorption kinetics measurements was provided by a 75 W arc lamp (PTI Model A 1010) that could be operated in continuous wave or pulsed modes. Timing between the laser and the probe light was controlled by a digital delay generator (EG&G 9650). After passing through the sample collinearly with the laser beam, scattered excitation light was rejected by suitable long pass and short pass filters, and probe wavelengths were selected for detection by a double monochromator (Instruments SA DH-10) with 1 mm slits. Transmitted light was detected with a photomultiplier tube (PMT, Hamamatsu R928). The PMT current was amplified and recorded with a transient digitizer (LeCroy 9354A or Tektronix DSA 602). Absorption data were averaged over at least 500 laser pulses. The data were converted to units of ΔOD (ΔOD = –log₁₀(I/I₀), where I is the time-resolved probe-light intensity with laser excitation, and I₀ is the intensity without excitation).
Probe light for transient absorption measurements was provided by white light flash lamp sources with either nanosecond or microsecond durations. Probe light was transported via a fiber optic and split by a partial reflector. Approximately 70% of the probe light was passed through the sample, with the remainder directed around the sample as a reference beam. Sample excitation by the laser beam was collinear with the probe light. Light intensity was read by two photodiode arrays (Ocean Optics S1024DW Deep Well Spectrometer), with scattered excitation light rejected by a long pass filter. The timing synchronization of the laser fire, flashlamp fire, and photodiode array readout was controlled by a series of timing circuits triggered by either a laser lamp sync pulse. The photodiode readout was interfaced with a PC via a National Instruments multifunction input/output card. Measurements were made with and without excitation, and corrected for background light. Difference spectra were averaged over approximately 500 shots.

All instruments and electronics in these systems were controlled by software written in LabVIEW (National Instruments). Data manipulation was performed with MATLAB R2008a (Mathworks, Inc.) and graphed with Igor Pro 5.01 (Wavemetrics).

*Photoionization Sample Preparations:*

**NADH**

Typical solutions contained 300–1000 μM NADH and 100–150 μM Co(dmgBF₂)₂(H₂O)₂ in 10 mM KPi buffer. Solutions were degassed through repeated pump-purge cycles with argon.
Indole was recrystallized prior to use. Solutions were heated to moderate temperatures (35–40 °C) until the indole dissolved. Typical samples contained 1 mM indole, 10 mM KPi buffer with 100 mM ionic strength adjusted with Na₂SO₄, and ~150 μM Co(dmgBF₂)₂(H₂O)₂. Solutions were degassed through repeated pump-purge cycles with argon.

**Pulse Radiolysis Experiments**

Pulse radiolysis transient absorption experiments were carried out with a 2 MeV Van de Graaff accelerator at Brookhaven National Laboratory. Pulse lengths were typically 0.2–3 μs. Except for experiments collected via the H• method, samples were degassed in a quartz pulse-radiolysis cell consisting of a 50 mL reservoir that drains into a 2 cm x 1 cm x 0.5 cm cell. The samples were irradiated through the 0.5 cm dimension and probe light was passed through a 2 cm pathlength. At short timescales (<100 μs), a Xe arc lamp was utilized, while a Tungsten lamp provided probe light for other experiments. After passing through the sample, probe wavelengths were selected for detection by a double monochromator. Transmitted light was detected with a photomultiplier tube and data was recorded by a PC-controlled CAMAC-based data acquisition and control system. Irradiated solution aliquots were drained from the cell after 1, 2, or 3 shots, as noted, and the sample chamber was filled with fresh solution. Difference spectra were scaled with a dosimetry correction. Absolute spectra were calculated from difference spectra by adding the absorption of the Co(dmgBF₂)₂(H₂O)₂.
Pulse Radiolysis Sample Preparation.

Electron Method

Samples contained 10 mM Na$_2$HPO$_4$ and were adjusted to the desired pH with H$_2$SO$_4$, 500 mM ‘BuOH and ~40 μM Co(dmgBF$_2$)$_2$(H$_2$O)$_2$ and were sparged with argon for at least 20 minutes. Each sample aliquot was radiolyzed three times; the first sample was discarded while data from the second and third shots were utilized.

Formate Method

Samples contained 10 mM Na$_2$HPO$_4$ and were adjusted to the desired pH with H$_2$SO$_4$, 10 mM NaHCO$_3$, and ~40 μM Co(dmgBF$_2$)$_2$(H$_2$O)$_2$ and were sparged with N$_2$O for at least 20 minutes. Each sample aliquot was radiolyzed three times; the first sample was discarded while data from the second and third shots were utilized.

H• Method

Samples were prepared via rapid mixing to minimize acid catalyzed cobaloxime degradation. One syringe was filled with a solution containing 1 M ‘BuOH and 180 μM Co(dmgBF$_2$)$_2$(H$_2$O)$_2$ and a second syringe was filled with 0.6 M H$_2$SO$_4$. Syringe volumes were sparged with argon for at least 20 minutes. Equal aliquots of each were injected into a mixing chamber via a computer controlled syringe pump and the sample was radiolyzed within 1 second of mixing. Each sample was pulsed only once.

‘BuOH Method

Samples contained 10 mM Na$_2$HPO$_4$, 500 mM ‘BuOH and 50 μM Co(dmgBF$_2$)$_2$(H$_2$O)$_2$ at pH 8 and were sparged with N$_2$O atmosphere for at least 20 minutes.
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Chapter 5

CATALYTIC H₂ EVOLUTION FROM A BINUCLEAR COBALOXIME

Portions of this work are excerpted with permission from:


Unpublished Material Copyright 2010 American Chemical Society
Introduction

Efficient catalytic reduction of protons to dihydrogen is necessary for one half of a functioning solar water splitting system. Significant progress has been made in developing and understanding catalysts capable of producing hydrogen from acidic media, using either small molecule mimics of hydrogenase active sites or other synthetic systems. Difluoroboryl-bridged CoII-diglyoxime complexes have been shown to catalyze hydrogen evolution at low overpotentials.\(^1\) With these complexes, hydrogen evolution is initiated upon reduction to CoI which is believed to react with a proton donor to form a CoII-hydride (CoIIH). The CoIIH intermediate can either undergo subsequent protonation to release H\(_2\) and generate a CoIII species that is reduced to regenerate the catalyst (heterolytic route), or it can react in a bimolecular fashion with another CoIIH to eliminate H\(_2\) (homolytic route). Alternatively, CoIIH can be reduced further to form CoIIH, which can react via similar heterolytic or homolytic routes. Digital simulations of electrocatalytic waves performed by Hu et al. indicated that bimetallic reactivity of two CoII hydrides is predominately responsible for hydrogen evolution and our recent electron transfer studies (reported in Chapter 2) revealed that the barriers to H\(_2\) evolution associated with this pathway are more favorable than those for the protonation of a CoIIH.\(^2,3\) The work presented in Chapter 3 suggests that under conditions in which CoIIH is present in low concentrations and an excess of reducing equivalents are available, the hydrogen evolution pathway via protonation of CoIIH is favored.\(^4\)

In the low-barrier homolytic pathway, two CoIIH species must diffuse together in solution in order to react and release H\(_2\). While findings suggest that the rate-limiting step for hydrogen evolution may be hydride formation,\(^2\) immobilization onto an electrode surface, as may be required in an efficient water splitting device, might inhibit the bimolecular
pathway and decrease the device’s efficiency.\textsuperscript{5-7} Binuclear analogues of many catalysts that rely on bimetallic cooperative activity show enhanced activity when compared to the monomeric species, including certain Ru and Os diporphyrin H\textsubscript{2} evolving catalysts with cofacial orientation.\textsuperscript{8,9} In one noteworthy example, Jones and coworkers showed that a “bisalen” analogue of Jacobsen’s Co-(salen) catalyst for hydrolytic kinetic resolution of racemic epoxides (a reaction that also shows a second-order kinetic dependence on catalyst) maintained activity when linked to a solid support, while function of the analogous monomer was essentially shut off when immobilized.\textsuperscript{10-12} Thus, with a cobaloxime modified electrode in mind and an interest in potentially increasing catalytic H\textsubscript{2} evolution rates, we synthesized and electrochemically characterized a covalently linked dicobalt catalyst.

**Results and Discussion**

The synthesis for an octamethylene-linked bis(glyoxime) ligand, tetradecane-2,3,12,13-tetraone tetraoxime (L\textsubscript{H\textsubscript{4}}), was adapted from the procedure of Busch and coworkers (Scheme 5.1).\textsuperscript{13} Reaction of the ligand with 2 eq. diphenylglyoxime and 2 eq. cobalt(II) dichloride in ethanol, followed by addition of 4 eq. pyridine and air as an oxidant yielded a mixture of products, including the desired binuclear Co\textsuperscript{III}Cl complex 5.1, mononuclear ClCo\textsuperscript{III}(dpgh\textsubscript{H})\textsubscript{2}py, and the singly metalated ligand ClCo\textsuperscript{III}(dpgh\textsubscript{H})(L\textsubscript{H\textsubscript{3}})py (dpgh\textsubscript{2} = diphenylglyoxime, py = pyridine, Scheme 5.2). Product purification issues prevented us from isolating the analogous binuclear species with a dimethylglyoxime ligand.

![Scheme 5.1](image-url)
The reaction mixture was separated via column chromatography and **5.1** was isolated in 10% yield. The oxime-linking hydrogen atoms of **5.1** were replaced by bridging BF₂ groups, which have been shown to engender enhanced coordination stability and positively shift the reduction potentials of the resulting complexes by reflux with excess boron trifluoride in acetonitrile (Scheme 5.2). Under these conditions, the axial pyridine was displaced by acetonitrile, yielding the desired binuclear catalyst **5.2**.

![Scheme 5.2](image)

**ClCo(dmgH)(dpgH)py** was synthesized by the method of Gupta, and reaction with boron trifluoride diethyl etherate provided **ClCo(dmgBF₂)(dpgBF₂)(CH₃CN)**, **5.3**, as a mononuclear analogue of **5.2** (**dmgH₂** = dimethylglyoxime, Figure 5.1).

![Figure 5.1 Binuclear (5.2) and mononuclear (5.3) cobaloximes studied as hydrogen evolving catalysts.](image)

The cyclic voltammogram of **5.2** (Figure 5.2) measured in 0.1 M \([\text{Bu}_4\text{N}][\text{PF}_6]\) acetonitrile solution revealed an irreversible reduction at ~0.2 V vs. SCE, attributed to the Co\(^{III/II}\) reduction accompanied by the loss of an axial chloride, and a reversible redox process at
−0.37 V vs. SCE, assigned to the Co$^{II/III}$ couple. Electrochemical measurements of 5.3 under similar conditions also revealed an irreversible Co$^{III/II}$ couple at ~0.2 V vs. SCE and the Co$^{II/III}$ couple at −0.37 V vs. SCE (Figure 5.3). The identical Co$^{II/III}$ reduction potentials for 5.2 and 5.3 are due to the similarity in electronic properties between the respective ligands. The methyl and alkyl substituents of dimethylglyoxime and tetradecone-2,3,12,13-tetraocone tetraoxime have similar electron-donating properties, and the redox potentials the mixed dioxime complexes 2 and 3 lie, unsurprisingly, in between the corresponding Co$^{II/III}$ potentials of Co(dpgBF$_2$)$_2$(CH$_3$CN)$_2$ (2) and Co(dmgBF$_2$)$_2$(CH$_3$CN)$_2$ (1), which appear at −0.28 and −0.55 V vs. SCE, respectively. The Co$^{II/III}$ reductions of both 5.2 and 5.3 are well-defined and reversible with peak separations of approximately 70 mV, consistent with a reversible one-electron transfer process at each metal site and suggesting no electronic communication between the two cobalt centers.$^{15}$

![Figure 5.2 Cyclic voltammogram of 0.372 mM 5.2 in 0.1 M [NBu$_4$][PF$_6$] CH$_3$CN solution. Scan rate = 100 mV/s.](image-url)
The diffusion coefficients for 5.2 and 5.3 were determined from the scan rate dependence of the CoII/I peak current in the absence of acid.

\[ i_c = 0.4463 \, nFAC \left( \frac{nFvD}{RT} \right)^{1/2} \quad \text{Equation 5.1} \]

The Randles-Sevcik equation (Equation 5.1) was utilized to determine the diffusion coefficient, which relates the peak height, \( i_c \), to analyte concentration \( C \) (mol cm\(^{-3}\)), area of the electrode surface \( A \) (0.07 cm\(^2\)), scan rate \( v \) (V s\(^{-1}\)), and diffusion coefficient of the analyte \( D \) (cm\(^2\) s\(^{-1}\)). \( F \) is Faraday’s constant (96485 C mol\(^{-1}\)), \( n \) is the number of electrons appearing in a half reaction for the redox couple (\( n = 1 \) for 5.3, \( n = 2 \) for 5.2), \( R \) is the universal gas constant (8.314 J mol\(^{-1}\) K\(^{-1}\)), and \( T \) is temperature (K). Plots of peak height current vs. (scan rate)\(^{1/2}\) showed a linear relationship, indicating a diffusion controlled process, and the slope of the linear fit (\( b = i_c/v^{1/2} \)) was utilized to determine diffusion coefficient (Figure 5.4, Figure 5.5). Each experiment was repeated three times, and calculated diffusion coefficients were consistent between runs. As expected, bulkier 5.2 has a substantially smaller value for the diffusion coefficient (2.0 x 10\(^{-6}\) cm\(^2\) s\(^{-1}\)) than the mononuclear complex 5.3 (8.0 x 10\(^{-6}\) cm\(^2\) s\(^{-1}\)).
Upon addition of TsOH·H₂O (p-toluenesulfonic acid monohydrate) to solutions of both 5.2 and 5.3 in an inert atmosphere, catalytic waves were observed at a potential slightly negative of the formal reduction potential, E°(CoII/I), of the species, indicating catalytic hydrogen evolution (Figure 5.6, Figure 5.7). Similar to the electrocatalytic behavior of
Co(dpgBF$_2$)$_2$(CH$_3$CN)$_2$ and Co(dmgBF$_2$)$_2$(CH$_3$CN)$_2$, catalytic waves at low acid concentrations exhibited peak-like shapes, indicative of an electrocatalytic process wherein catalysis occurs rapidly enough that current is controlled by diffusion of acid to the electrode surface.

Under higher acid-to-catalyst ratios, the catalytic waves approached a plateau shape. Under conditions where acid concentration is not depleted in the reaction region, a plateau shape of catalytic current indicates that the rate of reduction of the catalytic species at the electrode is equivalent to the rate of its reoxidation by the acid.

**Figure 5.6** (left) Cyclic voltammogram of 0.372 mM 5.2 in 0.1 M [NBu$_4$][PF$_6$] at a scan rate of 100 mV s$^{-1}$ in the presence of p-toluene sulfonic acid monohydrate (right). Dependence of catalytic plateau current on acid concentration, fit to $i = b[\text{TsOH}]^{1/2} + c$, $b = 5.05 \times 10^{-4}$ A M$^{-1}$, $c = -2.4 \times 10^{-6}$ A. The plateau current was set to zero in the absence of acid, as predicted by Equation 5.2, even though the catalyst has a nonzero peak current under such conditions.
Figure 5.7 (left) Cyclic voltammogram of 0.524 mM 5.3 in 0.1 M [NBu4][PF6] at a scan rate of 100 mV s⁻¹ in the presence of p-toluene sulfonic acid monohydrate (right). Dependence of catalytic plateau current on acid concentration, fit to \( i_p = b[\text{TsOH}^{1/2} + c, b = 6.7 \times 10^{-4} \text{ A M}^{-1}, c = -4.4 \times 10^{-4} \text{ A}. \) The plateau current was set to zero in the absence of acid, as predicted by Equation 5.2, even though the catalyst has a nonzero peak current under such conditions.

The plateau current of both 5.2 and 5.3 follow a first-order dependence on the concentration of acid and are less than first-order in concentration of catalyst, similar to the electrocatalytic behavior observed for Co(dmgBF₂)₂(CH₃CN)₂ (Figure 5.6, Figure 5.7, Figure 5.8, Figure 5.9). However, for calculation of the overall rate constant for H₂ evolution, the reaction was taken as first-order in both acid and catalyst concentration (\textit{vide infra}).
Figure 5.8 Dependence of catalytic plateau current on concentration of catalyst 5.2 at 12 mM \( p \)-toluene sulfonic acid monohydrate in 0.1 M \([\text{NBu}_4][\text{PF}_6]\) at a scan rate of 100 mV s\(^{-1}\). The plateau current was set to zero in the absence of acid, as predicted by Equation 5.2, even though the catalyst has a nonzero peak current under such conditions.

Figure 5.9 Dependence of catalytic plateau current on concentration of catalyst 5.3 at 20 mM \( p \)-toluene sulfonic acid monohydrate in 0.1 M \([\text{NBu}_4][\text{PF}_6]\) at a scan rate of 100 mV s\(^{-1}\). The plateau current was set to zero in the absence of acid, as predicted by Equation 5.2, even though the catalyst has a nonzero peak current under such conditions.

The overall rate constant for \( \text{H}_2 \) evolution was estimated from the height of the catalytic plateau current for 5.2 and 5.3. For a reaction that is first order in both catalyst and acid,
the current in the plateau region \( i_\text{c} \) (in A) is related to the concentrations of catalyst ([Co], in mol cm\(^{-3}\)) and acid ([TsOH-H\(_2\)O], in M) in M by

\[
i_\text{c} = nFA[Co](Dk[TsOH])^{1/2}
\]

Equation 5.2

where \( n \) is the number of electrons for the overall H\(_2\) evolution reaction (\( n = 2 \) for 5.3, \( n = 4 \) for 5.2), \( F \) is Faraday’s constant (96,485 C mol\(^{-1}\)), \( A \) is the area of the electrode surface (0.07 cm\(^2\)), \( D \) is the diffusion coefficient (cm\(^2\) s\(^{-1}\)), and \( k \) is the reaction rate constant (M\(^{-1}\) s\(^{-1}\)). A plot of \( i_\text{c} \) vs. [TsOH] was fit to the equation 

\[
i_\text{c} = bx^{1/2} + c,
\]

where \( b = nFA[Co](Dk)^{1/2} \). The plateau current was set to zero in the absence of acid, as predicted by equation 5.2, even though the catalyst has a nonzero peak current under such conditions.

From the relationship of peak current vs. concentration of TsOH-H\(_2\)O, estimates for the overall catalytic rate constants for hydrogen evolution were made (Figure 5.6, Figure 5.7). The apparent rate constant for 5.2, 1200 M\(^{-1}\) s\(^{-1}\), is similar to that for 5.3, 800 M\(^{-1}\) s\(^{-1}\), and both lie between the measured values for Co(dpgBF\(_2\))\(_2\)(CH\(_3\)CN)\(_2\) and Co(dmgBF\(_2\))\(_2\)(CH\(_3\)CN)\(_2\) (Table 5.1). Taken together, these results support the previous assignment of a reaction pathway in which the formation of the hydride is rate limiting: catalysis is first order in acid, less than first order in catalyst, and the binuclear systems exhibits no enhancement in activity.
Table 5.1 Reduction potentials, apparent rate constants, and diffusion coefficients for cobaloxime catalysts.

<table>
<thead>
<tr>
<th>Complex</th>
<th>$E^\circ$ (Co(III/II))</th>
<th>$E^\circ$ (Co(II/I))</th>
<th>$k_{app}$ (M$^{-1}$ s$^{-1}$)</th>
<th>$D$ (cm$^2$/s)</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co(dmgBF$_2$)$_2$(CH$_3$CN)$_2$</td>
<td>$\sim$0.2</td>
<td>-0.55</td>
<td>7000</td>
<td>$8.0 \times 10^{-6}$</td>
<td>2</td>
</tr>
<tr>
<td>Co(dpgBF$_2$)$_2$(CH$_3$CN)$_2$</td>
<td>$\sim$0.3</td>
<td>-0.28</td>
<td>200</td>
<td>$1.4 \times 10^{-6}$</td>
<td>2</td>
</tr>
<tr>
<td>5.2</td>
<td>$\sim$0.2</td>
<td>-0.37</td>
<td>1200</td>
<td>$2.0 \times 10^{-6}$</td>
<td>This work</td>
</tr>
<tr>
<td>5.3</td>
<td>$\sim$0.2</td>
<td>-0.37</td>
<td>800</td>
<td>$8.0 \times 10^{-6}$</td>
<td>This work</td>
</tr>
</tbody>
</table>

$^a$ Diffusion coefficient determined by simulation of CV in absence of acid  
$^b$ Diffusion coefficient determined from scan rate dependence.

Conclusions

In summary, we have prepared a novel binuclear cobaloxime 5.2 that is an efficient catalyst for H$_2$ evolution and gleaned key mechanistic details of catalytic hydrogen evolution by directly comparing the catalytic rates to a mononuclear analogue 5.3. Electrochemical experiments reveal no enhancement in the rate of H$_2$ evolution, further supporting the previous conclusions of Peters and coworkers, who showed electrocatalysis is first order in acid and first order or less than first order in catalyst. If a homolytic reaction pathway for hydrogen evolution predominates, covalent surface attachment of a mononuclear catalyst to an electrode will likely inhibit cooperative activity while a binuclear species such as 5.2 will maintain catalytic function. With this new catalyst in hand, we are poised to carry out those experiments.
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Experimental Details

Reagents

All synthetic procedures and electrochemical measurements were performed under anaerobic and anhydrous conditions under an atmosphere of argon or nitrogen, with the exception of the preparation of the ligand. Dry acetonitrile was prepared by passing commercially available dry solvent over an activated alumina column and was stored on 4Å sieves under nitrogen. Tetrabutylammonium hexafluorophosphate was recrystallized from ethanol before use. All other reagents were purchased from chemical suppliers and used as received. ClCo(dmgH)(dpgH)py (dmgH₂ = dimethylglyoxime, dpgH₂ = diphenylglyoxime, py = pyridine) was prepared by the method of Gupta et al.¹⁴

Physical Methods

¹H and ¹⁹F NMR measurements were recorded on a Varian MERCURY 300 MHz spectrometer and analyzed using MestReNova (version 6.1.1). ¹H NMR spectra were referenced to internal solvents and ¹⁹F spectra were referenced using an external C₆F₆ standard.

Electrospray mass spectrometry measurements were recorded on a Finnigan LCQ ion trap mass spectrometer. High resolution mass spectrometry (FAB) measurements were recorded using a JEOL JMS-600H High Resolution Mass Spectrometer.
Electrochemical measurements were made with a Pine Instruments WaveNow potentiostat and the data were processed using Igor Pro 5.01 (Wavemetrics). Electrochemical analysis was carried out in a three-electrode cell, consisting of a glassy carbon working electrode (surface area = 0.07 cm²), a platinum wire counter electrode, and a freshly prepared Ag/AgNO₃ (0.01 M) reference electrode filled with 0.1 M [nBu₄][PF₆] acetonitrile solution. All potentials were referenced to Fc/Fc⁺ as an internal standard and converted to SCE (E°(Fc/Fc⁺) = 0.380 V vs. SCE).

**Synthetic Details**

**Tetradecane-2,3,12,13-tetraone 3,12-dioxime (5.4a)** Under an argon atmosphere, sodium metal (1.5 g, 65 mmol) was dissolved in 100 mL of absolute ethanol. Ethyl acetoacetate (8.45 g, 65 mmol) was syringed into the stirring solution and allowed to react. After 10 minutes, the yellow solution was heated to reflux, followed by the addition of 1,8-dibromo-octane (8.02 g, 29.5 mmol) and exposure to atmosphere. The solution was allowed to react for 12 h until neutral, followed by the removal of solvent via rotary evaporation to yield a viscous oil containing a white precipitate (NaBr). Enough water was added to the product to dissolve the precipitate, and the mixture was extracted with ether. The ether layers were combined and dried over anhydrous magnesium sulfate, and the ether was removed via rotary evaporation. To the resulting clear oil an aqueous solution of potassium hydroxide (4.51 g, 80 mmol) was added and hydrolysis was effected for 3 h at room temperature, producing a cloudy, bright yellow solution. The mixture was cooled with an ice bath followed by the addition of sodium nitrite (4.26 g, 62 mmol) and then 10% sulfuric acid was added dropwise, until an aliquot of the yellow solution turned the color of a potassium iodide/starch test dark blue for 15 minutes. Aqueous potassium hydroxide was
added until the mixture became homogeneous, followed by extraction with ether to remove residual starting materials. The yellow mixture was cooled and 4 M sulfuric acid was added until the solution was acidified (pH ≈ 5). The resulting solid was extracted with ether, washed with water and a saturated sodium carbonate solution, and dried over MgSO₄. Ether was removed via rotary evaporation to yield a cream solid (2.4 g, 28%). ¹H NMR (300 MHz, (CD₃)₂CO): δ 10.4 (s, 2 H, oxime), δ 2.48 (t, 4 H, J=7.3 Hz, α-CH₂), δ 2.26 (s, 6 H, CH₃), δ 1.5-1.25 (m, 12 H, CH₂) ppm.

**Tetradecane-2,3,12,13-tetraone tetraoxime (5.4, LH₄)**

5.4a (2.4 g, 8.4 mmol), hydroxylamine hydrochloride (2.3 g, 33.5 mmol), and sodium carbonate (2.45 g, 17.7 mmol) were suspended in ethanol (100 mL). Water was added slowly (20 mL) until all solids dissolved and the solution was refluxed for 14 h. The white precipitate that formed was collected, washed with water until chloride was no longer detected in the filtrate, and dried (1.65 g, 63%). ¹H NMR (300 MHz, (CD₃)₂CO): δ 10.46 (s, 2 H, oximea), δ 10.41 (s, 2 H, oximeb), δ 2.60 (t, 4 H, J=7.5 Hz, α-CH₂), δ 1.96 (s, 6 H, CH₃), δ 1.41-1.30 (m, 12 H, CH₂) ppm. Electrospray MS (50:50 MeOH:H₂O), m/z calculated for C₁₄H₂₆N₄O₄: 314.2. Found: 315.0 (M), 296.9 (M – OH).

**ClCo(dpgH)(py)—LH₂—ClCo(dpgH)py; LH₄= tetradecane-2,3,12,13-tetraone tetraoxime, py = pyridine, dpgH₂ = diphenylglyoxime** (5.1) Under an argon atmosphere, anhydrous pyridine (0.79 g, 10 mmol) was added by syringe to a refluxing solution of cobalt(II) chloride (0.45 g, 1.9 mmol), diphenylglyoxime (0.49 g, 2.0 mmol), and 5.4 (0.3 g, 0.9 mmol) in degassed ethanol (50 mL). The heterogeneous mixture was cooled to room temperature and air was bubbled through the solution for at least 6 h. The solvent was removed via rotary evaporation to yield a brown solid, which was dissolved in ethyl acetate.
and filtered through a silica gel plug to separate an insoluble green material. Ethyl acetate was evaporated, and the brown material was dissolved in a minimal amount of chloroform and loaded onto a silica gel column pre-eluted with chloroform. Three bands were observed with 1:9 ethyl acetate:chloroform. The first band, corresponding to the monomeric species ClCo(dpgH)py, eluted with 1:9 ethyl acetate:chloroform, and the second and third bands eluted together with 1:1 ethyl acetate:chloroform. The second band corresponds to the half metallated ligand, ClCo(dpgH)(LH)py and the third to the desired product. Solvent was evaporated from this mixture, then the resulting solid was dissolved in minimal chloroform and loaded onto a longer, thinner column. The two products were separated with 15:85 ethyl acetate:chloroform, to yield the desired product as a brown crystalline solid (0.11 g, 10%). ¹H NMR (300 MHz, CD₃CN): δ 18.5 (s, 4 H, -OHO-), δ 8.29 (m, 4 H, py CH(2,6)), δ 7.86 (m, 4 H, py CH(3,5)), δ 7.39 (m, 2 H, py CH(4)), δ 7.4–7.1 (m, 20 H, Ph), δ 2.85 (m, 4 H, α-CH₂), δ 2.39 (s, 6 H, CH₃), δ 1.55–1.05 (m, 12 H, CH₂) ppm. HRMS (FAB+), m/z calculated for C₅₂H₅₆Cl₂Co₂N₁₀O₈: 1136.23. Found: 1137.24 (M + H), 1022.3 (M – Cl – pyridine), 979.3 (M – C₆H₅ – pyridine – 2 H) 907.3 (M – 2 Cl – 2 pyridine + H, M – 3 C₆H₅ – H), 783.2 (M – 4 C₆H₅ – Cl – CH₃), 704.2 (M – 4 C₆H₅ – CH₃ – Cl – pyridine), 668.2 (M – 4 C₆H₅ – CH₃ – 2 Cl – pyridine – H).

ClCo(dpgBF₂)(CH₃CN)—L(BF₂)₂—ClCo(dpgBF₂)(CH₃CN); LH₄ = tetradecone-2,3,12,13-tetraone tetraoxime, dpgH₂ = diphenylglyoxime) (5.2) Under an atmosphere of argon, boron trifluoride diethyl etherate (0.153 g, 1.1 mmol) was syringed into a brown, refluxing solution of 5.1 (0.15 g, 0.13 mmol) in dry acetonitrile (25 mL). The solution turned red-brown and was allowed to reflux for 1 h, then the solvent was evaporated to yield a red-brown solid, which was recrystallized from acetonitrile and diethyl ether (0.15 g, 91%). ¹H NMR (300 MHz, CD₃Cl): δ 7.4–7.2 (m, 20 H, Ph), δ 3.08 (m, 4 H, α-CH₂), δ 2.67 (s, 6H, CH₃), δ 1.7–1.3 (m, 12 H, CH₂) ppm. ¹⁹F NMR (300 MHz, CD₃CN): δ –151 (s) ppm.
ClCo(dmgBF₂)(dpgBF₂)(CH₃CN) \ (\text{dmg} = \text{dimethylglyoxime}, \ \text{dpg} = \text{diphenylglyoxime}) \ (5.3) \text{ Under an atmosphere of argon, ClCo(dmgH)(dpgH)py (0.24 g, 0.455 mmol) was dissolved in dry acetonitrile (15 mL). Boron trifluoride diethyl etherate (0.646 g, 4.55 mmol) was syringed into the brown solution. The resulting red solution was stirred and heated to reflux for 1 h, then allowed to stir at room temperature for 3 h. The solvent was evaporated, and the resulting red oily solid was redissolved in acetonitrile (4 mL). Diethyl ether (15 mL) was added until a white solid crashed out. The solution was filtered, and the solvent was removed from the red-brown solution. The oily solid was dissolved in ethyl acetate (8 mL) and washed with water (2 mL), then dried over MgSO₄. The solvent was evaporated to yield a red-brown solid (0.079 g, 30%). } 

\( \delta \) H NMR (300 MHz, CD₃CN): \( \delta \) 7.5–7.3 (m, 10 H, Ph), \( \delta \) 2.68 (s, 6 H, CH₃) ppm. \( ^{19}\text{F} \) NMR (300 MHz, CD₃CN): \( \delta \) –151 (s) ppm. HRMS (FAB+), \( m/z \) calculated for C₂₀H₁₉BClCoF₄N₅O₄: 585.06 Found: 585.06 (M), 566.05 (M – F), 509.03 (M – C₆H₅), 490.03 (M – F – C₆H₅), 461.04 (M – C₆H₅ – BF₂ + H), 442.01 (M – C₆H₅ – BF₂ – F + H).
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Chapter 6

BIFUNCTIONAL COBALOXIMES FOR COVALENT ATTACHMENT TO SILICON ELECTRODES
Introduction

A scalable solar-driven water splitting device will likely require catalysts to be interfaced directly with a photoelectrode surface. In a notable recent study, Fontecave and coworkers covalently grafted a derivative of the \([\text{Ni(PPh}_2\text{NPh}_2)_2]^{2+}\) catalyst onto multiwalled carbon nanotubes to create a high surface area cathode material with high catalytic activity.\(^1\) A similar electrode with covalently linked cobaloximes is clearly desired, though to date has not been reported.

Efforts have been made, however, to characterize the electrochemistry of these catalysts bound to surfaces via noncovalent interactions. Early reports discussing electrodes chemically modified with the cobaloximes of interest have indicated that these catalysts do remain active on an electrode surface. Pantani and coworkers prepared cobaloxime modified electrodes by spin-coating a mixture of \(\text{Co(dmgBF}_2\text{)}_2(\text{CH}_3\text{CN})_2\) (1) and black carbon in a Nafion\(^*\) film.\(^2\) Electrocatalytic behavior was observed in preliminary experiments with these modified electrodes, but mass transport limitations across the Nafion\(^*\) film hindered efficiency. In related work, Berben and Peters directly adsorbed \(\text{Co(dmgBF}_2\text{)}_2(\text{CH}_3\text{CN})_2\) onto a glassy carbon electrode to prepare their own chemically modified electrodes. These electrodes were active for \(\text{H}_2\) evolution in aqueous solution (pH <4.5) with a 100 mV overpotential,\(^3\) and electrochemical analysis indicated that hydrogen evolution efficiency was controlled by kinetic limitations associated with the catalytic reduction of protons, not mass transport or electron transfer steps.

In order to prepare a controlled electrode surface, Berben and Peters also prepared a semi-cyclic cobaloxime related complex supported by N-aryl Shiff base/oxime ligands \([\text{Co((DOR)}_2\text{BF}_2\text{)}\text{Br}_2]\) containing a carboxylic acid substituent.\(^3\) The catalyst was adsorbed onto ITO electrodes to yield a chemically modified electrode with a surface coverage that
corresponded to about a monolayer of catalyst. Unfortunately, over the timecourse of several hours, substantial leeching of the catalyst from the electrode occurred in acidic solution, as the carboxylate-ITO interaction is likely weakened under these conditions. Nevertheless, this work demonstrated efficient electrocommunication across the ITO-carboxylate interface and suggests a more robust covalent attachment of a catalyst to an electrode will aid in device development.

Silicon is a promising photocathode material for this proposed water splitting device. Upon exposure to air, however, oxide layers are readily formed on the electrode surfaces, which have deleterious effects on their photoelectrochemical properties. Alkylated silicon surfaces, however, exhibit enhanced stability towards oxidation and have a low density of surface trap states. Further, these modified surfaces provide access to many functional groups, opening the door for a rich array of secondary organometallic reactions that can be carried out on the electrode surface.

Alkylated surfaces are readily prepared via a two-step halogenation/alkylation process. Secondary Heck coupling and olefin cross-metathesis reactions have been carried out successfully on surfaces containing an allyl monolayer to link small molecules and polymers. However, steric issues limit the extent of functionalization accessible. Recently, though, the characterization of silicon surfaces passivated with mixed methyl/allyl and methyl/thienyl monolayers has been reported, and secondary reactions at the surface of these materials should be give higher yields as crowding issues will be mitigated.

Based on the success of both Heck coupling and olefin cross-metathesis reactions at the surface of these passivated silicon electrodes, new cobaloxime catalysts containing an olefin group in the ligand backbone are immediately desired. Reaction of these functionalized molecules with Si(111) surfaces passivated with a methyl/allyl or a methyl/thienyl
monolayer should yield a covalent electrode-cobaloxime linkage robust to catalytic conditions. Herein is described a new cobaloxime catalyst with functionality amenable for surface chemistry, homogeneous electrochemical studies of this complex, and initial efforts to prepare the corresponding chemically modified silicon electrodes.

**Results and Discussion**

*Synthesis*

Few reports on chemical derivatives of the glyoxime ligand are available, and none discuss glyoxime modification with a secondary functionality of relevance to these surface modification studies. In light of the mild conditions and ease of preparing the ligands for the binuclear cobaloximes discussed in Chapter 5, a similar route for ligand preparation was sought.11

Ethyl acetoacetate was deprotonated with sodium ethoxide, prepared in situ from the reaction of sodium with absolute ethanol (Scheme 6.1). The solution was brought to reflux and 5-bromo-1-pentene was added and allowed to react, producing a β-ketoester. Saponification with potassium hydroxide followed by nitrosation with sodium nitrite yielded the α-oxime. Reaction with hydroxylamine hydrochloride produced with the desired ligand.
The functionalized glyoxime ligand, pentenyl-methylglyoxime (pmg), was utilized to prepare a cobaloxime. As polymerization of the terminal olefin is readily catalyzed by boron-trifluoride, a hydrogen-bridged cobalt(III) species was targeted. The preparation was adapted from Schrauzer's method for preparing chloro(pyridine)cobaloxime(III); two equivalents of pentenyl-methylglyoxime were reacted with cobalt(II) chloride hexahydrate in degassed ethanol and the solution was brought to reflux. Two equivalents of pyridine were added, at which point the reaction mixture was brought to room temperature and air was bubbled through the solution for six hours to produce the desired cobaloxime, ClCo<sup>III</sup>(pmgH)<sub>2</sub>py (Scheme 6.2).

Scheme 6.2

**Electrochemistry**

Electrochemical measurements of ClCo<sup>III</sup>(pmgH)<sub>2</sub>py were performed in 0.1 M [NBu₄][PF₆] acetonitrile solutions at a glassy carbon electrode. The cyclic voltammogram exhibits an irreversible Co<sup>III/II</sup> reduction peak at -0.38 V vs. SCE and a reversible Co<sup>II/I</sup> couple at -1.1 V vs. SCE (Figure 6.1). The corresponding processes for the dimethylglyoxime analogue, ClCo<sup>III</sup>(dmg)<sub>2</sub>py (3a), occur at -0.68 and -1.13 V vs. SCE, as measured by Eisenberg and coworkers. Upon addition of a weak acid, [Et₃NH][OTs] (pKₐ = 18.7), a catalytic wave was observed near the Co<sup>II/I</sup> couple, corresponding to approximately a 230 mV overpotential. At low acid concentrations, the catalytic peak onset occurred slightly positive of the Co<sup>II/I</sup> couple, with the reduction peak appearing as a shoulder (Figure 6.2). As the acid concentration is increased, the catalytic current increases and the peak shifts to more
negative potentials (Figure 6.3). A separate electrochemical feature for the Co$^{II/1}$ potential was not observed under these conditions. Nearly identical observations were made by Fontecave and coworkers for ClCo$^{III}$(dmg)$_2$py in DMF solutions.$^{15}$ The peak-like shape of the catalytic waves suggests that catalytic hydrogen evolution proceeds sufficiently rapidly and the current is controlled, in part, by diffusion of acid to the electrode surface.$^{16}$

**Figure 6.1** Cyclic voltammogram of 0.61 mM ClCo$^{III}$(pmgH)$_2$py in 0.1 M [NBu$_4$][PF$_6$] CH$_3$CN solution. Scan rate = 100 mV/s.

**Figure 6.2** Cyclic voltammogram of 0.61 mM ClCo$^{III}$(pmgH)$_2$py in 0.1 M [NBu$_4$][PF$_6$] acetonitrile solution in the absence and presence of 1 mM [Et$_3$N][OTs]. Scan rate of 100 mV s$^{-1}$. 
Figure 6.3 Cyclic voltammograms of 0.61 mM ClCo\textsuperscript{III}(pmgH\textsubscript{2})py in 0.1 M [NBu\textsubscript{4}][PF\textsubscript{6}] acetonitrile solution in the presence of [Et\textsubscript{3}N][OTs]. Scan rate of 100 mV s\textsuperscript{-1}.

**Surface Functionalization**

Preliminary efforts to covalently attach ClCo\textsuperscript{III}(pmgH\textsubscript{2})py are underway. Two approaches have been taken to prepare chemically modified electrodes. First, hydrosilylation was utilized to covalently link pentenyl-methylglyoxime directly to silicon. In this reaction, light activates the addition of a Si-H bond across an unsaturated C-C bond (Scheme 6.3). While the surfaces functionalized via hydrosilylation are unlikely to be fully passivated, the route was explored for proof-of-concept.

![Scheme 6.3](image)

A 0.2 M solution of pentenyl-methylglyoxime was prepared in 1:1 acetonitrile:toluene. A freshly etched silicon (Si 111) wafer was placed in the ligand solution and the sample was
irradiated with a 405 nm LED for 16 hours. X-ray photoelectron spectroscopy (XPS) was utilized to analyze the modified silicon surface. Based on the nitrogen peak, a 10-15% surface coverage was estimated, but unfortunately a substantial amount of advantageous carbon was also noted, suggesting deleterious side reactions compete with the desired hydrosilylation reaction under these conditions.

Next, a route based on the secondary functionalization of a mixed monolayer on a Si(111) surface was explored (Scheme 6.4). As per the method of O’Leary and coworkers, Si(111) surfaces passivated with a methyl/thieryl monolayer were prepared. Reaction with N-bromosuccinimide (NBS) provided the brominated thieryl. The Si wafer was then placed in a solution of Pd(PPh₃)₄, allowed to react, rinsed, and placed in a solution of pentenyl-methylglyoxime to complete the Heck coupling reaction and yield the desired functionalization of the mixed monolayer. XPS measurements confirmed the presence of the nitrogen containing ligand with an estimated surface coverage of 9-15%.

Work is currently underway to prepare the cobaloxime modified Si surfaces. These functionalized electrodes are expected to exhibit exceptional passivation towards oxidation and have low surface recombination velocities comparable to CH₃-Si(111) surfaces, properties desirable for a robust photocathode material.

![Scheme 6.4](image)
Conclusions

A cobaloxime with olefin functionality built into the glyoxime backbone has been prepared and is an active electrocatalyst for H\textsubscript{2} evolution from weak acids. Work is underway to covalently link the catalyst to a passivated Si(111) surface to yield a cobaloxime modified electrode. Once obtained, the hydrogen evolving activity of the chemically modified electrode will be explored both electrochemically and photoelectrochemically.
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Experimental Details

Synthesis

All reagents were purchased from chemical suppliers and used as received unless otherwise noted. \textsuperscript{1}H NMR measurements were recorded on a Varian MERCURY 300 MHz spectrometer and referenced to internal solvents

\textbf{[Et\textsubscript{3}NH][OTs]} Preparation of triethylammonium tosylate ([Et\textsubscript{3}NH][OTs]) was adapted from procedures for the ammonium ionic liquids reported by Wang et al.\textsuperscript{17} 2.53 g of triethylamine (25 mmol, 1 eq.) was placed in a two-neck round-bottom flask fitted with a reflux condenser and a addition funnel, and heated to 60 °C. 4.75 g of \textit{p}-toluene sulfonic acid monohydrate (25 mmol, 1 eq.) was dissolved in 10 mL of water and added dropwise into the triethylamine at 60 °C over the course of 1 h. The reaction was then stirred for two hours at 80 °C. Excess water was removed by heating the solution to 80 °C under vacuum to
yield a pale tan solid. $^1$H NMR (300 MHz, (CD$_3$)$_2$CO): δ 7.69 (d, 2H, Ar-H), δ 7.22 (d, 2H, Ar-H), δ 4.1 (s, 3H, Ar-CH$_3$), δ 3.23 (m, 6H, CH$_2$), δ 2.35 (s, 1H, N-H), δ 1.32 (t, 9H, CH$_3$) ppm.

**Pentenyl-methylglyoxime** 125 mL of degassed 200 proof ethanol was transferred to a Schlenk flask containing sodium (1.62 g, 70.4 mmol, 1.05 eq.) under an argon atmosphere. Upon reaction to form sodium ethoxide, ethyl acetoacetate (8.73 g 67.0 mmol, 1 eq.) was syringed into the reaction vessel and the mixture was stirred for 20 minutes. The reaction was then exposed to atmosphere and heated to 80-90 °C. 5-bromo-1-pentene (10 g, 67.0 mmol, 1 eq.) was added and the reaction was stirred at reflux for 15 h, during which a white solid crashed out. Ethanol was removed by rotary evaporation to yield a yellow oil containing a white precipitate (NaBr). Enough water was added to the product to dissolve the precipitate, and the mixture was extracted with ether. The ether layers were combined and dried over anhydrous magnesium sulfate and ether was removed via rotary evaporation. Potassium hydroxide (5.64 g, 100 mmol, 1.5 eq.) in 60 mL of water was added to the resulting yellow oil and the mixture was allowed to stir for 2 h at room temperature until it was certain the hydrolysis reaction had gone to completion. The yellow solution was cooled to 5°C in an ice bath, and sodium nitrite (4.63 g, 67 mmol, 1 eq.) was added to the cooled solution. 10% sulfuric acid was added dropwise until the solution turned a potassium iodide/starch solution blue for at least 15 minutes. A solution of potassium hydroxide was added to the reaction until the pH was between 13 and 14. The basic layer was extracted with ether to remove all unreacted materials. The basic layer was cooled and 4 M sulfuric acid was added until the pH reached 4. The solution was then extracted with ether and the yellow ether layers were combined and washed with 2 M aqueous sodium carbonate solution, at which point the ether layer became almost colorless. The ether was removed via rotary evaporation to give 2 g of an oily yellow-white solid (20%). The product
was placed in a 500 mL round bottom flask, to which hydroxylamine hydrochloride (1.79 g, 24.6 mmol, 2 eq.), sodium carbonate (1.37 g, 12.3 mmol, 1 eq.), and 100 mL of ethanol were added. 40 mL of water was added to make the mixture homogeneous. The mixture was brought to reflux for 10 h, then allowed to cool to room temperature. Most of the ethanol was removed by rotary evaporation, and the flask was placed in the fridge overnight, at which point a crystalline product crashed out. The solid product was collected via filtration, and thoroughly washed with water to remove any residual chloride ions, detected via reaction of a filtrate aliquot with AgNO₃ in acetonitrile. The solid ligand was dried under vacuum. ¹H NMR (300 MHz, (CD₃)₂CO): δ 10.48 (s, 1 H, oxime), 10.45 (s, 1 H, oxime), 5.82 (m, 1 H, –C=CH₂), 4.9 (m, 2 H, –CH=CH₂), 2.62 (m, 2 H, α–CH₂), 2.5 (m, 2 H, γ–CH₂), 2.26 (s, 3 H, CH₃), 1.52 (m, 2 H, β–CH₂) ppm.

ClCo(pmgH)₂py Pentenyl-methylglyoxime (0.196 g, 1.15 mmol, 2 eq.) were added to 40ml of ethanol in a two-neck round bottom flask. The mixture was stirred and degassed under positive argon pressure for 20 minutes. The reaction was brought to 70° C and 2mL of water was added to the mixture to facilitate the dissolution of the ligand. Under positive argon pressure, cobalt(II) chloride hexahydrate (0.136 g, 0.575 mmol, 1 eq.) was added to the mixture to form a light brown solution. The reaction was refluxed for 45 minutes at 80° C, at which point pyridine (0.091 g, 1.15 mmol, 2 eq.) was syringed into the hot solution. The reaction was cooled to room temperature, and air was bubbled through the dark brown solution for six hours. Ethanol was removed by rotary evaporation to yield a brown oil, which was subsequently dissolved in 8 mL of chloroform and the organic fraction was decanted from residual water. The chloroform was removed by rotary evaporation to yield a dark brown oil, which was washed with 10 ml of ether and placed under vacuum to yield a brown solid (0.143 g, 50%). ¹H NMR (300 MHz, (CD₃)₂CO): δ 18.6 (s, 2 H, bridging oxime), 8.57 (m, 2 H, py CH(2,6)), 7.76 (m, 2 H, py CH(3,5)), 7.34 (m, 1 H, py CH(4)), 5.75
(m, 1H, –CH=CH2), 4.9 (m, 2H, –CH=CH2), 2.62 (m, 2 H, α-CH2), 2.5 (m, 2 H, γ-CH2),
2.35 (s, 3 H, CH3), 1.52 (m, 2 H, β-CH2) ppm.

Electrochemistry

All electrochemical measurements were performed under anaerobic and anhydrous
conditions. Dry acetonitrile was prepared by passing commercially available dry solvent
over an activated alumina column and was stored on 4 Å sieves under nitrogen.
Tetrabutylammonium hexafluorophosphate was recrystallized from ethanol before use.
Cyclic voltammograms were obtained using a Pine Instruments WaveNow potentiostat and
the data were processed using Igor Pro 5.01 (Wavemetrics). Electrochemical analysis was
carried out in a three-electrode cell, consisting of a glassy carbon working electrode (surface
area = 0.07 cm²), a platinum wire counter electrode, and a Ag/AgNO₃ (0.01 M) reference
electrode filled with 0.1 M [nBu₄][PF₆] acetonitrile solution. All potentials were referenced
to Fc/Fc⁺ as an internal standard and converted to SCE (E°(Fc/Fc⁺) = 0.380 V vs. SCE).

Surface Chemistry

XPS data were collected using a Surface Science Instruments M-Probe system. Ejected
electrons were collected at an angle of 35° from the surface normal, and the sample
chamber was maintained at <5 × 10⁻⁹ Torr. Survey scans from 0 to 1000 eV were performed
to identify the elements present on the surface. High resolution spectra were collected to
identify elements of interest, including C, N, O. The XPS data were analyzed using the
ESCA Data Analysis Application (V2.01.01; Service Physics, Bend, OR).

Preparation of Si(111) wafers: Si(111) wafers were cut to the desired size, rinsed sequentially
with water, methanol, acetone, methanol, and water, then heated at 100 °C in piranha
solution (1:3 10.1 M H₂O₂(aq): 18 M H₂SO₄) for 10 minutes, then rinsed with water and
dried. Hydrogen terminated Si samples were prepared by one of two methods reported by
O’Leary et al.⁹ In one method, the clean wafer was placed in a buffered HF(aq) solution for
18 seconds, then rinsed with water, dried under a stream of N₂, then placed in a degassed 11
M NH₄F solution for 17 minutes. During the etching process, the NH₄F solution was
continuously purged with a stream of argon. Upon removal from the solution, the wafer
was dried under a stream of N₂ and immediately utilized or transferred to an inert
atmosphere.

*Hydrosilylation reaction:* In a nitrogen filled glovebox, a 0.2 M solution of pentenyl-
methylglyoxime was prepared in 1:1 acetonitrile:toluene. A freshly etched Si 111 wafer was
placed in the ligand solution and the sample was irradiated with a 405 nm LED for 16
hours. The sample was then rinsed and sonicated subsequently in acetonitrile, methanol,
and water and stored in an inert atmosphere until XPS measurements were carried out.

*Heck coupling reaction:* Preparation of the methyl/thienyl monolayers on Si(111) surfaces
was carried out in a two-step halogenation/alkylation procedure developed by O’Leary et
al.⁹-¹⁰ Heck coupling reactions were performed on these mixed monolayers via the method
of O’Leary et al.¹⁰ In summary, reactions with N-bromosuccinimide (NBS), Pd⁰(PPh₃)₄, and
pentenyl-methylglyoxime were carried out sequentially, and the wafer was thoroughly
rinsed between reaction steps, as described in Scheme 6.4. The functionalized wafer was
analyzed via XPS. Based on the nitrogen-silicon ratio, surface coverage of 9-15% was
estimated.
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APPENDIX A

PHOTOCHEMICAL GENERATION OF A POWERFUL OS(II) REDUCTANT

Portions of this work are excerpted with permission from:


Unpublished Material Copyright 2010 American Chemical Society
Introduction

Osmium(II) pentaammine complexes are potent reductants, but stable complexes can be formed with good π-acceptor ligands, such as N₂, CO, and NO⁺.¹⁻³ Ford and coworkers have demonstrated the dinitrogen ligand of [Os(NH₃)₅N₂]²⁺ is photolabile.⁴ Excitation of aqueous solutions of [Os²⁺(NH₃)₅N₂]²⁺ between 229–365 nm leads to photoaquation, yielding [Os²⁺(NH₃)₅H₂O]²⁺, which is thermally oxidized by the solvent to yield Os(III) products (Scheme A.1).⁴⁻⁵ Light-driven population of ligand field states is likely the mechanism responsible for the photoaquation process.⁴⁻⁶

\[
[\text{Os(NH}_3\text{)}_5\text{N}_2]^{2+} \xrightarrow{h\nu_{355\text{nm}}} [\text{Os(NH}_3\text{)}_5\text{H}_2\text{O}]^{2+} \xrightarrow{H_2\text{O}} [\text{Os(NH}_3\text{)}_5\text{(H}_2\text{O})]^{2+}
\]

Scheme A.1

The pKₐ of the photoaquation product, [Os²⁺(NH₃)₅(H₂O)]²⁺ has been estimated to lie between 10 and 12, while the pKₐ of the corresponding Os(III) species is significantly lower, 4.85.⁵⁻⁷ At low pH, the aquo species is protonated in both redox states and a reduction potential of −0.97 V vs. SCE for [Os(NH₃)₅(H₂O)]³⁺/²⁺ was reported by Gulens and Page.⁷⁻⁸ When the pH is raised above 4.85, the formal potential varies with pH, as predicted by the Nernst equation for a 1 e⁻, 1 H⁺ process, as the Os(II) species is protonated, while Os(III) is not.⁵ While electrochemical measurements for [Os(NH₃)₅(OH)]²⁺/³⁺ under strongly basic conditions have not been reported, extrapolation of the pH dependent data to pH 10 and 12 yields estimated standard potentials for [Os(NH₃)₅(OH)]²⁺/³⁺ of ca. −1.27 and −1.39, respectively.

In this work, we show that this photoinduced ligand exchange process can be utilized to phototrigger the generation of a powerful reductant, whose reactivity can be monitored
easily with time-resolved spectroscopy. Methyl viologen \( (\text{MV}^{2+}, \, E^0(\text{MV}^{2+/3+}) = -0.69 \, \text{V vs. SCE} \) in \( \text{H}_2\text{O} \)\)
acts as an electron acceptor, and the appearance of the vivid blue color indicative of the radical cation \( (\text{MV}^{3+}) \) formed upon reduction is easily tracked with transient absorption spectroscopy (Scheme A.2). This chemistry is accessible in both aqueous media and acetonitrile solution.

\[
[\text{Os} \left( \text{NH}_3 \right)_5 \left( \text{H}_2\text{O} \right)]^{2+} + \text{MV}^{2+} \rightarrow [\text{Os} \left( \text{NH}_3 \right)_5 \left( \text{H}_2\text{O} \right)]^{3+} + \text{MV}^{3+}
\]

Scheme A.2

**Results and Discussion**

Photolysis of a sample containing \([\text{Os}^{II}\left(\text{NH}_3\right)_5\text{N}_2]\)\(_2\) and \([\text{MV}]\)\(_2\) in neutral buffered aqueous solution (100 mM NaPi) led to the irreversible formation of \(\text{MV}^{3+} (\lambda_{ex} = 355 \, \text{nm})\). The growth of new absorption features at 393 and 605 nm, characteristic of the viologen radical, is seen in absorption spectra measured at arbitrary intervals during photolysis (Figure A.1).\(^{10}\) Similar behavior was observed at other pHs.

![Figure A.1](image) Absorption spectra measured at arbitrary intervals upon photolysis at 355 nm in aqueous solution. Sample conditions: 1.6 mM \([\text{Os} (\text{NH}_3)_5\text{N}_2]\)\(_2\), 1.2 mM \([\text{MV}]\)\(_2\), 100 mM NaPi, pH 7.
The appearance of the reduced viologen was monitored via transient absorption ($\lambda_{obs} = 610$ nm) to determine the rate of electron transfer from the photogenerated Os(II) aquo species to $\text{MV}^{2+}$ (Figure A.2). The formation of $\text{MV}^{+}$ is best fit to single exponential kinetics, and the first-order rate constant is linearly dependent on the concentration of $\text{MV}^{2+}$ under these pseudo-first-order conditions (methyl viologen in excess), allowing second-order rate constants for electron transfer to be determined.

![Figure A.2](image)

**Figure A.2** Transient kinetics trace monitoring the appearance of $\text{MV}^{+}$ upon photochemical generation of $[\text{Os(NH}_3)_5(\text{H}_2\text{O})]^{2+}$ ($\lambda_{ex} = 355$ nm, $\lambda_{obs} = 610$ nm) fit to single exponential kinetics. Conditions: 1.7 mM $[\text{Os(NH}_3)_5\text{N}_2]\text{Cl}_2$, 0.36 mM $[\text{MV}]\text{Cl}_2$, 100 mM 100 mM NaPi, pH 3.

At pH 3, when the aquo species is protonated in both the Os(II) and Os(III) oxidation states, a driving force of ca. 280 mV can be estimated for electron transfer from $[\text{Os}^{\text{II}}(\text{NH}_3)_5(\text{H}_2\text{O})]^{2+}$ to $\text{MV}^{2+}$ based on the reduction potentials for the species involved. A second-order rate constant for this electron transfer reaction of $3.2 \times 10^7$ M$^{-1}$ s$^{-1}$ was determined (Figure A.3).
First-order rate constants for the formation of MV$^{+}$ upon electron transfer from [Os(NH$_3$)$_5$(H$_2$O)]$^{2+}$ to MV$^{2+}$ at pH 3. A linear relationship between the first-order rate constants and methyl viologen concentrations was found, allowing a second-order rate constant ($k_{ET}$) for electron transfer to be determined. $k_{obs} = k_0 + k_{ET}[MV^{2+}]$, $k_0 = 1.8 \times 10^3$ s$^{-1}$, $k_{ET} = 3.2 \times 10^7$ M$^{-1}$ s$^{-1}$. Sample conditions: 1.7–3.5 mM [Os(NH$_3$)$_5$N$_2$]Cl$_2$, varying concentrations of [MV]Cl$_2$, 100 mM NaPi, pH 3.

At pH 12, photolysis of [Os$^{	ext{III}}$(NH$_3$)$_5$N$_2$]$^{2+}$ yields the osmium(II) hydroxo species, [Os$^{	ext{II}}$(NH$_3$)$_5$(OH)]$^+$, a significantly more powerful reductant than [Os$^{	ext{III}}$(NH$_3$)$_5$(H$_2$O)]$^{2+}$, and the driving force for electron transfer from [Os$^{	ext{II}}$(NH$_3$)$_5$(OH)]$^+$ to MV$^{2+}$ is ca. 580–700 mV. The second-order rate constant obtained, $2.5 \times 10^8$ M$^{-1}$ s$^{-1}$, is an order of magnitude larger than that obtained for the aquo species measured at pH 3, as would be expected based on the >300 mV increase of driving force for electron transfer (Figure A.4).
Figure A.4 First-order rate constants for the formation of MV$^{+}$ upon electron transfer from [Os(NH$_3$)$_5$(OH)]$^+$ to MV$^{2+}$ at pH 12. A linear relationship between the first-order rate constants and methyl viologen concentrations was found, allowing a second-order rate constant ($k_{ET}$) for electron transfer to be determined. $k_{obs} = k_0 + k_{ET}[MV^{2+}]$, $k_0 = 5.5 \times 10^4$ s$^{-1}$, $k_{ET} = 2.5 \times 10^8$ M$^{-1}$ s$^{-1}$.

Sample conditions: 2.2 mM [Os(NH$_3$)$_5$N$_2$]Cl$_2$, varying concentrations of [MV]Cl$_2$, 100 mM NaPi, pH 12.

At neutral pH, an electron transfer rate constant of $9.3 \times 10^7$ M$^{-1}$ s$^{-1}$ was determined (Figure A.5). While proton loss is expected to accompany electron transfer from [Os$^{II}$(NH$_3$)$_5$(H$_2$O)]$^{2+}$ to form [Os$^{III}$(NH$_3$)$_5$(OH)]$^{2+}$ at pH 7, a pH dependence on the electron transfer rate constant was not expected. Likely, the basic component of the buffer, HPO$_4^{2-}$, acts as a proton acceptor, influencing the observed kinetics as seen in previous systems.

Finklea and Savéant have previously explored the mechanisms of proton-coupled electron transfer processes in other Os$^{II}$(H$_2$O)/Os$^{III}$(OH) systems. While a detailed examination of this observed phenomenon is outside the scope of this work, future studies will focus on studying the buffer and pH dependence of [Os(NH$_3$)$_5$(H$_2$O)]$^{2+}$ oxidation photochemically, studies which will complement those of Finklea and Savéant.
Osmium(III) pentaammine nitrile complexes, $[\text{Os}^{\text{III}}(\text{NH}_3)_5(\text{RCN})]^{3+}$, have reduction potentials that occur significantly positive to those of the corresponding aquo species. A reduction potential of $-0.54$ V vs. SCE was measured by Taube and coworkers for $[\text{Os}^{\text{III}}(\text{NH}_3)_5(\text{CH}_3\text{CN})]^{3+}$ in glyme, indicating that $[\text{Os}^{\text{II}}(\text{NH}_3)_5(\text{CH}_3\text{CN})]^{2+}$ can still drive the reduction of $\text{MV}^{2+}$ ($E^0(\text{MV}^{2+/3+}) = -0.46$ V vs. SCE in CH$_3$CN, Scheme A.3).$^{18-19}$ Photolysis of $[\text{Os}^{\text{II}}(\text{NH}_3)_5\text{N}_2][\text{PF}_6]_2$ in dry acetonitrile in the presence of $[\text{MV}][\text{PF}_6]_2$ leads to the formation of the viologen radical cation, as seen in the steady-state absorption spectra measured at intervals of photolysis (Figure A.6).

![Figure A.5](image-url)

**Figure A.5** First-order rate constants for the formation of $\text{MV}^{+}$ upon electron transfer from $[\text{Os}(\text{NH}_3)_5(\text{OH})]^+$ to $\text{MV}^{2+}$ at pH 7. A linear relationship between the first-order rate constants and methyl viologen concentrations was found, allowing a second-order rate constant ($k_{ET}$) for electron transfer to be determined. $k_{obs} = k_0 + k_{ET}[\text{MV}^{2+}]$, $k_0 = -3.8 \times 10^3$ s$^{-1}$, $k_{ET} = 9.3 \times 10^7$ M$^{-1}$ s$^{-1}$. Sample conditions: 3.5 mM $[\text{Os}(\text{NH}_3)_5\text{N}_2]\text{Cl}_2$, varying concentrations of $[\text{MV}]\text{Cl}_2$, 100 mM NaPi, pH 7.
The driving force for reduction of $[\text{MV}][\text{PF}_6]_2$ by $[\text{Os}^{II}(\text{NH}_3)_5(\text{CH}_3\text{CN})]^2^+$ is significantly lower than those for the corresponding aquo and hydroxo species (ca. 80 mV). As such, a significantly smaller rate constant for electron transfer was determined, $4.9 \times 10^4 \text{ M}^{-1} \text{ s}^{-1}$ (Figure A.7).
Figure A.7 First-order rate constants for the formation of MV$^{+}$ upon electron transfer from [Os(NH$_3$)$_5$(CH$_3$CN)]$^{2+}$ to MV$^{2+}$ in acetonitrile. A linear relationship between the first-order rate constants and methyl viologen concentrations was found, allowing a second-order rate constant ($k_{ET}$) for electron transfer to be determined. $k_{obs} = k_0 + k_{ET}[MV^{2+}]$, $k_0 = 75$ s$^{-1}$, $k_{ET} = 4.9 \times 10^4$ M$^{-1}$ s$^{-1}$. Sample conditions: 3.5 mM [Os(NH$_3$)$_5$N$_2$][PF$_6$]$_2$, varying concentrations of [MV][PF$_6$], 100 mM [tBu$_4$N][PF$_6$].

Conclusions

Photolysis of Os(II) dinitrogen species leads to the labilization of the N$_2$ ligand. In coordinating solvents such as water and acetonitrile, ligand exchange occurs to form [Os$^{II}$(NH$_3$)$_5$L]$^{2+}$ (L = H$_2$O, CH$_3$CN), a powerful reductant. In the presence of methyl viologen, electron transfer from the Os(II) species forms the methyl viologen radical cation and [Os$^{III}$(NH$_3$)$_5$L]$^{3+}$. At pH 12, the large driving force (~580–700 mV) for electron transfer from the hydroxo species, [Os$^{II}$(NH$_3$)$_5$(OH)]$^+$ to MV$^{2+}$ leads to a large rate constant of $2.5 \times 10^8$ M$^{-1}$ s$^{-1}$ for the reaction. When photogenerated Os(II) aquo species is protonated (pH = 3), the driving force is attenuated (ca. 280 mV) and the rate constant for electron transfer to methyl viologen is an order of magnitude smaller than that for the hydroxo species, $3.2 \times 10^7$ M$^{-1}$ s$^{-1}$. At neutral pH, electron transfer is accompanied by deprotonation of the aquo
ligand; under the conditions explored, the basic form of the buffer aids in this process, and a slight acceleration in rate is observed, as compared to the low pH value ($k_{ET} = 9.3 \times 10^7 \text{ M}^{-1} \text{ s}^{-1}$). In acetonitrile, the driving force for electron transfer from the Os(II) species to MV$^{2+}$ is only 80 mV, and this is reflected in the relatively small rate constant for this reaction ($4.9 \times 10^4 \text{ M}^{-1} \text{ s}^{-1}$).

Ultimately, we have shown that powerful [Os$^{II}$(NH$_3$)$_5$L]$^{2+}$ reductants can be generated upon photolysis of [Os$^{II}$(NH$_3$)$_5$N$_2$]$^{2+}$ in coordinating solvents (L = H$_2$O, CH$_3$CN). Electron transfer to methyl viologen readily occurs, and the formation of the viologen radical can be monitored with transient absorption spectroscopy. Like the widely employed flash-quench techniques utilized by photochemists for time-resolved spectroscopic studies, the photochemical generation of these powerful Os(II) reductants should be useful for mechanistic investigations of reactions triggered by electron transfer.$^{20-22}$ Further, these complexes are an intriguing platform with which to photochemically examine the mechanism of proton-coupled electron transfer from [Os$^{II}$(NH$_3$)$_5$(H$_2$O)]$^{2+}$ to produce [Os$^{III}$(NH$_3$)$_5$(OH)]$^{2+}$.

**Experimental Details**

**Reagents**

Tetrabutylammonium hexafluorophosphate was recrystallized from ethanol. [Os(NH$_3$)$_5$N$_2$]Cl$_2$ obtained commercially from Aldrich and recrystallized from HCl per the method of Allen and Stevens and washed with diethyl ether.$^2$ The hexafluorophosphate salts of [Os(NH$_3$)$_5$N$_2$]$^{2+}$ and MV$^{2+}$ were prepared from the corresponding chloride salts via salt metathesis in water (0 °C), then washed with diethyl ether and dried under vacuum.
100 mM NaPi buffers were prepared accordingly from H$_3$PO$_4$, NaH$_2$PO$_4$, Na$_2$HPO$_4$ and adjusted to pH 3, 7, or 12 with NaOH.

Aqueous samples were prepared and placed into the cell of a high-vacuum 1 cm pathlength fused quartz cuvette (Starna Cells) isolated from atmosphere by a high-vacuum Teflon valve (Kontes). Samples were boil-degassed and backfilled with argon 10 times to remove all oxygen from the solution.

Acetonitrile samples were prepared in a nitrogen filled glove box with acetonitrile that had been deoxygenated and dried by thorough sparging with N$_2$ followed by passage through an activated alumina column. Samples were placed into the cell of a high-vacuum 1 cm pathlength fused quartz cuvette (Starna Cells) and isolated from atmosphere and the bulb by a high-vacuum Teflon valve (Kontes).

**Physical Methods**

UV-visible absorption measurements were carried out using a Hewlett Packard 8452 UV-Vis spectrophotometer in 1 cm pathlength quartz cuvettes.

Time-resolved spectroscopic measurements were carried out at the Beckman Institute Laser Resource Center (California Institute of Technology). 355 nm laser excitation was provided by 8 ns pulses from the third harmonic of a 10 Hz Q-switched Nd:YAG laser (Spectra-Physics Quanta-Ray PRO-Series). Probe light for transient absorption kinetics measurements was provided by a 75 W arc lamp (PTI Model A 1010) that could be operated in continuous wave or pulsed modes. Probe light was passed through a 550 nm long-pass filter prior to passing through the sample. Timing between the laser and the probe light was controlled by a digital delay generator. After passing through the sample collinearly with the laser beam, scattered excitation light was rejected by suitable long pass
filters, and probe wavelengths were selected for detection by a double monochromator (Instruments SA DH-10) with 1 mm slits. Transmitted light was detected with a photomultiplier tube (PMT, Hamamatsu R928). The PMT current was amplified and recorded with a GageScope transient digitizer. The data were converted to units of ΔOD (ΔOD = −log₁₀(I/I₀), where I is the time-resolved probe-light intensity with laser excitation, and I₀ is the intensity without excitation). Samples measured on the microsecond timescale or faster were stirred continuously and measured using a laser repetition rate of 10 Hz, while samples measured on a millisecond timescale were excited with a single shutter-released laser pulse, stirred for 1 s after collecting data, then allowed to sit until the solution settled (2 s) before the next laser pulse. Data were averaged over approximately 15–100 shots. All instruments and electronics in these systems were controlled by software written in LabVIEW (National Instruments). Data were log-time compressed prior to fitting. Data manipulation was performed with MATLAB R2008a (Mathworks, Inc.) and graphed with Igor Pro 5.01 (Wavemetrics).
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APPENDIX B

ELECTRON TRANSFER REACTIONS OF N,N’,3,3’-TETRAMETHYL-4,4’-BIPYRIDINIUM
Introduction

The redox potential of the MV$^{2+}$/MV$^{3+}$ couple is $-0.45$ V vs. SCE in CH$_3$CN, high enough to drive the reduction of cobaloxime complexes like Co(dmgBF$_2$)$_2$(CH$_3$CN)$_2$ (2) to its Co$^+$ counterpart ($-0.28$ V vs. SCE) but most certainly not Co(dmgBF$_2$)$_2$(CH$_3$CN)$_2$ (1) ($-0.55$ V vs. SCE). However, the derivatization of methyl viologen to N,N',3,3'-tetramethyl-4,4'-bipyridinium ($^{3}$MeMV$^{2+}$) shifts the one electron potential cathodically by 390 mV (to $-0.84$ V vs. SCE, Figure B.1). The redox potential of this derivative ($^{3}$MeMV$^{2+}$/MeMV$^{3+}$) is significantly more negative than methyl viologen as the radical cation cannot be stabilized via conjugation of the two aryl rings, as the 3,3' methyl substituents prevent the two rings from lying coplanar and stabilizing the added electron via effective π-π overlap.$^{1,2}$ However, it is important to note that this highly reducing radical cation can no longer be produced by quenching the excited state of [Ru(bpy)$_3$]$^{2+}$ ($E^0$(Ru$^{2+*}$/3+) = $-0.87$ V vs. SCE). The problem is avoided by utilizing 4,4'-dimethyl-2,2'-bipyridine (Mebpy) ligands instead of 2,2'-bipyridine to prepare the photosensitizer, [Ru(Mebpy)$_3$]$^{2+}$, which increases the reductive driving force of Ru$^{2+*}$ to $-0.99$ V vs. SCE.$^{3,4}$ With an interest of utilizing this alternative electron relay for studies similar to those in Chapter 2, electron transfer studies of [Ru(Mebpy)$_3$]$^{2+}$/MeMV$^{2+}$ were undertaken.

![Figure B.1 Photosensitizer and quencher employed in this study.](image)
Results and Discussion

This complex is synthetically accessed by the homocoupling of 3-methyl-4-chloropyridine, followed by N-methylation and salt exchange to produce the acetonitrile soluble PF₆ salt (Figure B.2).

The cyclic voltammogram revealed two reversible one electron reductions, corresponding to MeMV²⁺/¹⁺ and MeMV⁺/₀ at –0.84 and –1.03 V vs. SCE, respectively (Figure B.3). The corresponding reduction potentials for MV²⁺ occur at –0.45 (MV²⁺/¹⁺) and –0.87 (MV⁺/₀) V vs. SCE. As noted above, MeMV²⁺ is significantly more difficult to reduce than MV²⁺, as the 3,3’ methyl substituents sterically inhibit conjugation between the two aryl ring, preventing stabilization of the added electron.
Spectroelectrochemical measurements were then performed to identify the absorption characteristics of the one-electron reduced viologen, MeMV•+. Controlled potential electrolysis of MeMV2+ was carried out at ~0.81 V vs. SCE and absorption spectra were measured at intervals (Figure B.4). Two absorption features appeared under reducing conditions corresponding to MeMV•+: a broad structured peak centered at 394 nm and a broad featureless absorption at 773 nm. MV•+ has two distinct absorption features, a sharp structured peak centered at 390 nm and a broad structured peak at 605 nm. The large bathochromic shift and broadening of the low energy absorption feature in MeMV•+ likely result from the loss of conjugation between the two aryl rings. This low energy absorption feature is due to π*-π* transitions; without the additional inter-ring conjugation afforded by coplanar rings, this energy gap remains relatively small. Fine structure is likely lost as there are fewer discrete transitions allowed in the sterically hindered system.
A Stern-Volmer quenching experiment was carried out to determine the rate constant for electron transfer from $[\text{Ru(Mebp)}_3]^{2+}$ to $\text{MeMV}^{2+}$. The lifetime of $[\text{Ru(Mebp)}_3]^{2+}$ in a deoxygenated 0.1 M $[^{n}\text{Bu}]^+\text{[PF}_6^-]$ acetonitrile solution is 910 ns, slightly shorter than that measured for $[\text{Ru(bpy)}_3]^{2+}$ under similar conditions (1 μs). In aqueous solutions, $[\text{Ru(bpy)}_3]^{2+}$ has a lifetime of 600 ns, while $[\text{Ru(Mebp)}_3]^{2+}$ has a notably shorter lifetime of 330 ns, as reported in the literature. In the presence of $\text{MeMV}^{2+}$, the excited-state lifetime is attenuated; the Stern-Volmer quenching analysis yielded a quenching rate constant of $5.6 \times 10^7$ M$^{-1}$ s$^{-1}$. This rate constant is almost two orders of magnitude smaller than that for electron transfer between $[\text{Ru(bpy)}_3]^{2+}$ and $\text{MV}^{2+}$ ($k = 1.6 \times 10^9$ M$^{-1}$ s$^{-1}$) under identical conditions. The stark difference in electron transfer rate constants can be explained by the difference in driving force between the two electron transfer reactions; electron transfer from $[\text{Ru(bpy)}_3]^{2+}$ to $\text{MV}^{2+}$ has a 420 mV driving force, while that for electron transfer from $[\text{Ru(Mebp)}_3]^{2+}$ to $\text{MeMV}^{2+}$ is only 150 mV.
Figure B.5 Stern-Volmer quenching plot for the quenching of [Ru(Me(bpy))$_3$]$^{3+}$ by MeMV$^{2+}$ in 0.1 M [Bu$_4$]PF$_6$ acetonitrile solution. A linear fit to the observed rate constant vs. the concentration of MeMV$^{2+}$, $k_{obs} = k_0 + k_q[MeMV^{2+}]$ gives $k_0 = 1.1 \times 10^6$ s$^{-1}$ and $k_q = 5.6 \times 10^7$ M$^{-1}$ s$^{-1}$.

Conclusions

Planarization of aryl rings in MV$^{**}$ increases π-conjugation of the system, stabilizing the added electron. Methyl substituents in the 3,3’ position of N-methylated bipyridine sterically inhibit this planarization, preventing stabilization of the radical. The electronic properties are consequently altered; the reduction potential is shifted 390 mV negative and the π*-π* transitions in the absorption spectrum are significantly lower in energy. This substituted viologen radical cation is an ideal electron relay with a significantly reducing potential; yet its viability is limited by the availability of ruthenium polypyridine photosensitizers possessing highly reducing photoinduced excited states capable of producing a measurable yield of MeMV•+ upon electron transfer. As such, this viologen was not a suitable relay for the proposed studies.
Experimental Details

Reagents

CD₃CN was obtained from Cambridge Isotope Laboratories, Inc. All materials, unless noted, were used as received. Tetrabutylammonium hexafluorophosphate and tetrabutylammonium perchlorate were recrystallized from ethanol.

[Ru(Me bpy)₃][PF₆]₂ A 100 mL round bottom was charged with 1.47 g (8 mmol) 4,4’-dimethyl-2,2’bipyridine, 0.5 g (2.4 mmol) RuCl₃•xH₂O and 30 mL EtOH and refluxed under atmosphere for 72 hr. Solvent was removed via rotatory evaporation to yield a red solid. The solid was rinsed with benzene (4x50 mL) and [Ru(Me bpy)₃]Cl₂ was collected on a frit (1.56 g, 90%).³ Salt exchange was performed with [NH₄][PF₆], and crystalline material was obtained via vapor diffusion of diethyl ether into an acetonitrile of [Ru(Me bpy)₃][PF₆]₂. ¹H NMR (300 MHz, CD₃CN): δ 8.32 (s, 6H), δ 7.51 (d, 6H), δ 7.2 (d, 6H), δ 2.51 (s, 18H) ppm. UV-Vis (ε₄₅₈ = 14,900).⁸

N,N’-dimethyl-4,4’-bipyridine Synthetic preparation is based on literature techniques for the homocoupling of halopyridines.⁵ A Schlenk flask was charged with Zn powder (1.45 g, 2.21 mmol), NiBr₂(PPh₃)₂(3.28 g, 4.4 mmol), and [NEt₄]I (3.79 g, 14.7 mmol) and placed under an argon atmosphere. 25 mL of dry THF was added and the reaction mixture was left to stir for 20 min. Next, an 8 mL THF solution of 4-chloro-3-methyl pyridine (Matrix Scientific) (1.88 g, 14.7 mmol) was cannula transferred into the reaction mixture over 2 minutes. The reddish reaction was stirred at 50 ºC for 30 hr. The cooled solution was quenched with 120 mL aq. NH₄OH (30%). 60 mL of diethyl ether and 60 mL of benzene were added, and the reaction mixture was filtered over a pad of celite to yield a black precipitate and a yellow solution. The organic layer was separated from the aqueous layer,
and the aqueous layer was extracted twice with 100 mL 1:1 diethyl ether:benzene. The organic layer was washed with 30 mL H2O and then with 30 mL saturated NaCl solution, then dried with anhydrous MgSO4. Solvent was removed from the organic layers to yield 1.66 g of white solid. The residue was chromatographed on silica gel using ethyl acetate as eluent to give 3,3’-dimethy-4,4’-bipyridine (1.62 mmol, 22%). 1H NMR (300 MHz, CD3CN): δ 8.53 (s, 2H), δ 8.45 (d, 2H), δ 7.06 (d, 2H), δ 2.03 (s, 6H) ppm.

N,N’,3,3’-tetramethyl-4,4’-bipyridinium bis(hexafluorophosphate) ([MeMV][PF6]2)

Under an argon atmosphere, a Schlenk flask was charged with 3,3’-dimethy-4,4’-bipyridine (0.177 g, 0.96 mmol) in 5 mL MeOH. Iodomethane (6 mL, 96 mmol) was added, and the reaction vessel was wrapped in foil to shield from light. The reaction was refluxed in an oil bath at 45 ºC for 24 hr. The solvent and excess iodomethane were removed with vacuum, and the yellow solid, N,N’,3,3’-tetramethyl-4,4’-bipyridinium diiodide was dried (0.349 g, 78%). N,N’,3,3’-tetramethyl-4,4’-bipyridinium diiodide (0.349 g, 0.75 mmol) was dissolved in 7 mL H2O and brought to ~0 ºC in an ice bath under atmospheric conditions. To this vial, a solution of [NH4][PF6] (0.608 g, 3.75 mmol) in ~2 mL H2O was added. A white solid precipitated out immediately, and was collected on a glass frit and rinsed with cold H2O and dried under vacuum (0.392 g, 99%). 1H NMR (300 MHz, CD3CN): δ 8.73 (s, 2H), δ 8.65 (d, 2H), δ 7.8 (d, 2H), δ 4.35 (s, 6H), δ 2.2 (s, 6H) ppm. 19F NMR (282 MHz, CD3CN): δ= –72 (d) ppm.

Physical Methods

NMR spectra were recorded using a Varian Mercury 300 spectrometer. 1H NMR chemical shifts were referenced to residual solvents as determined relative to Me4Si (δ=0 ppm). 19F NMR chemical shifts were referenced using an external C6F6 standard. UV-visible
absorption measurements were carried out using a Hewlett Packard 8452 or a Cary 50 UV-Vis spectrophotometer in 1 cm pathlength quartz cuvettes.

All electrochemical measurements were performed under anaerobic conditions. Cyclic voltammograms were obtained using a CH Instruments 660 electrochemical analyzer and the data were processed using IGOR Pro. Electrochemical analysis was carried out in a three-electrode cell, consisting of a glassy carbon working electrode (surface area = 0.07 cm²), a platinum wire counter electrode, and a Ag/AgNO₃ (0.01 M) reference electrode filled with 0.1 M [“Bu₄][PF₆] acetonitrile solution. All potentials are referenced to Fc/Fc⁺ as an internal standard and converted to SCE (E°(Fc/Fc⁺) = 0.380 V vs. SCE).

For time-resolved measurements, laser excitation was provided by 8 ns pulses from a 10 Hz Q-switched Nd:YAG laser (Spectra-Physics Quanta-Ray PRO-Series). The third harmonic was used to pump an optical parametric oscillator (OPO, Spectra-Physics Quanta-Ray MOPO-700, tunable in the visible region). Probe light for transient absorption kinetics measurements was provided by a 75 W arc lamp (PTI Model A 1010) that could be operated in continuous wave or pulsed modes. Timing between the laser and the probe light was controlled by a digital delay generator. After passing through the sample collinearly with the laser beam, scattered excitation light was rejected by suitable long pass and short pass filters, and probe wavelengths were selected for detection by a double monochromator (Instruments SA DH-10) with 1 mm slits. Transmitted light was detected with a photomultiplier tube (PMT, Hamamatsu R928). The PMT current was amplified and recorded with a GageScope transient digitizer. The data were converted to units of ΔOD (ΔOD = −log₁₀(I/I₀)), where I is the time-resolved probe-light intensity with laser excitation, and I₀ is the intensity without excitation). Samples were stirred continuously and
measured using a laser repetition rate of 10 Hz. Data were averaged over approximately 500 shots.

All instruments and electronics in these systems were controlled by software written in LabVIEW (National Instruments). Data were log-time compressed prior to fitting. Data manipulation was performed with MATLAB R2008a (Mathworks, Inc.) and graphed with Igor Pro 5.01 (Wavemetrics).
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APPENDIX C

MATLAB PROGRAMS

Annotated MATLAB programs used for data analysis in Chapters 2 and 3
%This .m file allows raw data to be processed into TA data (units of OD)
%written by Jillian Dempsey October 2008
[file, dirpath]=uigetfile('*.lvm', 'select a file');
SOA=input('input slow amp offset in V (default 0)');
%allows user to insert slow amp offset
if SOA>0;
else;
    SOA=0;
end;

SOA

%calls a dialog box that will allow one to select a file
data=imread(file); %reads numerical data from ascii delimited file "file"
len=length(file); %measure length of file name
file1=file(1:10); %removes .lvm from file
file2=double(file1); %filename converted to ascii
file3= [file2, 116, 57, 46, 116, 120, 116]; %filename with ta.txt appended
file4=char(file3); %convert ascii *ta.txt to characters
last=length(file2); %gets a, b, or c for timescale 0.1 ms = a, 1ms = b, 10 ms = c
filea=file2(last);
tt=data(:,2); %read the time data out to var tt
yy=data(:,3); %read the time data out to var yy
y=yy+SOA; %adds offset to all Y data

k=25; %starts at data point 25
index0=0; %finds the place where the derivative spikes up to 
%correct for real zero
if filea>99; %ends with a or b; corresponding to fast amp data
    deriv=1e5;
else %corresponding to slow amp data
    deriv=3e2;
end

while index1<=0
    k=k+1;
    diff=(y(k)-y(k-11))./(tt(k)-tt(k-11));
    diffsq=(diff).^2;
    diff1=sqrt(diffsq);
    if diff>deriv
        index1=k;
    end
end

diff1

t=tt(tt(index1)); %makes pretrig end 10 points before diff spike
pretrig=10; %makes a string that is the pretrigger data
Tr=mean(pretrig)); %find y avg of pretrigger
index1=10

OD=10*log10(y./Io); %convert to OD
plot(t, OD) %yay graph
ta=[t dD]; % rewrite the TA data with corrected t scale to a new array to export
dlmwrite(file4,ta,'precision',14); % write a file of the TA data
% INPUTS
% yoff = y axis offset of data, measured at t-infiniti
% k = vector describing the ET rate constants for the 8 ET reactions
% ex. k=[1.0e+6; 1.58e9; 5.7e9; 2e8; 9.8e9; 5.2e7; 6e6; 4.4e8];
% y0 = vector describing initial concentrations;
% [([Ru2+];[Mn5+];[Ru3+];[MV+];[Co2+];[Co3+])
% ex. y0=[5.5e-6;0.005;0;9.9e-6;4;0;0];
% timespan = timespan utilized in the simulation
% ex. logtimespan=-6:0.1:-1; timespan=10.^logtimespan;

[Tcalc, Ycalc]=ode23s(@(t,y) Jillian8(t,y,k),timespan,y0);
% Differential equation solver used to compute a simulated concentration
% profile based on the differential equations describing the
% electron transfer rxns (see Jillian8.m)
eps730=10,0,267,1932,0,7506,0);%
% epsilon values at 730 nm for [Ru2+,Mn5+,Ru3+,MV+,Co2+,Co3+]  
DODCO_calc23_730=Ycalc*diag(eps730);
% converts Calculated concentration profile into a simulated TA spectrum by
% multiplying the concentration profile by the vector of epsilon values

% Here the real TA data for the 3 timescales measured are plotted, overlayed
% if one timescale needs to be scaled, include the scaled file here
% Here the file Co94 is used as an example, manually put into this m-file
semilogx(Co94_730data(:,1),Co94_730data(:,2),'g-');
hold on
semilogx(Co94_730bta(:,1),Co94_730bta(:,2),'g-');
semilogx(Co94_730cta(:,1),Co94_730cta(:,2),'g-');
% Simulation is overlayed on top of the real data, and corrected with the
% yoffset
semilogx(Tcalc,(sum(DODCO_calc23_730') + yoff),',ko');
axis([1e-6 1 -1e-3, 1e-3]);
hold off
% (sum(DODCO_calc23_730') + yoff) should then be saved as a txt file, i.e.
% dOD=(sum(DODCO_calc23_730') + yoff)
% save Co94_simulation.txt dOD -ascii -tabs
% save timescalc.txt Tcalc -ascii -tabs
function [yprime]=jillian8(t,Y,k)
  % This function describes the differential equations describing
  % the electron transfer reactions of Ru(bpy)_3^{2+}, Mn^{2+}, and Co(dpBF_2)_2L2
  % as described in Chapter 2. ET reactions and the corresponding
  % rate constants ki-k0 are described there

  % Ru2+
  yprime(1)=-k(1).*y(1)-(k(2).*y(1).*y(2));
  % Mn2+
  yprime(2)=k(2).*y(1).*y(2)+k(3).*y(3).*y(4)+k(4).*y(4).*y(5)+k(7).*y(7).*y(4));
  % Ru3+
  yprime(3)=k(2).*y(1).*y(2)+k(3).*y(3).*y(4)+k(5).*y(5).*y(6)+k(6).*y(6).*y(5);
  % Mn3+
  yprime(4)=k(2).*y(1).*y(2)+k(3).*y(3).*y(4)+k(4).*y(4).*y(5)+k(7).*y(7).*y(4);
  % Co2+
  yprime(5)=k(2).*y(1).*y(2)+k(3).*y(3).*y(4)+k(4).*y(4).*y(5)+k(7).*y(7).*y(4)+2-y(6);
  % Co3+
  yprime(6)=k(4).*y(4).*y(5)+k(5).*y(5).*y(6)+k(8).*y(8);=
  % yprime=yprime;
% OVERLAYER
% Adapted from Overlayer program written by Maria Ener
% plots traces from two different time scales, and asks
% for multipliers to adjust the traces
% so that they overlay better

% scale = input('For first round combination, enter 1, \n for second round enter 2 ->');

% READ DATAPLIES
disp('select the fastest trace');

[file, dirpath] = uigetfile('*.*'); % opens a window to pick my file
if isequal(file, 0) || isequal(dirpath, 0)
    disp('cancelled!');
    hold
    i=0;
    return
end
file=[dirpath file];
dataf=dlmread(file);

disp('select the corresponding longest trace -->');

[file, dirpath] = uigetfile('*.*'); % opens a window to pick my file
if isequal(file, 0) || isequal(dirpath, 0)
    disp('cancelled!');
    hold
    i=0;
    return
end
file=[dirpath file];
dataL=dlmread(file);

% EXTRACT DATA X and Y DATA
xf=dataf(:,1);
yf=dataf(:,2);
xL=dataL(:,1);
yL=dataL(:,2);

% FIRST OVERLAY OF DATA
semilogx(xf,yf,'r');
hold
semilogx(xL,yL,'b');
hold

mults=1;
multiL=1;
seguir=input('does it need adjustment? (y/n) ->', 's');
if seguir == 'n'
    yLadj=yL;
else
    while seguir == 'y';
        multif=input('select a new first trace multiplier (SELECT 1 HERE) ->');
        if multif <= 0
            multif=1;
            disp('defaulting multif=1');
        end
        multL=input('select a new second trace multiplier (default 1) ->');
        if multL <= 0
            multL=1;
            disp('defaulting multL=1');
        end
        yfadj=multf.*yf;
yLadj=multL.*yL;
        semilogx(xf,yfadj,'r');
        hold
        semilogx(xL,yLadj,'b');
        hold
        seguir=input('does it need adjustment? (y/n) ->', 's');
    end
    disp(multL);
    datac=combine_jld_thesis(xf,yfadj,xL,yLadj);
    T=datac(:,1);
    Y=datac(:,2);
    TY=[T,Y];
    keep=input('do you want to keep this combined trace? (y/n) ->', 's');
    if keep == 'y';
        [Savefile,Savedirpath,Savefilter]=uiputfile([dirpath,'*.txt'],'Save overlaid traces', [dirpath, file]);
        eval(['save ''',Savedirpath,Savefile, ''', TY -ASCII -DOUBLE']);
    end
function data=combine_jid_thesis(xf,yfadj,xL,yLadj)

% TO CREATE A SINGLE DATA SET COMBINING DATA FOR TWO TIMESCALES
% Adapted from the combine program written by Marla Ener
% INPUTS
% vectors containing time (x) and delta OD (y) data
% key:f & l are fastest timescale and longer timescale.
% yL is adjusted (hence yfadj, yLadj) by a multiplier to
% remove discontinuities between the data from the three time ranges
% OUTPUTS
% data is a matrix with the combined time values in the first
% column, and delta OD values in the second column

% Timescales for different purposes
if tscale == 1
    % for combining the 40 us or 400 us and 40 ms timescale data
    timefl = 1e-7;
    timefu = 3e-5;
    timeL=3e-5;

% ADJUSTING FASTER TIMESCALE DATA
    % cycles to find indexes of the lower and upper bound times
    xli=1;
    while xf(xli) <= timefl
        xli=xli+1;
    end

    xui=xli;
    while xf(xui) <= timefu
        xui=xui+1;
    end

    newf1=xf(1:xui);
    newf1=yfadj(1:xui);
    newL1=newf1';
    newL1=xLadj';

% ADJUSTING SLOWER TIMESCALE DATA
    % cycles to find indexes of the lower bound times
    xli=1;
    while xL(xli) <= timeL
        xli=xli+1;
    end

    % code for combining the 40 us or 400 us and 40 ms timescale data
    % using arrays
    % code for combining the 40 us or 400 us and 40 ms timescale data
    % using arrays
    % code for combining the 40 us or 400 us and 40 ms timescale data
    % using arrays

new3=xL(x11i:end);  
new3=y2adj(x11i:end);  
new3=newx3*;  
newy3=newy3*;  

%creates the combined trace  
combx=}[newx1 newx3];  
comby=}[newy1 newy3];  
combx=combx*;  
comby=comby*;  

hold  
semilog(x(combx, comby, 'y'));  
hold  

datac=[];  
datac(:,1)=combx;  
datac(:,2)=comby;