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ABSTRACT

The 3C+15C total fusion cross section has been determined in the
range 3R6<FE_,, <8.0 MeV using Ge(Li) detector measurements of low-
lying transitions in the residual nuclei and a statistical model calculation
of excited state populations. Six different residual nuclei have been
observed and their production yields are given. To constrain the parame-
ters in fusion models for these reactions, we have also taken elastic
scattering data at ¥;,, = 60°, 70°, 80°, and 90° for 4.5 < E_,, < 8.5 MeV,
as well as angular distributions at E,, =7 and 8 MeV. The relationship of
low energy scattering and reaction cross sections among the carbon iso-

topes is discussed.
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I. Heavy Ion Reactions

A. Introduction

This thesis will discuss low energy measurements of the reactions
13C+13C, 12C4+13C, and *C+12C. These systems lie in an area of nuclear sci-

1

ence known as "light heavy-ion physics,” comprising collisions between
pairs in the approximate mass range 9 < A < 40. For such a large number
of nucleons one does not ordinarily demand a complete microscopic
description of the reaction, and there is a natural division of reaction
mechanisms into direct and compound nuclear. Direct reactions are
those involving the transfer or excitation of only a few nucleons, while the

nuclei remain relatively distinct. Analysis of direct reactions ultimately

requires an understanding of the transition operators and/or some
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processes occur when nuclei mingle more closely. In very heavy systems,
compound nuclear reactions are described by simple macroscopic quan-
tities such as charge, mass, and level density at high excitation energy.
For the systems we will discuss, the distinction between compound
nuclear and direct mechanisms is blurred. This is because a direct reac-
tion may involve a significant fraction of the total number of nucleons.
Conversely, the energy tied up in shell structure or alpha clustering in
these light nuclei is not small compared with the kinetic energies charac-
terizing compound nuclear formation. Not surprisingly, neither descrip-

tion is adequate.

The remainder of this section is a brief, general description of heavy
ion cross sections over their entire energy range, along with definitions of

quantities used to describe fusion in the Coulomb barrier region. Section
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I.B describes the reaction sequence on a microscopic level and discusses
details of the final states. We then conclude this chapter by examining a
number of measurement schemes. While this approach may appear
unnecessarily pedagogical, it will streamline the flow of argument in later
sections where we will be concerned with more complex experimental

detalils.

Simple geometrical arguments suffice to explain the obvious features
of heavy ion fusion cross sections over most of their energy range. Large
nuclei will coalesce when they approach each other to within a certain
critical radius. As the collision energy increases. low impact parameters
will begin fusing first and the cross section will increase until the max-
imum geometrical overlap is reached. Except in special cases of compet-
ing direct processes, the total reaction cross section up to this point is
is behavior is seen most clearly ina

¥
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vs. 1/E (fig. 1) Above this maximum, the fusion cross section falls as the
increase in the centrifugal barrier begins to exclude higher partial waves
from the nuclear interior. At the very highest energies one reaches the
liquid drop or yrast limit for the compound nucleus and the cross section
drops rapidly (Ca79, Di82), although this behavior has not been carefully

explored.

At low energies, the cross section is dominated by penetration of the
Coulomb barrier. Because charged particle cross sections fall many ord-
ers of magnitude for a decrease of a few MeV in interaction energy, one

usually defines the S- factor as:
S(E)=FEo(E)exp(2nn) ; LAl

where
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This factors the s-wave Coulomb barrier penetrability energy dependence
out of the cross sections. For point-like particles, the low energy S-factor
should be approximately constant, but for heavy ions, the distance of
closest approach at the Coulomb barrier is comparable to the nuclear
radius. The next order correction to the s-wave penetrability defines the S

-factor:

SE) =Eo(E)exp(2m + gE) 1A2

where, theoretically,

u is the reduced mass, and R is the rms charge radius.

The S-factor actually overcompensates for the energy dependence of
the cross section. Where‘ the cross section may fall 8 orders of magnitude
over some energy interval below the Coulomb barrier, the S-factor will
rise perhaps 2 orders of magnitude over the same interval. §(E) is rela-
tively energy independent; however, it requires an assumption about the

radius of the target and projectile. It is, therefore, seldom used.



B. Reaction Products

While direct reactions take place on a time scale of the order of the
target-projectile transit time (~107?1 ), compound nuclear reactions are
typically 1000 times slower. When nuclei in this mass region merge, the
binding energy per nucleon goes up. The nearly equilibrated compound
system is highly excited and cools itself primarily through emission of
Iight particles during the first ~107'® 5. When this becomes energetically
impossible, the excited residual nuclei undergo complex y-ray cascades
until reaching their ground states (~107'% 01073 g). Finally, these nuclear

ground states may be unstable with respect to -decay (~1073 to 10% s).

Even in the lightest of these systems at low energies, the number of
exit channels is enormous, very often amounting to thousands or tens of
thousands of states. (The smallest number of flnal states actually meas-
f this writing, has been ~20 {Be78, Be81b)). Since cne
can think of the compound system as equilibrating to some temperature,
the maxirnization of entropy requires a heavy ion collision to fill a volume
of phase space consistent with the conservation laws with uniform proba-
bility. Thus, the distribution of products will be proportional to the den-

sity of final states.

The evaporation of a light particle from the compound nucleus would
populate final sta{es according to the density of states due to their rela-
tive motion, pr = (E¢m —Q+E )% times the nuclear level density, p;(E ",
where E° is the excitation energy in the residual nucleus. For large E°*

the Fermi gas level density goes approximately as:

exp(2a [E°— A7)

E « ,

IL.B.1
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where A is a shell-dependent pairing correction. So for evaporation of a

single particle, this distribution of nuclear final states is:

2a[F '~ A%)

IL.B.2
(E*—A)?

p(ED « (B, ~Q+E")% exp(

A schematic plot of this function is given in fig. 2. Eqn. I.B.2 implies that
the emission of a low energy light particle is much more likely than a
high energy one, since there are many more internal states at high exci-
tation. The result is that a narrow band of excited compound nuclear lev-
els explodes into an extremely complicated distribution; in fact, it is as

"complicated' as it can possibly get.

Every state in this distribution which lies above a particle emission
threshold populates a similar distribution in the appropriate residual
nucleus. It is necessary to add together their individual contributions to
obtain the excited state spectrum in sequential emission. An example of
this is also given in fig. 2. Because the evaporated particles are light and
their energy is low, the léboratory angular distributions of the heavy par-
ticles are strongly peaked in the forward direction by kinematics
(Viap < 20%)), with a maximum around Wq ~6-10° (Ko79). In the center of
mass system, of course, the maiimum is at 0°. The angular distributions
for secondary and tertiary evaporation are a little wider because of the

cumulative random impulses of particle emission. (See example in fig. 3.)

It is not strictly true that all energetically possible states are popu-
lated with equal probability. Emission of very low energy charged parti-
cles is inhibited by their transmission coefficient through the Coulomb
barrier. In systems for which dynamics constrains the average values of

certain physical quantities, the entropy is not simply the logarithm of the
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number of available states, but is instead a quantity called the "missing

information,"” (A180) defined for a distribution, P(F), as

S=1InN - P(E)I{P(E)/ P°(E)} , [.B.3

where N is the total number of available states and the distribution
P°¢(F) is the statistical one. The mean value of the dynamic quantities are

defined as

[A]= [A(E)P(E)dE . 1B.4

In the case of heavy ions, dynamical constraints act to shape the nuclear
excited state distribution and the partitioning into states of relative
motion follows from this. The main constraints are the average value of
the excitation energy, E°, and the width of the exciton distribution,
(aE *)% for each energetically possible residual nucleus {(Al79). These are

identified by finding the extremum of the Lagrangian:

L= =5 + 1]+ 37 [4,] ., I.B.5

where [1]= ZP.,‘ is the normalization condition. The distribution which
7

maximizes this is (Ja57):

P, = Poe exp[ A LA A (7)] . IB.6

From this we can see that the "surprisal,” i.e., the quantity -In(P,/ P,°),
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is a linear function of the constraints. When the excited state population
of a heavy ion reaction is measured directly (Al79), the surprisal is found
to vary nearly linearly with energy (see fig. 4). The slight curvature is

accounted for by a weak dependence on (aE "%

The emission of light particles results in about 2 to 7 different resi-
duel nuclear species, each possessing as much as 6 to 10 MeV of excita-
tion energy. The gamma ray cascade that follows is extremely compli-
cated. The matrix element for an E1 or M1 transition between two nuclear
levels depends on their energy difference roughly as (AE)3. However, the
density of states decreases exponentially with decreasing excitation, with
the result that low energy, rather than high energy, transitions are
favored. There is a significant probability, then, that the cascade will feed

the relatively widely spaced lowest-lying levels. Because a 7y transition

2] IIATAOT OT™IT
1

tend to be washed out in multiple cascades, and the gammma rays are
emitted nearly isotropically. The gamma cascade is discussed in more

detail below.

Finally, it should be mentioned that, in this mass region, the valley of
g-stability lies along the line N = Z. If the compound nucleus at any time
evaporates a proton or neutron, this moves the residual nucleus off this
line, where it méy be B*-unstable. Beta decays may provide a further
(delayed) -cascade. These associated cascades are usually confined to
the first few excited states, where hali-lives and branching ratios are gen-

erally well-known.



C. Methods of Measurement

The first heavy ion measurements relied on-the detection of the light
evaporated particles (A180, Al63, Al84). The accelerators of the time were
only capable of delivering light ion beams (1¢!!B, 12C, 14N, 160) at energies
approaching the Coulomb barrier. The light particles from primary eva-
poration are the largest part of these reaction cross sections; therefore,
the problem of double counting is minimal. The usual practice is to
"range out” the elastically scattered heavy particles and evaporation resi-
dues with thin foils and measure the angular distributions of the light
charged particles with surface barrier detectors. Neutrons are usually
studied separately with long counters; however, the quality of their angu-

lar distribution data is invariably lower than that of charged particles.

The inherent limitation of this method is the problem of double
”couniing. Most neutron binding energies are of the order of 5-7 MeV, so
one cannot exceed this energy range before the onset of "secondary”
emission. Additionally, single particle evaporation only dominates the
cross section for very tightly bound nuclei (generally those with "good”
alpha structure.) Thus, this technique has been limited to the study of
specific exit channels of low excitation energy. The only total cross sec-

tions determined by this method have been *C+'2C and ®0+'0.

In some cases it is possible to extract the fusion cross sections
directly from the elastic scattering angular distributions. The total elas-
tic scattering amplitude is the amplitude, f g, and a nuclear

compound-elastic amplitude, f',

FO)=fou@®) +f'(9) . IC.1



-9-

Following the derivation by Holdeman and Thaler (Ho85), we apply the
optical theorem to the terms in eqn. 1.C.1 . (We note that equation 16 of
this reference contains two typographical errors. The formulae we

present have been corrected.)

o'tot = (o — gp ) = %T—T—Imf'(o) _ 1.C2

Relating o't to the total reaction cross section, op%?,

OJtOt = O'RtOt + U'eltOt = O'Rt°t + f [Uel (’19)— O'a,ul(’ly)]dﬂ . 1.C.3

Although this integral is the difference of two divergent terms, we know
the result is finite since the nuclear forces involved have a finite range.
Therefore, we may cut off the integral at a small angle, Yo~ 1/ grazing »
and estimate the residue from the Coulomb amplitude, which is com-

pletely known. The result is:

"

ox® =2r [ [(do/d0)gu —(do/ d), ]sin(¥)dv
Yo

—4m | £'(0) | # sin®(¥y/ 2)

+ 47k Im{f'(0)exp[2in Insin(¥y/ 2) — Rig, ]} I.C.4

where (do/d{l)q,; is the Rutherford differential elastic cross section,
(do/ d), is the experimental differential elastic cross section, 7, is the
Sommerfeld parameter, and o, is the Coulomb scattering phase shift for

{ = 0. The finite range nuclear amplitude for elastic scattering at 0°,
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J'(0), may be determined from elastic scattering data taken at angles

smaller than ¥y (Ho85).

In practice, one observes that (do/ dQ),, approaches (do/dQ)qg, to
within experimental errors as ¥5- 0° (Wo76). This suggests that we may
drop the last two terms on the right side of eqn. 1.C.4 and write, approxi-

mately,

m
op~ 2m [ [(do/dMgw — (do/d0)g Isin(¥)dd . LC5

Y5
The "sum-of-differences” method, as this is called, has only been
tested in a few systems, with inconclusive results. Wojciechowski el al.
(Wo76b) obtained good agreement (~ 10%) for a-particle elastic scatter-

ino from 197A1l 2063207Pb and mgBi at‘ 24 .‘R'{e\'r Hnﬂrn“]ert 3

tems, eqn. I.C.5 is often much larger than measurements. The cross sec-
tions for #85Cy( 180, X) given by eqn. I1.C.5, for example, are typically 50-
100% greater than the data.

A recent determination of the low energy *C+!2C reaction cross sec-
tion seems to show a similar discrepancy with previous measurements

(Tr80). For identical particles, eqn I.C.5 must be modified to:

n/2
op~2n [ [(do/dQyy — (do/dD), Isin(®)dy , 1C.6

Yo
where ¥ is the center of mass angle and (do/d)yu is the Mott
differential elastic scattering cross section. At the lowest experimental

energies, the grazing angular momentum corresponds to a lower limit of
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integration, ¥y~5° This is well beyond the range of most experiments;
nevertheless, when the data cover a sufficiently large fraction of the
integral, one has reasonable grounds to extrapolate to smaller angles

with a model calculation.

There is a practical difficulty with this. The nucleus presents a
"sharp" surface to de Broglie wavelengths which are shorter than the sur-
face diffuseness, a@. When this wavelength is comparable to the
diffuseness, as in sub-barrier heavy ion fusion, diffraction effects of
wavelengths greater than about 1/ 4lgyzn, Will occur near the edge of
the nuclear shadow (~ 1/ grozing ). Thus; the model calculation will fluctu-
ate about the Mott cross section at small angles. An example of this "ring-
ing" is given in fig. 5 for the ratio of an optimized Optical Model calcula-
tion to Mott scattering for 13C+3C at E,, =7 MeV.

These fluctuations turn out to have a sizable effect on the integral
I.C.8. If we think of op as being the sum of "individual fluctuations,” then
as we decrease ¥ from 7/ 2, successive contributions will be of opposite
sign and decreasing area. In the range ¥y<¥<n/2, this sign change
enhances the importance of each fluctuation on the value of the integral.
For 9<v9;, however, successive terms are small and nearly equal, so the

sum will oscillate rapidly about the true value of the integral.

At first sight, then, it appears that 1.C.6 may be safely evaluated as

long as 99K 1/1 It must be remembered, however, that the model

grazing
cross sections are derived from a decomposition of the scattering ampli-
tudes into partial waves. This series is truncated at some maximum angu-
lar momentum in order to evaluate it numerically. If, say, { 54~ 2l grazing »
then the truncated series cannot meaningfully support any scattering

structure subtending an angular interval smaller than about 1/1 ..
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Thus, we cannot expect our model to accurately describe difiraction
fluctuations within ~1/ 2l grgzing (2°) of Wg. The error in op should be the
same order of magnitude as the total fluctuation of the sum in this
region.

It should be noted, however, that the value of the small angle cutofi,
Yo, used in the study of Treu ef al. was chosen as the third Mott scatter-
ing minimum (~ 40°). This is much larger than the angle corresponding to
1/l grazing {~10°) and introduces a serious error into the integral. Re-
evaluating integral 1.C.5 at E_,, = 6, 8, and 10 MeV with a 10° cutoff
(using the potential parameters quoted in ref. (TrB0) gives correction of
+100%, -25%, and -1%, respectively. This method, then, places fairly
stringent requirements on the accuracy and completeness of the angular
distribution data.

At higher energies the residual nuclel can be identified via £ —AE
telescopes.This method becomes unreliable, however, as one approaches
the Coulomb barrier from above, because the changing d£/dxr makes
separation of elements by charge more and more difficult. Energy loss in
the AE detector soon becomes too large a fraction of the total energy,
and the products cannot be resolved from the tail of the rising back-
ground of elastically scattered particles. The only viable alternative,
therefore, lies ih the measurement of the y-rays. Two methods for doing

this have been devised.

The first method, developed at Caltech and employed primarily by
the group at Laval University, is to essentially build a calorimeter out of
Nal (Cu76). Two large Nal crystals are placed close together on opposite
sides of the target. In this geometry they subtend a solid angle of almost

471 steradians. Most of the y-rays from a cascade are of low energy, so
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when the detectors are operated in coincidence, the chances of two or
more 7's from a single cascade to sum is essentially unity. Thus, the pro-
bability of detecting a cascade is relatively independent of the number of
steps therein. The production of positron emitters can be a problem;
however, their annihilation radiation can usually be isolated and sub-
tracted. The disadvantage of this method is that it is unable to distin-
guish y-rays due to reactions on target impurities. We discuss a specific
example of this in connection with our measurement of 3C+!3C. Its

advantage is high efficiency.

The second method of gamma detection is to observe the low-lying
transitions of the evaporation residue cascades. These transitions are
typically in the 500-2000 keV range, where the Ge(Li) full energy peak

efficiency is relatively large. The Ge(Li) spectrum one would expect, then,

crmnnthk harl s ~
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tuated by a few distinct peaks.

With energy resolution of the order of a few keV it is usually possible
to avoid the problem of target contamination; however, three remarks
are in order here. Firstly, it often happens that the target is contam-
inated by a substance (such as a different isotope) whose products are
similar to those under study. Secondly, the lifetime of a 7 cascade is so
short that, even iﬁ solid targets, the evaporation residues may not come
to rest fast enough to prevent doppler-effect distortion of the photopeak
shapes. One must take care in separating closely spaced peaks. Finally,
secondary reactions from materials in the shielding, target holder, and
detector material itself may give spurious peaks unless a careful study of

their origin can positively exclude them from the data.
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An obvious advantage of this method over Nal is that production
yields of several residual nuclear species are identified by their charac-
teristic ¥ transitions. Reconstructing these yields from the data requires:
a) knowledge of the level structure and branching ratios up to modest
excitation energies (~10 MeV), and b) model-dependent calculations of
the expected excited state populations as a function of excitation of the
compound system. The next chapter will illustrate some details of these

points in a discussion of the 3C+!3C data analysis.
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IL. 13C+13C Measurements

A. Introduction

Low energy heavy ion fusion cross sections have been studied espe-
cially carefully ever since the discovery of resonances in a-conjugate sys-
tems such as 2C+'2C (Al60, Al83, Al64) and *C+!80 (Pa71). More recently,
both direct and indirect evidence for resonant behavior has been found in
such non-a-conjugate pairs as #C+C (Ko81, Dr81) and 2C+180 (We7s,
Be81a). This suggests that the phenomenon relies partly on the formation
of unusual doorway states and partly on the small number of available
final states compared to systems differing even by the addition of a single

nucleon.

Even ignoring the difficulty of resonances, the impetus for low energy
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tions between pairs in the mass range 9=4<20. No consistent, reason-
able model has been proposed for low energy fusion cross sections which
is appropriate for more than a few of these systems (St80). Part of the
problem lies in the inconsistency of the data. For example, in even so
well-measured a system as 1804183 individual data sets still disagree, by
factors of two, on the cross section at the Coulomb barrier (Hu80). To
shed light on the more interesting physics of resonances, the minimum
we would require is a general model of fusion and elastic scattering whose
parameters can be varied predictably from one system to another. This
program must be founded on accurate measurements between many

reaction pairs.

One sensible strategy is to record differences between nearly similar

systems. The most dramatic resonance structure, for example, occurs in
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12C+12C; yet the closest nearby system, *C+3C, has none. Further com-
parisons must be made to clarify the obviously drastic effect of the extra
neutron. We have chosen, then, to measure the system !3C+13C, to

explore further the role of neutron number in carbon isotope fusion.

The data given in this chapter are the partial cross sections for six
exit channels, plus the inferred total fusion cross section, for energies in
the range 3.26 < £_,, < B.0 MeV. Elastic scattering differential cross sec-
tions were determined at 4 angles over the energy interval
45=< F . <85 MeV, as well as angular distributions at E_,, = 7.0 and
8.0 MeV. The total fusion cross section and **Mg production are compared
with the previous measurements by Chatterjee ef al. (Ch80) and those of
Dasmahapatra et al. (CuB1, Da8R). The elastic scattering data of Korotky
el al. (Er80, Ko81), as well as those of Helb et al. (He73), overlap the

mroaaonmt Anda Anly Far dhair Taves } amnavae naintos hAawovnr weo haoun mada
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quantitative comparisons where possible. Finally, we report no evidence

for resonances in any of the cross sections, down to a level of +107%.
B. Fusion Cross Sections

1. Apparatus

The apparatué and data reduction used in this experiment have been
described previously (Da78a, Da76b, Sw76, Ch77a, Wu78). We will not

repeat these, but will enlarge only on relevant details.

The beam was delivered as 3C?* or 13C3* by the ONR-Caltech EN tan-
dem accelerator and directed onto thin (<20 ug/ cm?®) natural carbon or
13C- enriched targets, which formed the end of a deep Faraday cup. (see

fig. 8.) The target/Faraday cup assembly was biased to +300 Volts to
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minimize the loss of secondary electrons. By applying several values of
bias from -300 to +1000 Volts, we established that our charge collection
was accurate to better than = 5%. The data were normalized to the

integrated beam.

At the lowest energies the beam current was typically 300 nA; each
data point represents an integrated charge of 900 uC of 13C?*. Data were
taken using two isotopically enriched targets. The beam energy was
varied in 100 keV steps from 7.0 to 12.6 MeV, and in 200 keV steps from
6.0 to 7.0 MeV and 12.6 to 16.0 MeV on the first target. To improve our sta-
tistical accuracy, the entire excitation function was redetermined in 200
keV steps from 6.4 to 7.0 MeV and in 1| MeV steps from 7.0 to 16.0 MeV
with a second target. High energy points were run with a current of about

40 nA, and a collected charge of 80 uC of 13C3*. Dead time was monitored,

[l

and amounted to a 12% correction at the highest energies, although i

¢
{
b

was negligible in most runs. For orientation, the energy loss of an 8 MeV

13C ion in the carbon layer of our targets was about 150 keV.

Some experimentation was necessary to consistently obtain !3C
beams of sufficient intensity for low energy fusion and high energy elastic
scattering. We introduced 13C-enriched methane gas (99.34 mole % 13C,
Mound Laboratory, Monsanto Research Corp.), diluted with hydrogen, as a
source gas in the negative ion duoplasmatron. The optimum mixture of
13C methane to hydrogen was about 1:3 (pressure). This was first dried
through an acetone/dry ice cold trap to prevent water vapor contamina-
tion of the ion source. Stability and cleanliness were improved enor-
mously by running a proton beam for about 30 minutes prior to the day’s
experiment. Care was also taken to prevent contamination by oxygen or

hydrocarbon vapors during mixing with hydrogen. These steps are
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essential for producing a negative ion source beam, in that these impuri-
ties entering the ionization cavity would make it impossible to separate
the 13C~ or 3CH;~ beams from the much more easily produced *CH™ and
1860~ (We usually identified !3C™ by setting the extraction voltage and
varying the bending magnet current. The 13C™ is accompanied by a *C~
beam about 10% as intense and at a slightly lower magnet current set-
ting.) Under optimum conditions it was possible to extract ~1 ©A of 13¢-
using hydrogen as the charge exchange gas. Using lithium vapor as the
exchange gas gave much higher source currents, ~3—-5u4 of Bc-. By
running a high stripper gas pressure, we were able to consistently run
~200 nA of 13C?* (E = 7 MeV) on target in the South 20° beamline. Max-
imum beam current fell with increasing energy. Above about 8.2 MeV,

13C3+ becomes the dominant charge species. At optimum focus, we meas-

vivad A 1B wA AP 13034 D - AMAYY 4 A BN A (T — 18 MoV ot tha toraat
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2. Targets

Two targets were prepared from 90% 3C-enriched elemental carbon
powder (Mound Laboratory, Monsanto Research Corp.). This was pressed
into pellets and slowly outgassed to white-heat in wacuo for about 15
minutes prior to electron beam evaporation onto 99.99% spectroscopi-
cally pure coppef blanks. These blanks were 1' discs punched from 0.01"
sheet metal. After evaporation, the 13¢ target enrichment was measured
to be 80-85% (see below). A 12C target was made by electron beam eva-

poration of reactor grade graphite onto an identical copper blank.

The target chamber was isolated from the beam line vacuum by a 30
cm long (1 cm i.d.) liquid nitrogen cold trap. The target, itself, was kept

under ultra-high vacuum, and during runs the pressure was usually less
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than 2x1078 torr. To check for carbon buildup, a copper blank was placed
in the target chamber and heated for 8 hours with a proton beam which
was adjusted to have the same wattage as attained with the °C beams.
Using the reaction 2C (*3C,a )®Ne ‘(1634 keV), o(E,m =7.5 MeV) ~100
mb, we found less than 0.1 ug/ cm? carbon deposited. This is a correction

of less than 0.5% to our cross sections.

Total target thickness was determined, first, in situ, by profiling the
small hydrogen contamination of the carbon layers as a function of depth
(Sw75). The profiling reaction was a narrow resonance in 'H('°F,ay)'°0
at £'19;=6.4 MeV. This is possible even fbr such thin targets because the
stopping power for heavy ions in solids is enormous. Some latitude exists
in interpreting the thickness from these data because of adsorbed water
and/or hydrocarbon layers on the front and back surfaces of the target.
After unfolding this uncertainty, and the width of the resonance (47 keV),
the energy loss of '°F ions in 13C was converted into target thickness
using the stopping power tables of Northcliffe and Schilling (No70). For
our two ‘targets, these values are: 18.1+1.7ug/cm? and

18.8+ 1.7 ug/ cm?, respectively.

Both target thickness and isotopic composition were later deter-
mined more accurately by using a combination of Rutherford o-
scattering and resonant proton scattering at 160° in the reactions
2C(p.p) at E, = 1.73 MeV and 3C(p,p) at E, = 1.46 MeV (Mi54, Aj76).
First, the total thickness of each target was determined by a-scattering.
Next, a known thickness of *C was used in conjunction with the **C(p,p)
resonance to establish the count rate per incident proton in a detector at
160°. The '*C content of the isotopically enriched !3C targets was found by

comparison with this count rate. The maximum count rate per incident
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proton was located empirically to within 3 keV by varying the incoming
proton energy in 5 keV steps. The thicknesses of all the targets were com-
parable, and the proton energy loss was about 3-4 keV. At the resonance,
the proton count rate is about 35 times larger for 12C than for an equal

thickness of 13C.

The !3C content was measured independenﬂy with the proton reso-
nance at 1.48 MeV by comparison with a self-supporting 13C foil standard-
ized previously by a-backscattering. Here, however, the effective ratio of
the 13C-to-12C cross sections is only about a factor of 5 at the resonance
energy. The thicknesses inferred for the two 13C targets by this pro-
cedure were (14.11 + 0.42) ug/cm? 13C + (3.16 + 0.10) ug/ cm?® *C and
(16.58 + 0.49) ug/ cm? 13C + (3.15 + 0.10) pg/ cm? 12C. These values agree

well with measurements by the hydrogen profiling technique.

3. Gammma Measurements

The Q-value diagram for 3C+13C is given in fig. 7. Gamma ray yields
from low-lying transitions in the evaporation residues were observed with
an 80 cm® Ge(Li) detector located at 0° with respect to the beam, as close
as possible to the target. The front face of the Ge(Li) crystal was 12 mm
from the target, including 1.7 mm of lead for preferential absorption of
soft y-rays, 1.5 mm of aluminum in the crystal housing, 0.51 mm of stain-
less steel (vacuum chamber), 3.0 mm of quartz (electrical insulation),
and 1.0 mm of copper from the target backing and heat sink. The detec-
tor was heavily shielded from room background by at least 10 cm of lead
in every direction except upstream. From our check on carbon buildup
and previous experiments, we found the detector is not sensitive to

beam-scraping on the 5/32" tantalum aperture located 40 cm upstream
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from the target. Gamma transitions observed in this geometry are indi-
cated in the typical spectra for both *C and 3C -enriched targets (see
fig. 8).

Note that since the valence neutron of °C is so loosely bound, back-
ground from the capture or inelastic scattering of neutrons on nearby
materials (especially on the isotopes of germanium and lead) had to be
checked to ensure no overlap with peaks of interest. Levels with short
lifetimes (< 1 ps) were doppler-shifted because they did not have time to
come to rest before decaying; this accounts for the high energy tail on
some peaks. For the energies relevant in this experiment, typical shifts
are on the order of 3% or, say 30 keV. A few spectra were taken at 90° to
the target, where this distortion is minimal, to aid in identifying back-

ground peaks. At a few selected points, spectra were extended to E_,=12

7:

competing reactions.

A constant consideration in this experiment was to limit neutron
damage to the Ge(Li) crystal structure, and the attendant loss of resolu-
tion. We monitored the neutron flux by regular measurement of the
Ge(Li) resolution and by neutron dosimeters which were standardized by
a known flux. The most accurate method, however, was to use the Ge(Li)
detector, itself, .as a neutron detector by monitoring the number of
counts in the pulse-height spectrum at 691 keV. This line comes from the
reaction "Ge(n,n'). Inelastic neutron scattering cross sections typically
rise abruptly from a threshold (691 keV) and quickly level off to a con-
stant value, in this case ~0.2-0.3 barns (Ch70). We can utilize the fact
that this is a 0* » O* transition of less than 1 MeV and, therefore, goes by

internal conversion. The efliciency of detecting a conversion electron
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produced within the crystal itself is essentially 1. Very few high-lying
states in "?Ge have a significant branching ratio to this level, therefore,
inelastic scattering to higher states will not affect the yield of 691 keV -
rays. We can rule out contributions from neutron capture gamma rays
because "'Ge is unstable. Assuming an exponential form for the neutron
spectrum gives the rule of thumb that for each count in the peak at 691
keV, approximately 200 neutrons have passed through the detector. Since
a Ge(Li) will begin to show some neutron-induced damage at a dosage of
about 107, we were careful to minimize our running time in order to limit

the neutron flux from this experiment to around 108.

The reaction channels observed with the Ge(Li) detector were the fol-
lowing: n + ®Mg (E, = 390, 585 keV), n + n + #Mg (1369 keV), a + #Ne
(1274 keV), a + n + 2'Ne (351 keV) and p + n + *Na (472 keV). For beam
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measurable. One reaction product, #Na, is f-unstable; it decays to #Mg
with a half-life of 15.02 hours. Essentially every decay of **Na feeds the
1369 keV transition in the daughter nucleus. For several energy points
(approximately every 1 MeV in bombarding energy) the beam was stopped
and the delayed activity was monitored, and then subtracted from the
gamma yield of the 2n channel. (A sample Ge(Li) spectrum of the delayed
activity is given in fig. 9.) In addition, when any channel involved the eva-
poration of a neutron plus another particle, a correction was made for
the yield from the C content of the target. We did not attempt to
remeasure the *C+13C cross section because that reaction had been pre-
viously determined by another group using the same apparatus and
analysis (Da76). The yields from this reaction vary smoothly enough that

we [felt justified in interpolating this correction from widely-spaced
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measurements.

4. Detector Efficiency

The data were stored as 4096 channel spectra, adjusted for an
approximate energy calibration of 1 keV per channel. Peak areas were
extracted on the ND4420 MCA (Nuclear Data) by assurning a linear back-
ground and averaging background over small intervals on either side of
the peak, then corrected for dead time, 'C contribution or delayed
activity. These raw yields were then normalized to the integrated charge.
The production cross section of a particular residue, o, is related to the y

yields, ¥, by

o= —1 IL.B.1

where n; is the incident flux, n; is the !3C target thickness, € is the
Ge(Li) full energy peak (photopeak) efficiency, and g8 is the summing-
branching correction factor. Both ¢ and 8 depend on the transition
energy and dynamics of the parent cascade. The quantity, "eB,” then, is
the probability that a nucleus in a given distribution of excited states will
produce a count in the full energy peak of a specific low-lying transition,
in our experiment geometry. Obviously, # is also dependent on beam

energy.

Absolute photopeak efficiencies for transition energies in the range
250 < E, < 3300 KeV were found using standard calibration sources and
known branching ratios. Data concerning these sources and other input
data are listed in Appendix A. To determine the detector eflficiency to

better than +5%, a number of effects were considered.
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When the detector is so close to the target, small changes in
geometry may effect the reproducibility. Beam spot travel was not moni-
tored during the experiment; however, the maximum excursion allowed
by the defining slits, cold trap channel, and tantalum collimator was +1
cm. Visual detection of light target deterioration (slight discoloration)
after several hours of use revealed that the actual wandering was consid-
erably less, in fact, comparable to the beam spot size (~0.5 cm). This was
verified by installing a beam viewer at the target position and studying
the effects of various accelerator controls on the beam spot after optim-
izing the current. Because the crystal face is large (4.85 cm dia.), this

was a negligible correction to the detector efficiency.

The photopeak efficiency is extremely sensitive to small changes in

the distance to the target or source. Investigations with ®Co (E7= 1172
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in a 10% change in efficiency. This systematic error would be averaged
over several measurements and sources in the detector calibration, but
would be present if the shift occurred during a run. The detector, there-
fore, was not moved, except to change targets. Generally, an entire exci-
tation function was taken before disturbing the setup. When this was not
possible, data were taken at several overlapping energies to provide a
normalization and check for consistency. The only notable change in
geometry during the experiment was in the small amount of low energy
data (6.6 to 10 MeV) taken without the 1.7 mm lead absorber, to improve

the counting rate.

The absolute efficiency curve was determined for the geometry and
set of absorbers corresponding to a complete set of data from a single

targel (fig. 10). The efliciency curve of the data taken with the olher
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target was approximated with sufficient accuracy by normalizing the
fusion photopeak yields at several overlapping energies. This ratic was
1.16+0.08 . Similarly, efficiencies with and without a lead absorber were
found by comparison of two data sets taken at the same energy (ratio
equals 1.12 +0.06). The detection efficiencies of the two targets were not
identical because a double thickness of copper backing was used as a

heat sink for the high-current, low energy runs on one target.

5. Data Analysis

Because of the importance of 3-body final states (which have a higher
ground state branching ratio than 2-body decays), we have performed a
Hauser-Feshbach statistical model calculation to predict the excited

state distributions for each exit channel; we used the computer code
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detail, and compared with alternative calculations (see, for example,
Christensen et al. (Ch77a) or Olmer ef al. (0174) ). As there is quite a
large body of data involved, the technical details are gathered, with a

brief summary of Hauser-Feshbach theory, in Appendix B.

Once a good estimate of the excited state populations was made, we
computed the interaction of the gamma cascade with the detector. To
give an elementafy example; assume an evaporation residue with two
excited states, E;>FE;. If our Hauser-Feshbach calculation predicted
relative populations, P; (},P; = 1), then the number of counts in the pho-

topeak at 'y would be given by

Y1 = NC(E])P] + szb(Ez,El) E(El){l - (Eg—El)b(Ez,El)LHBZ
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where N is the production yield of a particular evaporation residue, e(F ;)
is the absolute photopeak efficiency for a gamma ray of energy, Ej,
b(E, E,) is the gamma branching ratio of level 2 to level 1, and t(F2—FE)
is the total detection efficiency of a gamma ray of energy, E2—F;. This
last quantity is the probability that the concurrently produced gamma
ray of energy E»—E; will reach the detector and deposit any energy. This
may be readily computed, given the geometry of the local absorbers and

their attenuation coeflicients:

t(E) = [d0{1-eap[ ~u(E)L(8.¢) ]} exp[-p(E)'(B,9)] . 1LB.3

where u is the attenuation coefficient of germanium and [(9,¢) is the

path length through the active volume of the crystal; ' and !’ take into

tor (Pb, Cu, Si0,, Al), and the "dead’ layer on the Ge(Li) crystal surface.
The summing effect is, at most, ~10%; this has been verified by measure-
ments in cascades from calibrated sources (e.g., ¥3Ba and ®Na). There-
fore, we can coﬁﬁdently neglect Compton scattering by the shielding as a

few percent error in this correction factor.

With the definitions:

By= P+ Pyb(EsE N1 —t (Ea—E ) b(E5E )} I1.B.4a

N=n;,n,o , 11.B.4b

eqn. II.B.2 can be put into the same form as eqn. I1.B.1. Of course the
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realistic surnming-branching factors are much more complicated, being
the sum over a large number of levels. We have used the experimentally
established spins, parities, and branching ratios wherever possible. These
are generally available up to excitation energies of 10 MeV or so; we typi-
cally included the lowest 20 discrete states. Beyond this we must rely on
level density formulae whose parameters were fitted to each residual
nucleus for optimum accuracy. The calculated summing-branching ratios
for the observed transitions are plotted in fig. 11. The accuracy is difficult

to assess, but has been estimated to be ~10% (Wu78).

Finally, a correction must be appli'ed to the beam energy to find the
effective energy of the pi‘ojectile. Because the cross section falls so
rapidly with energy, the beam interacts preferentially with the front of
the target. The effective energy is slightly higher than the energy in the

- i £

center of the target. A suitable expression for £grf is:

E—-AE
[ o(EYEdE

_ E
R , ILB.5
[ o(E)dE
E

where AE is the target thickness. Using o~ Elexp (27m) gives an analytic
form for eqn. II.B.5 involving Exponential Integral functions. A numerical
approximation of this effect gives a difference of only 6 keV from the
energy at the center of the target for the lowest energy point, F., =
3.262 MeV. This is less than the uncertainty in energy loss (~ 8 keV) and is
negligible. But this correction is increasingly important at lower energies
and has sometimes unjustifiably been omitted from the data taken on

other systems. We will return to this point in our discussion.
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6. Results

Partial and total fusion cross sections for each observed channel are
listed in Table 1. The errors on these numbers represent counting statis-
tics alone. The numbers in Table 1 are plotted in figs. 12, 13, and 14. The
yield of ®Mg is the average of two measurements. A comparison of the
cross sections inferred by the yields in the 390 keV peak and the 585 keV
peak is a check on the consistency of our data analysis. Fig. 15 plots the
ratio og99/ 055 as a function of energy. The cross sections agree to within
25%; certainly within the accuracy claimed for the Hauser-Feshbach cal-

culation and statistical fluctuations.

Gamma rays from the ®*Na +p channel were not cbserved. One would
expect ®Na production to be low, since the *Mg yield is only a few per-
cent of the total cross section. Proton and neutron evaporation are some-
what similar in that the spin and energy structure of the **Na and **Mg
levels are comparable. With roughly the same @-value, a naive guess is
that the proton channel should therefore be suppressed by the effect of
the Coulomb barrier on the transmission coefficients. §-value considera-

tions argue for even further proton suppression.

The Mg + 2n channel comprises about 40-60% of the total cross sec-
tion. Neutron channels dominate, as expected, with single particle and «
channels one or two orders of magnitude smaller. The summing and
branching correction for #Mg (fig. 11) is fairly constant, and insensitive
to changes in the excited state distribution. This is evidence that the
model dependence of the data reduction induces little distortion of the
®‘Mg excitation function and, hence, the total cross section. The sys-
tematic uncertainty in the total cross sections is roughly the same in

each channel and over the entire energy range. The systematic error is
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derived from uncertainties of +10% in the summing-branching factors,
+4% in target thickness, +5% in beam integration and +4% in Ge(Li)

efficiency. The sum (in quadrature) of these errors is about +15%.

C. Elastic Scattering Measurements

1. Apparatus

To supplement the fusion work, 13C+!3C elastic scattering data were
taken for an overlapping energy range. Incident 13C3+ were scattered
from self-supporting target foils into a pair of silicon surface-barrier
detectors placed symmetrically about the beam direction. This arrange-
ment allowed us to monitor changes in the beam spot position by check-

ing for asymmetries in the counting ratio. The detectors were masked by
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solid angle of ~1x10™* steradians. The maximum excursion of the beam
allowed by the defining slits, after careful adjustment to minimize slit

scattering, was +0.2° in the lab.

The surface-barrier detectors used (ORTEC, model no. BA-017-050-
100) were specially fabricated from low resistivity silicon (650 Q-cm).
Their small defect and excellent resolution were ideal for heavy ion work.
Their rated resoiution for 5.486 MeV alphas is 13.5 keV FWHM. Typical
resolutions we encountered were 150 keV for E(13C) =7.5 MeV. The limita-
tions in this experiment were always due to kinematics or straggling

rather than detector resolution.
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2. Targets

Self-supporting 13C foils were prepared, as in the fusion work, by
electron beam evaporation onto glass slides, followed by flotation onto
tantalum holders. Qur first attempts were heavily contaminated by the
BaCl, used to separate the carbon film from the slide. Although we never
produced foils as clean as those available commercially, we reduced this
contamination to tolerable levels by flotation in a warm, 50-50 mixture of

acetone and water.

A standard practice in low energy elastic scattering is to normalize
the data to Rutherford scattering from a thin layer of some high Z
material, such as gold, evaporated onto the target. We found gold was
sputtered away too rapidly from either side of our foils under *C bom-
bardment. (We believe the mechanism to be sputtering, rather than eva-
poration, because the goid loss was roughly proportional to dosage, not
current.) This sputtering was effectively suppressed by constructing a
sandwich consisting of about 15 ug/ cm? of enriched carbon on either
side of a 1.5 ug/ cm? layer of gold. These targets were very stable and no

13C3+ beams of this

noticeable deterioration occurred under the 100 nA
experiment. The !°C foils were obtained commercially and floated onto
identical holders. Hydrocarbon buildup was minimized by a liquid nitro-

gen cold trap located about 5 cmn beneath the targets.

3. Excitation Functions

Differential elastic scattering excitation functions were taken at
V.. = 60° 70° 80° and 90°. The beam energy was varied in 250 keV steps
from S MeV to 14 MeV, and in 500 keV steps from 14 MeV to 17 MeV. To

minimize deterioration or carbon buildup effects, several targets were
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used. Their thicknesses and composition were checked by a-scattering
before and after each set of measurements. These targets were thicker
than those in the fusion work, they ranged from 24 to 32 ug/cm?® of
13C+ 68to 8 ug/ cmPof *C+ 1.5102.0 ug/ ecm® of Au.

Pulses Irom both detectors were stored on magnetic tapes as 512
channel spectra. Typical particle spectra at three different angles for 13C
incident on our enriched targets are given in fig. 16, and for commercial
12C foils in fig. 17. For 13C scattering on !2C, the particle spectrum at a
given angle consists of two peaks which are closely spaced in energy. The
low energy one arises from !3C scatteriﬁg, while the higher energy peak
comes from the '2C recoils. This recoil peak overlaps the 3C+3C elastic
peak, making it necessary to subiract off this contribution. For each

energy and angle, the ratio of the 13C+%C scattering-to-recoil peaks was
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taken, and the !2C contribution to the elastic scattering peak was
inferred and subtracted. A further small correction was calculated from
the oxygen peak and subtracted. The !3C yield was then normalized to the
Au peak. Because the energy dependence of Rutherford scattering is
1/E?, the ratio of the 3C+13C elastic scattering to the Mott cross section
is found by multiplying the data by E?/ oy, and normalizing to unity at

low energies.

The results are plotted in fig. 18 and listed in Table 2. The quoted
errors arise solely from the propagation of statistical uncertainties; we
presume systematic errors to have been avoided. A number of systematic
errors would be averaged out by experimental design. Small fluctuations
in the beam spot location, carbon buildup, oxygen contamination, peak

extraction and dead-time errors would be second order effects in the
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cross sections. This method also relaxes the need for precise measure-
ments of target thickness, beam current, detector solid angle and
scattering angle. All of these are effects of second order or less. Nonethe-
less, several low energy points were repeated to check reproducibility.

They agree to within statistical errors.

4. Angular Distributions

Elastic scattering angular distributions were alsc examined at
Epp = 14.0 and 16.0 MeV. We took advantage of the symmetry in non-
relativistic identical particle scattering of the center-of-mass angular dis-
tributions about 90°. At back angles, the inevitable background from
hydrogen and heavy metals is much lower. The two peaks are more easily
separated, except at low energies and for angles greater than about 70°
{due io straggling in the target). As the detectors are moved to grealer
and greater angles, straggling rapidly worsens. To postpone this, both
detectors were placed on the same side of the beam, with one detector
fixed at ;g =30° to monitor current and target thickness. The angular
setting of the other detector was varied in 0.5° to 2° intervals from
Vi =40° to 76°, with the more closely spaced measurements needed to
define the minimum at ¥4, =45°. The orientation of the target to the
beam was varied -to minimize the path length {and the straggling) of the
scattered 13C, since the straggling of the higher energy beam was much
less. The angular scale was calibrated to an accuracy of about +0.3° (lab)

by the location of the Mott cross section minimum at 9,4, =45°.

The (relative) product of incoming flux times target thickness was
given by the number of counts in the monitor detector. To find the elastic

cross sections, angular distributions were measured for the enriched and
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12C targets and separately normalized to the monitor. Next, the 12C con-
tribution is found from the ratio of the lower energy (}3C+!%C) peaks in
both spectra. Normalizing the angular distribution of the !*C target by
this ratio will give the correction. Again, the points are corrected for 180
scattering. The final curves were then normalized to the previously

obtained excitation functions.

The angular distributions are of lower quality than the excitation
data because: 1) more corrections were applied, and 2) they are more
susceptible to systematic errors. Because both detectors were on the
same side of the beam, inaccuracies in the beam spot position were not
averaged. The angular distribution would also tend to be averaged over
the angular acceptance of the apertures and beam spot size, and energy
due to straggling. This would tend to "fill in" the minima, although this is

3 i - i e PR e N I L
ne mosti sericus cugtemalin allani 1S that of dictor-
i 1iiWO UL DLl v u e S R A i L S CLICA L WL Nl g

a 10% efiect, at most.
tion of the angular scale by slow wandering of the beam spot, probably
due to improper focusing of the beam. An error of 1° in the laboratory
measurements at 70° distorts the data by about 20%. Simply shifting the

laboratory scale of the data to enforce symmetry about 45° indicates an

error of ~0.5° for the data sets at both energies.

As in the excitation functions, the angular distributions are fairly
insensitive to cafbon buildup, oxygen contamination, and energy loss in
the target. Target thickness and beam current are monitored effectively,
but are vulnerable to angular errors. Finally, peak error determination at
angles greater than about 75° proved too unreliable for analysis due to

straggling, detector noise, and low energy contaminants.

Table 3 and fig. 19 exhibit the angular distribution cross sections and

their statistical errors. An estimated, roughly constant distortion of
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about 10% over the angular range covered by the data could arise from

small uncertainties in the scattering angle (A%q; ~0.5°).
D. Previous Measurements

1. Fusion

There are few reported measurements of the low energy 1BC+13C sys-
tem. A search for quasi-molecular resonances by Halbert and Nagatani
(Ha7?) in the range 11.5 < E;; < 16 MeV found the excitation function but
did not establish the absolute yields. The total fusion cross section and
production of #*Mg were measured over the range 3.05 < E,, < 6.88 MeV
by Chatterjee et al. (Ch80) by the Nal method, as discussed in Chapter L.
Dasmahapatra et al. (CuB1, Da8R) have remeasured a few points and
correcied for the (radiationless) ground slate branching, however, the
experiment is essentially identical. All three data sets are compared in

fig. 20.

(To facilitate comparison of our data, cross sections have been con-
verted to S(E) (eqn. 1.A.1)). The value of 2nn = 90.832/ V(E,,,). For
obscure reasons, the S-factor of refs. Ch80, Cu81, and Da82 were coﬁ-
verted using 2mnp = 90.775/ \f(Ec,m__). This error is only about 2% for the
lowest energies, but for consistency, all data quoted or graphed in this

thesis have been corrected to our definition.)

Above E_,, = 4 MeV there is excellent agreement (5-10%) among the
data sets, but we diverge fairly strongly below this, where the Ge(Li) data
are ~507% lower. This discrepancy is probably caused by hydrogen con-
tamination in the targets used by Chatterjee et al. (Ch80). Since their

experiment does not resolve most of the individual transitions, their
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detectors would be sensitive to the 8.062 MeV y-rays Irom the reaction
TH(13C,+)“N*. Unless very special precautions are taken, the normal con-
centration of hydrogen in evaporated carbon is at least of the order of a
few tenths of an atomic percent (KeB0). Although Chatterjee ef al. exam-
ined their Ge(Li) and Nal spectra for the presence of contaminants, this
check was performed at only a few beam energies between 9 and 11 MeV.
The reaction 13C(p,7)"*N* has a resonance at E_,, = 0.512 MeV (I, =
30 keV), corresponding to a '3C bombarding energy of 7.163 MeV. Taking
into account the energy loss in their target, the effective 3C+!H reso-
nance energy on the 3C+13C scale in fig. 20 is E,, = 3.77 MeV ('~ 400
keV), which is precisely the area of disagreement between the two data

sets.

It is possible to be more precise about this effect by utilizing the
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efficiency for 8.062 MeV gamma rays by knowing the efficiency at E, =
1.37 MeV and scaling standard Nal efficiency tables (&; ~0.33; they have
already given the cascade detection efficiency as ~0.49. The *N” 7 yield
can be calculated from the published resonance parameters (wl"7= 9.2
eV) (Aj78). The observed disagreement in the S-factors of 50% could be
produced by a hydrogen concentration as low as 0.2 atomic percent. This
concentration is .the same order of magnitude as that of a single mono-

layer of adsorbed water or hydrocarbons.
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2. Elastic Scattering

We have compared our elastic scattering data with previous measure-
ments. The elastic scattering excitation function at 9.,, =90° was taken
from the graphs given by Korotky et al. (Er80, Ko81), while the excitation
functions at ¥, =60° and 90°, and an angular distribution at £ ,, =8.0
MeV were compared to the graphical data taken from Helb ef al. (He73).
The excitation functions of Helb et al. extend down to F.,, =7.0 MeV.
Their excitation functions at both 60° and 90° are in excellent agreement
with ours (fig. 18). We also found quite good agreement with their angular
distribution measured at E_,, =8.0 MeV (fig. 19).

Our data for elastic scattering at 90° differs strongly from that of
Korotky et al. They found a much larger cross section immediately above
the Coulomb barrier. There is very good agreement between 5 and 7 MeV,
but above 7.5 MeV, their values abruptly jump nearly 100% higher than
ours. In their experiment, they used a kinematic coincidence technique
to distinguish *C from '3C. Since those data lie at the extreme lower limit
of their energy range, this suggests that the reliability of their **C/3C
discrimination may be deteriorating as the energy is lowered. Further
speculation concerning this discrepancy should await the publication of a

fuller account of their experiment.
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III. Carbon Isotope Fusion

A. Low Energy Data

Low energy fusion data in the carbon isotopes present a somewhat
misleading picture. Fig. 21 is a comparison of the S-factor data of the
carbon systems available prior to the year 1980. The references are given
in the figure caption. The general impression is that in *C+!3C and
13C4+13C there is an upturn in the S-factor at extremely low energies,
while for 12C+13C there is a leveling or slight falloff. Let us examine this

more carefully.

The strongest evidence for a low energy rise in the 12C+12C S-factor is
the light particle data of Mazarakis and Stephens (Ma73b). Researchers

have suspected for some time that there is a systematic shift of

AE ., ~—50 keV in these points, based on the location of the resonance
energies (KeBO). At these low energies, the S-factor conversion factor
E exp(2mm) is an enormous number, and a rapidly varying function of
energy. A change of 250 keV in energy translates to an order of magni-
tude in S(F). When the target energy loss in the laboratory is about 250
to 500 keV (as it is in most studies) the attendant errors on the S-factors

should be exhaustively checked.

A careful reading of Mazarakis's thesis (Ma71) and later correspon-
dence (St72) reveals a number of errors. In their experiment, the beam
energy was calibrated against proton groups from the ?H(*?C, p)*3C reac-
tion at E('3C) =7.0 MeV. This gave a 0.71 percent correction to the energy
defined by the proton NMR reading of the 80° analyzing magnet, previ-
ously calibrated by the #7Al(p,n) threshold. It appears that this correc-
tion was subtracted, rather than added, to the NMR-defined energy. A



-38 -

proper correction would shift their lowest data point by +40 keV, and the
highest point by +70 keV, in the center of mass.

We mention in passing that the energies given by Mazarakis and
Stephens are those at the center of the target. Although an effective
energy "correction” was applied, it was computed improperly; it is only
about half of the true correction and amounts to a 20-40% decrease in the
lowest points. Reconstructing the exact bombarding energies, target
thicknesses and cross sections (St72) allows a more sophisticated deter-
mination of the effective energies. We include the approximate influence
of the known resonances in eqn. II.C.6. The correctly determined points
are compared to the original data in fig. 22. A few lower energy points
have changed by factors of two, and any general upswing of the Stactor is
questionable. For comparison, we have also included a recent measure-
tions to the energy scale in the more recent data have been corroborated
by a very careful determination of effective beam energies using several
thin (9, 13, 14, and 55 ug/cm?®) targets (Ke80). In contrast, the lowest

energy point of Mazarakis used a 65 ug/ cm? target.

Uncertainty in the target energy loss (e.g., from target thickness
errors) produces not merely a systematic error, but an energy-
dependent distortion of the S(E) or §(E) curves. When counting statistics

are negligible, the systematic error in the S-factor is approximately:

AS(E)/ S(E)~ m(AE/E) . IILA.1

At bombarding energies greater than 12 MeV, an error of +20% in the

thickness of a 50 ug/ cm? target translates to an error of less than 5% in
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the S-factor. But at E(RC):S MeV, the same error is more than 30%.
Below E. ,, ~3.2 MeV, the interaction of energy loss and resonance struc-
ture further compounds the worsening distortion of expression III.A.1,

and large errors are unavoidably introduced into S(E).

Target energy loss problems can be handled in two ways: by very
thick or very thin targets. Thick target data (Hi77) suggest general
features of the cross section such as a pronounced minimurm in §(E) at
E. .. ~3.1 MeV, and a possible resonance below that. It must be remem-
bered, though, that these points are effectively averaged over AE ,, ~ 125
keV. To assess the distortion induced By unfolding the thick target data,
we have reconstructed the bombarding energies of High and Cujec (Hi77)
and recomputed the effective energies and S-factors, assuming S is pro-

portional to the rescnance structure found in recent thin target data

{KeB0). These ervors are in the 10% range. Because the relative minimum
in §(E) near F_,, =3.0 MeV was checked very carefully by repeated
measurements, we tentatively accept the thick target data down to this
point.

As a final remark on the low energy '*C+!*C data analysis, we find it
curious that no estimate of the effect of 13C has been made, despite the
use of natural ca;bon targets. It is possible that it is sizable, particularly
in gamma experiments, where it is difficult to separate *C(**C,p) from
12c(13C,pn) and 2C('3C,a) from 2C('3C,an). Although the isotopic abun-
dance is only 1.1%, its contribution may be amplified by several effects.
Firstly, the experimental ratio o(12C+'3C)/o(**C+!°C) seems to grow
larger (on the average) with decreasing energy. This is because the
12C+1%C cross section is smaller than "expected” from its average

behavior at higher energies. Secondly, the excess neutron in 13C has a low
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binding energy and a small potential barrier. Therefore, the pn and an
evaporation channels are a large part of the 12C4+13C cross section. These
two effects combine to enhance the yield by a factor of roughly 2 to 10.
Finally, a given *C bombarding energy looks 4% higher in the *C+!3C sys-
tem. This contributes an additional factor of about 3 (E ., ~3 MeV).
Dépending on the details of the branching to residual nuclei in ¥*C+13C,
this effect may result in the overestimate of the *C+2C cross sections by

5 to 50% below E ,, <4 MeV.

Published gamma spectra (Hi77, Ke80) for '*C on natural carbon tar-
gets show gamma rays characteristic of the *C+3C reaction, often unla-
beled or attributed to other sources. In particular, one finds the expected
gamma peaks at 350.5, 472, and 1369 keV from the alpha, proton, and
neutron charinels, respectively. The lines at 440, 871, and 1369 (pm, aa,

iz S iz
i ~

C+!

w

and an) are either masked by C or very weak. Taking approximate
numbers from the spectrum at E¢,, ~3.0 MeV given in (Hi77) would place
the 12C+!3C correction to the proton and alpha cross sections at about
10-15%. Without *C+13C data at lower energies, it is impossible to predict

whether this effect becomes greater or smaller at still lower energies.

It would be disingenuous of us to rely on the low energy *C+!%C data
(PaB9, Ma73b, Hi77) without a clear demonstration of the magnitude of
the above effects. A comparison of the S-factors of these three groups
(with effective energy corrections) and the most recent data (Be78,
BeB1b) is given in fig. 23. Notice the thin target data (Be78,
Be81b)(AE . ,, ~30-70 keV) match the other data well in magnitude at the
resonance peaks, but are somewhat lower off-resonance. With peaks
spaced so closely together, this effect could come from smearing the

cross section over larger energy bins (AZ . ,, ~125-150) keV.
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In the light of the above-mentioned corrections and recent measure-
ments, a more cohesive picture of carbon isotope fusion is forthcoming.
The experimental data, summarized in fig. 24, now argue for a leveling-off
or even a downturn in the S-factor (or its average behavior) at the lowest
accessible laboratory energies. That the S-factor deviates from its linear
behavior near the barrier is not entirely unexpected; this subject is

examined in the next sectiomn.

B. SHactor

1. Definition

Before returning to our comparison of the carbon isotopes, it would
be profitable to examine the expected energy dependence of the S-factor.

he S-factor is normally extracted irom the i =0 Coulomb barrier pene-

trability (Ev55). The cross section is related to the transmission

coefficients:
oc=mA2Y (RL+1) T, III.B.1a
~S(EYE™1Ty III.B.1b

where A =h?/2uF_,, . At energies well below the barrier, the transmis-

sion coefficient has the well-known Gamow form:

To=e~7 , I.B.2

with
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1

;*lzo

75

where 7, and r; are the (classical turning points for a system of reduced
mass, u, and energy, E, penetrating a potential, V(r). The standard
assumption is to take r; to be the internuclear grazing distance, F;
therefore the nuclei tunnel through the ezxterior Coulomb potential until
their surfaces touch, and they fuse. In this case, V{r)=2Z,Z5e%/r and

integral III.B.3 can be performed analytically to yield:

v =4n[cos (E/ BY: ~(E/BY(1-E/ B)*] , I1.B.4

where B is the Coulomb barrier height, Z,Z,e 2/ R. With these assump-

tions, 7 has the (approximate) energy dependence:

y(E)~2mm+ C+ gFE 1I.B.5a

or

S(E)x<exp(—gE) ; g= %—(B,u}?s/ Z,Ze2n2% [11.B.5b

Uniortunately, few heavy ion systems can be studied down to ener-
gies where these approximations are valid. For the available data, it
would be worthwhile to find a simple parametrization of the cross section
which is valid in the region 0.5 B < F_,, <B. Examination of a number of
light/heavy ion systems suggests that at least the functional form of eqn.
II1.B.5a may hold over certain energy regions. It may be possible to find a

simple method to extend the applicability of the S-factor to the low
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energy behavior of heavier systems. We will consider three possible errors
in our initial assumptions, and compute their effects to at least order ¥ 2
in the expansion III.B.5a. These three errors are the form of the
transmission coefficient, the shape of the barrier, and the influence of

higher partial waves.

2. Modifications

The functional form of the transmission coefficient depends on the
exact shape of the potential barrier, particularly when the potential
changes appreciably over distances "comparablé to the de Broglie
wavelength. The Gamow factor is only valid at very low energies (E << B),
where it is insensitive to the details of the barrier top. Since nuclear sur-

faces are diffuse over distances on the order of 1 fermi, physically, one

i - .
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length scale. Thus smoothed, any potential would behave roughly qua-
dratically near the maximum. For parabolic barriers, the WKB method

gives the general form for the transmission function (Ke35):

T=(1+e?)! , 111.B.6

where 7 is deﬁned‘ in III.B.4. This formula is not restricted to low energies,
but is valid up to the barrier height, and may be extended beyond that by
allowing the (semiclassical) turning points to become imaginary. Notice
that this form reduces to the conventional Gamow factor for large 7
(E << B), but is only half that value at E = B. (See fig. 25) The discrepancy
between the two expressions becomes severe in the region £/ 5= 0.8, but

may be safely ignored below about 0.7.
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We have thus far assumed that when two nuclei approach to within a
critical distance, they fuse. In simple models, this is taken to be the
radius at which they "touch,” and adjustments of this parameter are
made to fit the data. It is not difficult to allow the more realistic situation
where the critical radius for fusion, R, may be inside the nuclear sur-
face, R. The nuclei are exposed to a lower Coulomb barrier here; closer,
say, to that of two interpenetrating spheres. (The nuclear potential will
also act to lower the barrier height, but the Coulomb force still dom-
inates just inside the surface.) This distorts the energy dependence of the

cross section because fusion will be relatively easier at higher energies.

To make an estimate of this effect we take the Coulomb force at close
distances to be that of a point charge inside a uniform, spherical, charge

distribution. This case can be integrated exactly to give:

7= %0+ (S5 BR? M { (0P 1= 2,02z 2K

+ a®(sin~! 1—sin7t 2Ly} 1LB.7
a a

where z,=R_/ R and a®=3-2E/ B. The choice of the critical radius now
has a tremendous effect on the absolute value of the cross section, but
this can be partially offset by a redefinition of the constants C and g in
III.B.5a. Residual terms introduce nonlinearities of the order of 15% into
the subbarrier expansion of (). As is our discussion of the transmission
function, this correction is of the correct sign and magnitude to account

for observed discrepancies with data.

(In the following discussion we will confine our attention to reactions

between p-shell nuclei, 9<A4=<16. If not stated otherwise, specific



- 45 -
numbers refer to the *C+!?C system.)

The third assumption of s-wave dominance is grossly inadequate for
heavy ions. The centrifugal potential for I =5 raises the barrier height by
only about 1 MeV. Obviously, the transmission functions will be compar-
able. Some useful insight can be obtained from an expression for the
total cross section due to Wong (Wo73, De81). In each partial wave the
potential may be approximated by a parabolic barrier, characterized by a

common position, %, and curvature, h wg, with varying height

2
B = Eo+ BUTR" 111.B.8

2uR?

Explicitly,

1 +1¥)°

3 1L.B.S
LK

Vi(r) = Eo - $uwd (r —R)? + &
Transmission functions for each partial wave are given by the well-known

Hill- Wheeler expression (Hi53):

1
ZTT(EL —E)
P hwl

T(E) = TL.B.10

14+ex

Setting = =1 +%, we replace the sum over I by an integral (Wong's for-

mula):

dx mA 2
o = 2mA 2 T = In
T 'c[>. l-i-be“""IE 144

1
1+b—] ) n.B.11
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where

2
a= nhc and b=exp[ gn [EO—E]} .

" (hwo) (uc? R? nwo

These formulae are valid in the vicinity of the Coulomb barrier. They may
be used to find the fraction for the reaction strength residing in each
partial wave. At the barrier we find the s-wave contributes less than 10%
of the total. Using Wong's formula as a guide, and examining more exact
model calculations, several model-independent features can be dis-

cerned.

The sub-barrier cross sections of p-shell nuclei are essentially
governed by the lowest few partial waves (I <8). The simplest case is
12C+12C where symmetry forbids states of odd orbital angular momen-
tum. We need only consider [ =0, 2, and 4. The behavior of these
transmission functions is shown in fig. 26. Sub-barrier fusion is dominated
to the lowest energies by the partial wave L =2 (og/ op~50%). The S~
wave [raction falls about iinearly from its low energy maximum (~40%) to
nearly zero just above the barrier. The behavior of the L =4 fraction is
anti- correlated with this; it rises from zero at low energies to about 407%
at the barrier. At greater energies, higher partial waves quickly predom-

inate.

With non-identical reactants, the cross section strength is shared
more evenly amongst the lowest few partial waves, as shown in fig. 27 for
the 2C+1!3C system. It is likely that two or three partial waves predom-
inate; shifting smoothly from <2 for F<B/2 to {22 for E2B/2.

Again, higher partial waves enter quickly above the barrier.
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When only a few partial waves contribute, spin may have an impor-
tant effect on their relative contribution in identical particle systems.

For nuclei of spin, 7, the spin-averaged cross section is:

- | —1 ) +2]
O'T:TTf\z 2 1+1—21f)+—1— (21+1)T1 . I.B.12

1=0

Identical particles of spin ¥ are required to be in a totally antisymmetric
relative wavefunction (product of space times spin factors). On the aver-
age there are three times as many symmetric as antisymmetric spin
states; therefore, odd I (anti-symmetric) orbital angular momenta will be
3 times as likely as even I . This is evident in 3C+!3C, where l =1 and L =3
are the primary fusion channels, and ! =1 is 50% of o7 below about 5 MeV.

The action integral, ¥{F), cannct be o
Coulomb plus a centrifugal barrier. Many approximate formulae have des-
cended to us from studies of the a-decay of heavy elements (e.g., Ga49).
To an accuracy relevant in our calculations, a higher angular momentum

wave perceives a slightly higher barrier:

B‘:B(1+0’l) ’ 1I1.B.13a

where

o, = [L{L+1)R%/2uR?)/ B <1 . II1.B.13b

Performing the low energy expansion of 7,
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n=em+ C +g9,F , I11.B.14a

with
C, = Co(1=0,/2) III.B.14b

and
g1=9(1-30,/2) . INI.B.14c

Inclusion of higher partial waves has the effect of reducing the slope of
InS(F). The magnitude of this effect is comparable for the systems
120412C and !3C+'3C. The parameter g, could be as much as 10-15%

smaller than g,. In ®C+3C this effect is less, only about 5%.

We list, then, the following conclusions: The canonically defined S-

factor appears to be the highest-order, model-independent, enerpgy

dependence which can be factored out of the heavy ion cross fusion cross
sections. Each of the above considerations produces effects at least of
order C and F in the low energy expansion of In(S). By fortuitous cancel-
lation, corrections of oraer E? may be suppressed in the region of the
barrier, and again, very far below the barrier. Nevertheless, there is no
simple way to relate C and g to physical features of the nuclei. The renor-
malization of these constants is minimal only in certain cases, namely,
collisions between light and/or identical p-shell nuclei, for £ < B/ 2. The
presence of resonance structure in several of these systems further

reduces the utility of simple models.
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C. Model Calculations

1. Standard Model

Historically, our efforts to describe low energy scattering rely on the
concept of the optical potential. Together with the theory of resonances,
this has been the main thrust of more exact quantum mechanical models.
As both a method and a language, the success of potential scattering in
light particle reactions makes it seems a natural step to extend the opti-
cal potential to heavier systems. Although these potentials may not be
simple, they represent the only practicél alternative to the unwieldy and

complex microscopic thearies.

It is not abvious that heavy ion scattering is reconcilable with poten-
tial scattering. Microscopically, of course, the nuclear-nuclear force is
non-local, since the relative motion of the nuclei disturbs their internal
motion. Mathematically, the Schroedinger integro-differential equation
for the wavefunction, %(#), contains (in addition to the local Coulomb and

centrifugal parts ) the term:

S v ar

Expanding ¥(#') = Y ¥(r")it ;™ (¥',¢") in a series about r (Ho71),
i,m

fV(F,’?') P(#)d' = fV(?,'?")lz [\I'(r) + (7"—7‘)5@;\1'(7')

xit (9 ,9") . I1.C.1

(r—r")% 8°
+ 5 P Y(r)+...
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Making the canonical operator substitution (8/ 8r » —ip /h) and integrat-

ing over angles, we get

SVEREYVUFVAR = Vo (r) + Va(r)p?+ ... . n.C.2

Thus we find that a non-local potential is formally equivalent to an
energy-dependent local interaction. Small non-local influences may be
compensated by a simple linear energy dependence, albeit, in practice

this magnifies the difficulty of applying the optical model.

One approach is to pick a class of similar nuclei and compare their
measurements with a physically reasonable model. The standard strong
absorption optical potential, like most models, assumes a centrifugal bar-
rier and a point-sphere Coulomb interaction and relegates all degrees of
freedom to the nuclear strong force. They are taken to be the strength,
(V, +iW,), radius, B, = 7, (A, 3+A5/%), and diffuseness, a, of a Woods-

Saxon potential:

VN(r) = = (V, +iW, ) (1 + exp[(r =R, )/a])! . 11.C.3

The so-called "standard" optical model (St78) arose originally from a
study of the exceptional systems C+!2C, 13C+1%0, and 0+1%0 (Mi72,
Mi73). For this reason, and reasons of convenience, the standard model
gives V, a large value. This decision has a practical element: the results
are insensitive to V, for large V,, thus restricting the parameter search
to variations of 7, and a. (¥, is set large enough to damp reflection reso-
nances from the centrifugal barrier.) Thus the strength parameters are

fixed at Vy= 50 MeV and W, = 10 MeV. From their fit of 9 heavy ion
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systems they conclude that 7, = 1.27 fm and @ =0.40 fm.

The standard model suffers from a number of flaws. It is crucial to
note that 3 of the 9 systems which were used to fit r, and a were the
(atypical) a-conjugate systems 12C+12C, 12C+1%Q, and °0+!%0. The low
energy *C+!?C data were those of Mazarakis and Stephens (Ma73b) which
we have discussed in the previous section. Likewise, there is evidence
that the 180+180 cross sections may be in error by 50% or more (Hu80). It
should also be pointed out that satisfactory fits are obtained only in 2 or
3 of the 9 cases; the systems 19B+12C, 1B+ 12C, and (possibly) 14N+ N,
In the remaining cases, the standard Iﬁodel has the wrong energy depen-
dence. When fitted near the Coulomb barrier, the low energy cross sec-
tions are too high, often by a factor of two at £~B /2. The predictions of
the standard model for the carbon isotopes are compared to the low

energy data in fig. 28.

Stokstad (St80) has shown that the standard model is only adequate
for very light ions on boron isotopes. Deviations begin to appear for pro-
jectiles as light as N. For other pairs of p-shell nuclei the standard
model is, again, too large at low energies (when fitted at the Coulomb bar-

rier).

2. Incoming Wave Boundary Condition (IWBC) Model

A full search of parameter values in a general optical model is prohi-
bitively time-consuming. The presence of an imaginary potential multi-
plies this difficulty, as well as obscuring the physical interpretation with
additional ambiguities in fitting. An alternative gquantum-mechanical
prescription for achieving absorption can be made by imposing an incom-

ing wave boundary condition (IWBC), i.e., at a specified radius one allows
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only incoming waves (Ra83, Ch77a). This calculation is insensitive to the
form of the potential inside this radius, thus obviating the need for an
imaginary potential. (Recall that the role of W, in the standard model

was to absorb waves reflected from the centrifugal barrier.)

A study of this model for 2C+'3C, 13C+1%0, and !°0+!%0 was made by
taking V, =50 MeV, as before, and varying r, and a (Ch77a). The value of
these fusion data is still questionable, but the emphasis of this study was
on the elastic scattering. While the values of r, and a did not vary sys-
tematically, large values of a(>0.6 fm) were required to fit the elastic
scattering excitation functions. Our own investigations of 13C+13C confirm
this. The curves in figs. 29 (elastic excitation functions) and 30 (angular
distributions) demand a >0.60 fm. However, while it is true that the

fusion data (fig. 31) can be matched fairly well with the values ¥, = 5.19

[
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3. Realistic Optical Potential

More 'universal' parameters of the internuclear potential have
emerged from a survey by Christensen and Winther (Ch78) of the elastic
scattering data for more than 50 systems. Assuming a deep central well,

their investigation of the realistic ion-ion potential gives:

1.07(A, Y3+ A,Y3) + 272 fm III.C.4

Tp

and

e = 0.63 Im. IL.c.s
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Despite the apparent desription of elastic scattering, a blind attempt
to use these parameters produces a poor fit to fusion data. Switkowski
et al. (Sw77) have shown this to be true for the systems *C+N, 1*N+MN,
and ¥N+180. They find instead that a equals about 0.4 fermis. This incon-
sistency arises because we have been too vigorous in our simplifying

assumptions.

When 7 is large, low energy elastic scattering of distinguishable parti-
cles has relatively few features; t.e., the energy for which the cross sec-
tion deviates from Rutherford, and the energy slope of this curve. Ulti-
mately, these can be shown to depend strongly on only one potential
parameter, the barrier height, Vg, with a weaker dependence on its
radial position, rg (Ma73a). Fusion, naively speaking, must depend on

two parameters: the geometrical cross section ~75° and the barrier

penetration probability, which is roughly a funclion of the widilh limnes
the height of the barrier. Thus, only two parameters can possibly be well-
determined by the low energy data. If we substitute, instead, the three
parameters, V,, r,, and a, then we should expect some continuous ambi-
guity to exist among them (Si74). For certain ranges of parameter values,

this rnight be expressed as a functional relation. With reasonable accu-

racy, we find the approximate equation for the barrier height:

2
L ZaZet [ e , 1.C.6
Tp TBJ

Vg

where 7 p solves the implicit relation

R, =rg —aln[k—1+ (k¥ -2k)*] n.c.7z
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and

k=rgiV,/22,Z2e%a . I11.C.8

This effectively reduces the number of degrees of freedom from 3 to 2.
Thus, V,, 7,, and a are not uniquely determined by low energy scatter-
ing, and the exact values found by different parameter searches need not

vary systematically.

In the above-mentioned studies, V, was assumed to be large for sim-
plicity. By varying ¢ and 7, it is possible to fit the elastic scattering. This
fixes Vp, albeit, with large values of @. Because the radial position of the
barrier top is well outside the strong interaction radius to which the
absorptive potential is bound, we know the real potential must predom-
inate at low energies. The fusion cross sections from parameler fils Lo the
elastic scattering do not fall with energy as fast as the data, unmistak-
able evidence that the barrier is not wide enough at low energies. The
"true'" lon-ion potential should retain the same barrier height as
predicted by elastic scattering, yet increase the barrier width still
further. Both conditions can be satisfied by reducing V, (~15 MeV). To
some extent V, and a are now redundant and their exact values will be
ill-determined; hbwever, this family of potential shapes should be capable

of describing both elastic and fusion data.

A barrier penetration and critical radius model (which incorporates
the improvements of the previous section) has recently been analyzed by
Descouvement et al. (DeB2). They are very successful in describing fusion
between p-shell nuclei from the sub-barrier region up to yrast energies,

where the critical radius picture breaks down. For computational
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purposes, they specify the three parameters of a shallow Woods-Saxon
nuclear interaction and add the centrifugal and point-sphere Coulomb
parts. The transmission coefficients for each partial wave were computed

numerically, and the best fit parameters were found for each data set.

Next, they tested the sensitivity of their model with two different
approximations to their potentials. By fitting the sub-barrier data of 16
light-heavy systems, they deduced the systematic variation of two

(model-independent) features of the s-wave interaction, Vg and 7 5.

rp=1.128(A,3+A,13) +2709{m , 1I.C.9
B 1 2

Vg = V(rg) =0938Z,Z2%/ 15 . 11.C.10

Data exist for 4 systems (2C+12C, 12C+1N, ®C+160, 180+1%0) at energies
high enough to weakly determine the critical radius, r,. They find
r.~0675(~08F,). This is near the position of the relative maximum in

the s-wave barrier.

Although Descouvement ef al. did not check the elastic scattering,
we have noted that this is largely fixed by Vg and r 5. Expressions for the
systematic variation of Vg and 7 g resulting from the elastic scattering
fits of Christensen and Winther (Ch78) can be derived from eqns III.C.4,
I11.C.5, and III.C.8. These are to be compared with the fusion-determined
counterparts I1I1.C.9 and II1.C.10. The agreement between both parameter
sets is excellent. The barrier heights differ by less than 1%; rp as found

from elastic scattering is consistently 3.6% smaller than that for fusion.
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The quality and consistency of these predictions lend credence to the
idea that a shallow Woods-Saxon potential produces a more realistic bar-
rier shape. A shallow real potential has another advantage: fewer
reflection resonances, because a relative minimum or "pocket” exists for
fewer higher partial waves. Constructive and destructive interference
oscillations were a large effect in this barrier penetration model, espe-
cially above the barrier. Smooth cross sections were obtained by averag-
ing the interference terms. The structure and shape of these resonances
depends on the choice of critical radius; thus their presence or absence

must be related to the absorptive part of the interaction.

Even well above the Coulomb barrier where some transmission
coeflicients approach unity, both fusion and elastic behavior are
governed by barrier penetration. The largely real potential is dominated
by the Coulomb and centrifugal forces and depends on the real nuclear
potential only in second order. These facts can be used to restrict the
form of the imaginary potential. One obvious constraint is that there
cannot be appreciable absorption much beyond the radius of the real
nuclear potential, and certainly well inside the the barrier radius.
Another constraint is that the absorption may be energy-dependent. The
imaginary potential, more than the real, embodies any non-local
influences becauée absorptive processes are initiated by rearrangement
and internal excitation. As these grow in importance with collision
energy, so should the imaginary potential. Lastly, interference effects
from waves reflected from deep inside the nucleus seem to occur, but are
phase-averaged. The rarity, but not absence, of shape resonances and the
energy-dependence constraint are consistent with a shallow imaginary

potential at low energies.
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Shallow complex optical potentials between heavy ions have been
previously invoked by a Yale group (Re73) to explain the average behavior
ol BC+12C, M¥N+14N, and 0+180 elastic scattering. Their real potential is
a shallow Woods-Saxon form (V, ~10-20 MeV). The imaginary part is pro-
portional to a separate Woods-Saxon whose depth can vary linearly with
energy. This study is valuable for its exploration of changes in each
parameter. The presence of continuous and discrete ambiguities prevent
one from drawing conclusions about the inferred potentials. However,
barrier penetration through the real parts of the Yale potentials is,
reportedly, in good agreement with the results of Descouvement et al.

(DeB2).

The energy slope of the imaginary potential was found to affect only

the magnitude of the high energy scattering (above about twice the bar-

rier height}, while only weakly affecting the position of scattering minima
and maxima. The placement and character of these structures is mainly
fixed by the real potential. When the real potential is adjusted at low
energies, the slope of the imaginary potential can be forced to account
for the normalization at higher energies. In principle, this procedure
could be iterated to give the constant term also, but in practice there is
too much ambiguity in the other parameters. It is sufficient to take W,
large enough td dampen any remaining low energy shape resonances
(W, ~0.5—2.0 MeV). The Yale study deduces a value for the energy slope

in the range 0.1-0.2, but we must emphasize that none of their calcula-

tions "fits" the data, or even its average behavior, by any means.
Continuing in this vein, Korotky et al. (Ko81) have attempted to fit
the 13C+13C elastic data in the energy region 7<FE.,, <36 MeV with a

shallow, surface-transparent potential (V, =16.0 MeV, W,=022E. .. ,
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Rreal = Rimag =6.35 Im, G, =0.45 im, and @imey =0.30 fm). We have
retained this same form and refitted this potential to our data by making
only slight parameter adjustments. As in the IWBC model, the optical
model could not fit the excitation functions at different angles simultane-
ously. The dotted curves in figs. 29, 30, and 31 were obtained by using
Vo=125 MeV, W,=1.0+022E ., Rppq =Rimgg =6.35 Im, 0,4 =052
fm, and @;mey =0.30 fm. The radial position and barrier height of the real
parts of both potentials agree to 1% (Vg =6.05 MeV, r 5 =8.06 im). These

values are in excellent agreement with the conclusions of Descouvement

et al. (Vg = 6.07 MeV, 75 =8.01 fm).

D. Molecular Wave Function Method

The optical potential is incapable of describing the '3C+!3C angular
distributions over a range of different energies. This failure may be the
signal of an anomalous contribution to the nuclear-elastic amplitude
caused by the presence of the loosely-bound valence neutrons. Excess
neutrons have a pronounced effect on the elastic scattering of the other
carbon systems: 2C+13C (Go88, Bo71), C+C, B¥C+C (Bo72), and
14C+14C (K080, DrB1). As we shall see, it is possible to formally consider
the general problem of carbon isotope scattering, and then, to quantify

the effect of neutron number in each of these systems.

Below the energy where the fusion mechanism saturates, and cer-
tainly below the barrier, the total reaction cross section is usually dom-
inated by op,. It sometimes happens, though, that conditions are favor-
able for competition by direct reactions. Systems must be individually
examined for these conditions, since low energy direct reactions depend

strongly on the details of nuclear structure. Because the energy needed
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for breakup into three nearly equal bodies is relatively high, the allowable
direct reactions may be generically classified as transfer reactions. The
most likely candidates (due to barrier penetration arguments) are neu-
tral particle transfers, especially neutron transfer, or excitation

(Coulomb excitation or inelastic scattering).

It is even possible for transfer reactions to dominate the low energy
total reaction cross section. The light particle can be pictured as chang-
ing from one state of internal motion to another during the close
encounter of the two heavy centers. The amplitude for transfer is, thus,
proportional to a constant (the 'coefficient of fractional parentage”
times the overlap of the entrance and exit channel wavefunctions with
the form factor of the transferred particle. Different methods of attack-
ing this problem are usually tailored to one’s knowledge of the entrance

3

and exit w
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T-Matrix Theory (CTM) (Gr62), or the Distorted Wave Born Approximation
(DWBA) (Pe67). For the purposes of discussion we will use the DWBA. This

theory is valid for transfers of small @-value.

For the transfer (o +c) + b »a + (b +c)or b (4,a) B, we define:

Hi=mamy/(matmy)  mi=meme/my

mp=mgmy/(mg+m,) my=mym./mpg

kiz(zlu'iEik/ hz)% ai:(zmiBA/hZ)%
kp=(2u, E ¥/ n2% oy =(2m ; BB/ n2)h I.D.1
k =%(kl+k_f ) a:%(ai-*—af)

A=m;Z, 7./ 27 4 n=¥(n;+ns)

where B4 and B? are the binding energies of particle ¢ in nuclei 4 and

B, respectively. When @ and the bombarding energy are not too large,
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the DWBA matrix element is

My = {Ft,("?ﬂ)e""f’"z‘(kﬂ)dr : IL.D.2

where the F;’s are the regular Coulomb functions, and « is

.
kK=o [ dr[1+2,Z.e%/ (1+8)BAr % . I1.D.3

Switkowski et al. (Sw74) noticed that F;I(Icfr) has a maximum near
the classical turning point in the exit channel, while the product of the
two functions e“""Fli(lcir) has a well-defined peak (at low energies). At a
certain value of &, the two peaks will coincide, and the transfer probabil-

ity will be maximized. The optimum @ value occurs at:

—1|E; + I1.D.4

ZpZ, _ hla;?
ZAZb(l—A) 2,[1,,;

When @ is not too large, the DWBA cross section is, to within spectros-

copic factors, (Pe67):

0 (E) o k2 gBnarctan(as/2k) 1.D.5

Eqn. [II.D.5 predicts several important properties of these reactions.
When Q- Qopt and E;-0, we make the substitution
tg Nz )=Y%tg 1 (2x[1-z2]"!) and obtain (to first order) the expression of
Switkowski et al. (Sw74):
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U#(E) o E.i..le4marctan(lc/k‘) NE,i_]e-—Zﬂm +2nk/— . ILD.6

The value of 7; is large for heavy ions, so the probability for transfer can
be comparable to that for fusion. Furthermore, depending on the higher
order terms, this cross section need not diminish with energy as rapidly

as fusion. It follows that below some energy, transfer must dominate.

It is obvious from the form of the matrix element, II1.D.3, that the
transfer process is greatly inhibited for & much different from its
optimum value. The reason for this is that the Coulomb functions oscil-
late with a period determined by kr ~2m. The main contribution to the
matrix element comes from the overlap integral within about one half
wavelength about the classical turning point in the outgoing wave. This
coherence would be largely destroyed by a shift Akr,,~7/2 in the
phase of this wave. Thus, it is unlikely that sizable transfer cross sec-
tions will occur if @y differs from Qppy by more than a few MeV. The con-
ditions for a large transfer cross section are satisfied in the case of elas-
tic transfer of one or two loosely bound neutrons (Qex:p = 0, Qopt =
m, B4/ ;). ‘

In principle, the only undetermined quantity in the transfer ampli-
tude is the spectroscopic factor, which is a multiplicative constant. The
total cross section, however, contains a second unknown in the relative
phase of the optical and transfer amplitudes (Go68). This ambiguity may
be avoided in a formalism which utilizes the underlying symmetry of the

total amplitude: the Molecular Wave Function Method.

The Molecular Wave Function Method (MWFM) was originally used in
atomic physics, and extented to heavy ions by v. Oertzen (Oe?0). By anal-

ogy with atoms, the scattering is divided into the relative motion of the
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two slowly-moving central cores, and the average motion of the loosely-
bound valence particle(s). When the probability for transfer is high, the
valence particles will be in molecular orbitals which can be constructed
from the DWBA form factors by the Linear Combination of Nuclear Orbi-
tals (LCNO). To simplify the problem, assume that only a single transfer
amplitude will dominate (others will be suppressed by non-optimum &-
values), and thus, scattering will occur to only two molecular states (two

state approximation).

Taking the example of *C+!3C, we expand the total wavefunction as
the product of the neutron wavefunction for relative separation of the
heavy centers, x(&®). The total wavefunction must be symmetric with
respect to interchange of the *C cores, separating the problem into even
and odd L-wave solutions. (The subscript, p, can take values: g=(+)=

5 N RS
gerade or u ={—)= ungerade.;

¥ = gy xg (L even) + ¢, x, (L odd) . 111.D.8

The parity of the single particle states is p(—)", where I is the quantum
number of the single particle shell model state. For the carbon isotopes,

the valence neutrons will all be in the p y-shell. The LCNO gives:

_ 1 i .

The relative separation of centers 4 and A' is R, and r(r") is the neutron
co-ordinate with respect to nucleus A(A4'). Substituting this into the
Schroedinger equation, we multiply from the left by the molecular

wavefunctions and integrate over the internal variables to get:
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2
= 'g’p_vf?z + Vi(R) +iW(R) + By (R) = E} x1,5(R)=0 . ILD.10

where

K(R) + pJ(R)
14+ pA(R)

Ey(R) =

KR = [fotr) V(r)grdT

II1.D.11
J(R) = for) V(r)e(r)dT

AR) = [or)p(r)dT

The net effect of neutron exchange is to perturb the relative motion of
the centers with the symmetry-dependent, adiabatic potential, £, (k).
We can incorporate K(R) into the symmetry-independent potential,
V(R)+iW(R), to ensure that the asymptotic interaction is that of the
complete system. The sién of the adiabatic potential depends on the sym-
metry of each partial wave. In *C+13C, the overall sign of the potential at
large distances is (—)L. The angular distribution, then, is mainly
influenced by even L waves, for which Ep is repulsive. Conversely, odd L

waves are preferentially absorbed.

The opposite is true in the case of 3C+'*C. Here we require anti-
symmetrization under interchange of the 13C cores (0e73). Their relative

wavefunction is now a product of space and spin factors. For core spin

J=7J+7,:
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V= };%(%;JXL,;;J + o x027) 1.D.12

where the molecular wavefunction now has the additional phase (—)J ;

1
(R[1+p (=) AR)])%

Yp = {or(r) +p (=) @ (r Mg, - 1LD.13

The relative wavefunction is the solution of the differential equation

for even and odd partial waves, for each value of J:

h? .
- —2-;\732 + Vi (R) +iW(R) + E,7(R) = E} x1,,”(R) =0 , 1IL.D.14

with

J - _(DI(R)
By’ = T 1.D.15

The asymptotic form of the radial wavefunction is:

1

iKR
I QR Z (fL,gJ + fL,uJ) . II1.D.16

X

Averaging over initial core spins J =0 or 1 and summing over final states,

the 13C+4C differential cross section is

do/dQ = ;1}—33)’1(19) + Fow)l2 II.D.17

The character of the angular distribution is determined by the statistical
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weight of the J =1 state. The sign of E, for J =1 is attractive for even
angular momentum and repulsive for odd. This is the reverse of the previ-
ous case. Indeed, a comparison of the two systems *C+!3C and 13C+C
shows that at comparable energies, the anomalous structure in the angu-

lar distributions are of opposite phases (Bo72, 0e73).

The corresponding analysis for C+C and !3C+!3C is more compli-
cated. The identical cores 4 and A' each have single particle states, ¢;
and ps, which may Have different binding energies. Because the cores are
spinless, the solutions once again separate into even and odd partial
waves. The general form of the wavefunction for two identical valence

particles outside of identical cores is:

= ‘%—:" loy(r Noa(ra) + 2 10 2pi (T )es(r ') M+
Z+2p,A(K) '

o

D +To
L o

P1 , ,
2+2p;A(R) tpi(r)eelra) + Pipzes(riealra)t . MD.18

The total wavefunction, ¥, is built from linear combinations of ¢, .. The
asymptotic form _of ¥ is, then, the sum of plane waves and even and odd
spherical waves with amplitudes, f##, calculated from the Schroedinger
equation with symmetry-dependent energies, EF¥_ Qertzen and Bohlen
(0e75) give explicit expressions for E#¥ when the cores have zero spin
and the valence particles are non-interacting. Even partial waves require

P 1=p» while odd waves require p; #p:

EPPz — o (p1p2)J2)

- . 1I1.D.1S
P1 1+p434 1+P2A2J
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The cross section for 2C+14C - ¥C+4C (ionic) or ¥C+13C (covalent) would
be calculated with the valence neutrons is the anti-symmetric spin state

(S =0):

(d0/din =B(Fo* + £ ™) + B(Fut + o), 11DR0

(do/dMe =B (F* + F, )+ B(FT —f, D, 1ID21

where the covalent amplitudes are computed with E=E., +& to
recover the difference in binding energies. In the covalent channel, the
valence states are identical, so f* =f~*, and the cross section is sym-
metric about ¥.,, =90°. The symmetry dependence of two nucleon
exchange is mixed into even and odd partial waves. Even partial waves
have equal amplitude to be scattered by adiabatic potentials +2J(F),

while odd L waves perceive a small, positive potential.

The ionic configuration in *C+4C is clearly strong, since the @-value
for the single neutron transfer *C+!4C-13C+13C is -3.23 MeV, and the
covalent amplitudes would thus be much smaller. The asymptotic
wavefunctions would then be almost purely ionic. In terms of the original

wavefunctions:

I

1
Yo = 5 (P +0_2)
1I1.D.22

1
$u = —\E(w + o 4)
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The adiabatic potentials are now (to first order in the overlap integrals):

Eg=%(E+++E__)=—(J1A2+J2A1) ,
I11.D.23
Ey,=%(EY + E™") = +(J 8z + J24)

The net adiabatic potential is repulsive for odd L-waves and attrac-
tive for even L-waves. This is the same as !3C+C and opposite to the
situation in 2C+13C. The binding energies for single neutrons in 13C and
14C are comparable, so we would expect that at the same c.m. energy
(above the barrier), the structure in the elastic scattering of *C+C
would be in phase with that in 13C+'4C. The magnitude of the two-particle
exchange structure is smalier than in single-particle, since thie potential
relies on the overlap of two wavefunctions. These observations are all

borne out by experimental data (Bo72, Oe75).

The asymptotic wavefunctions for 13C413C must account for the sym-

metry in the spin variables of the valence particles:

¥ = 9y Xy O5=0 + Pu Xu O5=1 - 111.D.24

The spin-averaged cross section is

do/dQ = i—lf L2t %lf 2 11.D.25

where f, contains only even or odd partial amplitudes, computed with

adiabatic energies:
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E, = (-)i* 1?((3{;{?)2 . II1.D.26

It is sufficient to specify £, (R) for large R only. At low energies, we
have already stated that fusion and elastic scattering are insensitive to
the interior nuclear potential. The asymptotic form for £, (R) is also
sufficient in higher energy elastic scattering, where the absorptive poten-
tial will attenuate lower partial waves and, again, only peripheral colli-

sions will contribute to the transfer amplitude.

The integrals J(R) and A(R) can be estimated from DWBA theory. We
are mainly concerned with their behavior outside the nuclear surface.
Buttle and Goldfarb (Bu66, Bu68) have shown that the neutron wavefunc-

tion is very nearly proportional to a spherical Hankel function:

e (r) = NhDar) , T.D.27

where N is a normalization constant and

o? = 2u, Eg/h* I11.D.28

for neutron binding energy, Ep. The integrals J(R) and A(R) have the

approximate analytical form:

2 —al?
J(R) = [5;\:’3] Ep ea; . 1.D.29

and
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AMR)~J(R)/Egp . 111.D.30

These formulae are only valid when A(R) « 1.

Helb et al. have analyzed their elastic scattering data with the
MWFM, where they assume that the R-dependence of A(R) derives from
the long-range bound state wavefunctions, while the R-dependence of
J(R) is due to the short-range potential, V(r;). They achieve this by
replacing a by 2a/3 in the equation for A(R). Taking [SN]=1, we com-
pare the adiabatic potentials in both even and odd partial waves for

12C+18C and 13C+13C. (See fig. 32.)

Qur data are in excellent agreement with those of Helb et al., so
their conclusions regarding the MWFM should hold true for our data as
well. Their optical potential, however, has a deep real part which gives
essentially the same results as the standard model. We have, therefore,
re-investigated the 3C+3C system with a shallower optical potential. In
fig. 33 we compare the theoretical curves obtained for the angulaf distri-
bution at 8.0 MeV for different values of [SN]. We have assumed [SN] to
be energy-independent‘at low energies; this should be a fairly good
approximation below the barrier, where the neutron wavefunctions are

expected to approach their asymptotic forms.

Unfortunately, the value for the spectroscopic factor as determined
from the 2C(d,p )!3C reaction is energy dependent, as well as being in
disagreement with theoretical predictions. There is Speculation that this
may be due to resonance effects (Sc67). Measurements of S vary from
slightly greater than the theoretical value of 0.61 to more than twice that
amount. It should, however, be possible to fix the value of S using the
12C+13C and 13C+!3C data, since the spectroscopic factor should be the

same in both systems. From previous studies of the *C+!3C elastic
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scattering, S appears to be in the neighborhood of 0.85 (Bo71, 0e75)
(note: Oertzen (0e70) deduced an incorrect value for S due to an error in
his program.) Using S = 0.85 along with shallow optical model parameters
similar to those chosen earlier, one obtains the theoretical curves in fig.
34 (13C+13C elastic scattering excitation functions) and fig. 35 (13C+13C S-
factor). The adiabatic potential, thus, seems to improve the fit to the data
in the area of the traditionally persistent discrepancies. The ability of the
optical model to describe the angular distributions is especially

enhanced.

It is possible that light particle exchange is a widespread source of
distortion in heavy ion cross sections, even well below the barrier.
QOertzen and Bohlen (Oe75) give a review of the large effects present in

the experimental data for such systems as 1*C+1€0, 180+180, 2C+14N, etc.

Im 2arnh rase the cuirnece of the
il €acil ¢ase, iiige sucgeess of

to support particle transfer as the mechanism.

It may be worthwhile to re-examine the exchange process
12C(12¢,BBe")1%0. (Transfer to the ®Be ground state has a less favorable
Q-value.) A calculation by Kozlovsky (Ko70) indicated that this process
was a few percent of the total reaction cross section at the barrier, but
the steeper energy dependence reduced it to a negligible fraction at low
energies. The speétroscopic factors are unknown, but are taken to be
unity for the sake of argument. Although careful in other respects,
Kozlovsky seems to have ignored the effect of particle identity, and thus,
his estimate may be too small by about a factor of two. In addition,
Kozlovsky compares his calculations to the extrapolation of Patterson
et al. (Pa69). This may bias the ratio in three ways. First, the experimen-

tal cross sections themselves may be distorted by a factor of two at low
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energies by the effects of target thickness and effective energy correc-
tions. Second, alphas from the decay of 8Be’ could be inadvertently
included in the fusion evaporation yields and enhance the cross section.
Third, if the resonances are produced by the transfer mechanism, then
clearly one should compare the DWBA calculation to the "off-resonance’
background in the fusion cross section. The combination of these efifects,
and that of particle identity, could easily enhance the Kozlovsky estimate
by a factor of 10, i.e. the a-transfer strength may persist at the {ew per-
cent level well below the barrier. On the basis of this evidence, the ques-

tion of a-transfer in ¥C+!2C should be reopened.
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Appendix A

Detector Efficiency Calibration

Appendix A describes the calibration of the full energy peak (photo-
peak) efficiencies of an 80 cm3 Ge(Li) detector (Princeton Gamma-Tech,
Model LCG14ED, Serial No. 909) over the energy range 250 < E,, < 3300
keV.

The source/detector geometry is given in figure 8. The inventory of

absorbing materials between the source (target) and detector crystal is:

0.051 em Cu (Target backing and heat sink)

0.297 cm  Si0; (Quartz insulating rods)

0.051 cm Fe (Stainless steel target chamber walls)
0.170cm Pb (Absorber)

0.152 cm = Al (Detector housing)

0.175 ecm  Ge (Dead layer on crystal surface).

Standard radioactive sources were placed at the target position and
enough counts were collected to achieve 0.5% statistical errors: small
compared lo Lhe-uncertainty in source strength. Dead time corrections
were kept below 5%. These standard sources are listed below, along with
their absolute activities (corrected for decay since time of manufacture).
The values for the abundances (number of gamma rays per nuclear disin-
tegration) are taken from Atomic and Nuclear Data Tables, 13 (1974) 89
(Bo74). These abundances must be corrected for the summing of two or

more members of a cascade. The total detection efficiency, including the
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attenuation through the materials listed above, is computed as a function
of gamma energy from eqn. I1.B.3 and plotted in figure 38. The presence
of the lead absorber makes the total efficiency negligible below about 200
keV; thus the summing of low energy gamma rays is small. The largest
summing correction is only 15%, and is generally less than 10%. Table Al
lists the calibration sources used, their gamma ray energies, and pub-
lished values for the abundances. The values in the fourth column are
these abundances, corrected for summing. The last column is the abso-
lute source strength at the time of the calibration.

Also listed in Table Al are the relative intensities for the six strongest

transitions in %8Co. Absolutely calibrated sources determine the

efficiencies for photopeak energies up to about 1500 keV. The efliciency
calibration was extended to higher energies by using %®Co activity
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has a large number of peaks over the range 500 < E, < 3500 keV, making
this source an attractive one for relative efficiency calibrations. The rela-
tive efficiencies for E,< 13.33 keV were normalized to the absolute
efficiencies. Since the summing corrections are less than 10%, we have
not corrected the relative gamma intensities taken from Camp and Meri-
dith (Ca71). The intensity of each gamma ray relative is taken relative to

that of the transition at 847 keV.

The absolute photopeak efliciencies are plotted in figure 10. Points
are labeled by nuclide, and the errors arise primarily from the source
strength uncertainties. The %Co errors are solely statistical. A conserva-
tive estimate of the overall error is approximately the sum in quadrature
of the strength uncertainties (~3%) and the reprocducibility (~2%), or
about +47%.



_74_

Appendix B

Statistical Model Calculation

In contrast to direct reactions the compound nucleus is assumed to
live long enough to be thought of as a collection of individual nucleons in
thermal equilibrium, 1.e., the decay of this state is independent of its for-
mation. From the time-reversal invariance of the evaporation ampli-
tudes, it is possible to express the fusion cross section in terms of the

transmission coefficients of the inverse processes.

When the density of compound nuclear discrete states is high
enough, the expression for the cross section may be simplifled by averag-
ing over a small energy interval. The energy-averaged cross section to go
from a particular initial channel, o (spins 7, and 75), to a particular chan-
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g=I1+ 13

For a state of intrinsic parity, n, and overall parity, =

(_1)s+l+n - (__1)1r .

The code HAUSER*4 (Ma75, Ma76) was used ‘o evaluate eqn. A.B.1 at
discrete energies in the range covered by the data. As an example, the
partial cross section for 3C+13C~»®Mg*+n to go to a particular level in

%Mg of excitation , E°, is converted into a probability distribution,

PﬁQEWVEﬁszﬁva/jﬂedEmJﬁ. AB.2

Successive evaporations are more complicated. The cross section of

the two stage process:

BC4183C g +n >#Mg +n +n

is found by inverting the "intermediate' state. The probability of forming
%Mg* as a function of Mg’ excitation, spin, and parity was multiplied by
the cross section for 13C+13C»?Mg’ +n and summed over all energeti-

cally allowed excitations of ®*Mg. The general expression for this is:
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These were converted to probability distributions, as before.

The transmission coefficients were computed by specifying the
nuclear potentials and level densities of each species, then integrating
the Schroedinger equation out from the origin in each partial wave. At
some radius, well outside the nucleus, these solutions were matched to
the radial Coulomb wavefunctions to give the complex phase shifts, from

which:

T,=1-|e%%|2 AB.A4

The accuracy of the iﬁtegration-matching procedure (Col0, Fo49) is
insufficient for T; < 10™%. When the transmission coefficients approached
this value, they were computed directly from the wavefunctions and the

imaginary part of the potential:

Ty= [y 12wE)ddr . ABS5

The T,;'s were then summed over excited states. Known properties of
these levels were used, whenever possible; usually below 6 or 7 MeV of

excitation. Beyond this we integrated over a parametrization of the level
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density:

E,
"= Y1+ [ T(EJ)p(EJ)AE . ABSG
£y

T

The form of p(£,J) is that given by Gilbert and Cameron (Gi65), where
the parameters have been fitted to the known bound states (Table B1).
Above the energy of the highest discrete state used, E, the level density

is closely approximated by the constant temperature formula:

p(E)= Tlexp[(E-E)/T] . AB.7

At higher energies, this is joined smoothly to a back-shifted Fermi gas
formula. Defining U = F —A, where A is the correction for shell and pair-

ing effects:

o= Vo 1 exp(2+val)
12 VZno  (alUS)

AB.8

In this expression, the quantity, o, is related to the moment of inertia for

a spherical nucleus, M =(2/5)m (r, A 3%, by

o2 = ;L}%—(U/a,)’é : AB.9

Gilbert and Cameron (Gi65) provide a prescription for joining eqn. A.B.7
with A.B.B at an energy U'=2.5+150/4 MeV. Taking r,=1.04 fm, the

values of the other parameters are constrained to be:
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a=U[1/T+3/(QU)]? , AB.10

and
[ -
A=E,-U'+ TleﬁU'+1n

0.579T
Wﬁ] ] . A»B.ll

The values of these parameters are also given in Table B1 for each chan-

nel considered. The spin-dependence of the level distribution was taken

to be a gaussian:

p(E.J™) = plE) p(J) = p(E) ﬁzg—;lleXp[-J(Jn)/zoZ] _ AB.I2

Transmission coefficients for protons, neutrons, deuterons, and

diis A ¥ AUATRLY 28 £

glphas were computed for potentials of the form:

Ulr) = =V £ (r,Rp,a,) =W, f (r, Ry 05)
+td4ia, W, (d/dr)f(r,Rg,as) , ABI3

where f (r,R;,a,)=[1 +exp” “E/ o111 R; =7;AY3for j=r,i, and s
(real, imaginary, and spin-orbit indices, respectively). These parameters
are listed in Table B2, and are taken from the compilation of Perey and
Perey (Pe76). Of course, the usual centrifugal potential is added. The

1/3

Coulomb potential is that for a sphere of radius v A"/ 7, carrying a uni-

form volume charge density.
Width fluctuation corrections were not included; their effect on the
excited state populations was minimal. Only the ratio of elastic scattering

cross sections to fusion cross sections was affected significantly by this.
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The summing-branching factor for each photopeak was found by con-
voluting the excited state distributions with the known  branching ratios
and measured detection efficiencies as described in Section II.B and
Appendix A. These correction factors as a function of center-of-mass

energy are given in figure 11.
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TABLE 1

13C+13C PARTIAL
AND TOTAL FUSION CROSS SECTIONS

Table 1 lists the elemental and total fusion cross sections, as well as
the S-factor, which were deduced from the 7-ray measurements
described in Section I1.B. These data are plotted in figures 12, 13, 14, and
20.

Exit channels are labeled by heavy residual nucleus. Cross sections
are obtained by multiplying by 10%, where z is given in parentheses. The
error quoted for the total cross section reflects counting statistics only.
The systematic error is estimated to be +15%. It is the sum (in quadra-
ture) of uncertainties of +10% in the summing-branching factors, +4% in

target thickness, +5% in beam integration and +4% in Ge(Li) efficiency.
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TABLE 1
13C4+¥C Partial and Total Fusion Cross Sections

Ec.m Partial Cross Sections %) (barns) Opys S(E) Error
(MeV) (b) (Mev-b) (%)
24Mg 4Na ?1Ne 25Mg 22Ne 184
3264 1.65(-6) 1.54(-7) 2.30(-6) 4.35(-6) 9.70(16) 35
3.364 5.56 2.37 1.26 6.47 7.00 27
3.464 670  0.86(-6) 4.96  0.17  1.49(-6) 971 526 14
3.565 1.17(-5) 1.33 1.52(-8) 4.34 3.99 2.29(-5) 6.40 11
3.665 245 2.13 533 4.99 6.54 4.35 6.44 7
3765 3.80 468 659  1.09(-5) 1.03(-5) 7.04 567 2.9
3.865 8.13 7.16 1.63(-5) 1.62 1.58 1.17(-4) 5.25 2.2
3.918 7.43 1.22(-5) 2.52 1.77 1.89 1.48 4.95
3.968 1.02(-4) 0.96 2.06 2.58 2.21 1.80 4.58 5.5
4.018 1.40 1.64 2.52 3.90 2.87 2.49 4.79 <3
4.068 1.73 2.10 4.67 3.44 4.12 3.18 4.66 :
4.118 2.07 2.65 4.34 4.81 4.28 3.68 4.17
4.168 2.78 3.17 1.04(-4) 3.46 5.86 5.07 4.43
4218 3.62 5.39 1.06 7.25 7.62 6.71 4.56
4.268 4.51 6.25 1.38 1.14(-4) 1.05(-4) 8.70 4.61
4.318 5.53 7.74 1.71 1.09 1.08 1.02(-3) 4.23
4.368 6.42 1.11(-4) 2.14 1.57 1.61 1.28 4.20
4,419 7.72 1.31 2.84 1.70 1.66 1.52 3.94
4.466 9.58 1.85 3.73 2.17 1.93 1.93 3.99
4519 1.18(-3) 2.18 440 2.75 2.85 238 3.82
4568 1.42 2.62 5.13 2.89 2.72 2.75 3.59
4619 159 3.28 5.90 3.37 3.42 3.19 3.33
4.669 1.96 3.83 7.52 4.42 3.78 3.92 3.30
4718 2.34 4.84 8.84 5.12 4.71 470 3.20
4.769 2.81 6.26 1.06(-3) 5.87 5.82 5.66 3.13
4.819 3.35 7.10 1.32 7.12 6.61 6.75 3.03
4.869 3.95 8.92 1.54 8.65 7.64 8.01 2.94
4.920 4.61 1.10(-3) 1.83  1.02(-3) B8.50 940  2.82
4.967 6.11 1.30 2.16 1.00 9.78 1.05(-2) 2.62
502 599 146 249 123 1.17%(-3) 125 253
507 7.14 1.71 3.02 1.57 1.27 1.49 2.49
5.12 8.18 1.90 3.24 1.50 1.40 1.64 2.28
522 1.03(-2) 2.63 4.38 2.16 1.88 2.18 2.10
527 1117 3.02 4.69 2.35 2.08 2.44 1.6
532 130 3.53 5.51 2.43 2.28 2.73 1.84
537 148 3.89 6.15 2.98 2.63 3.11 1.76
642 1.66 4.43 6.99 3.23 3.01 3.49 1.66
547 178 5.11 7.83 3.33 322 3.80 1.54
552 203 5.57 8.64 3.82 3.48 4.31 1.46
557 223 6.42 9.82 4.09 3.82 4.79 1.38
562 248 7.34 1.10(-2) 4.14 4.36 5.32 1.30
567 2.71 8.32 1.23 4.89 4.78 5.91 1.23
5.72 292 8.28 1.31 5.20 4.78 6.34 1.13
577 3.30 1.07(2) 1.44 590 565 7.18 1.10

582 3483 1.19 1.64 5.99 5.90 7.79 1.02
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TABLE 1 (continued)
13C+13C Partial and Total Fusion Cross Sections

Ec.m Partial Cross Sections ) (barns) Tpys S(E) Error
(MeV) (b) (MeV-b) (%)
2y ANa 2ne  Byg By 18,
5.87 377(-2) 1.33(-2) 1.78(-2) 6.92(-3) 6.17(-3) 8.43(-2) 9.43(15) <25
692 4.13 1.43 1.88 7.31 6.42 9.08 8.74
5.87 4.26 1.61 2.04 7.48 6.64 9.60 8.02
6.07 465 173 227 813  7.54 1.06(-1) 6.60
6.12 5.05 :1.83 2.41 9.77 7.30 1.16 6.21
6.17 535 2.06 2.83 8.73 8.27 1.21 5.66
6.27 5.89 2.34 2.88 9.03 8.31 1.35 4.77
6.37 642 267  3.16 1.05(-2) 1.01(-2) 148  4.03
6.47 7.35 3.18 3.68 1.22 1.15 1.73 3.60

6.57 7.78 3.29 3.86 1.30 1.19 1.02(-2) 1.84 2.95
6.67 8.28 3.55 4.21 152 1.18 1.06 1.98 2.46
68.77 9.26 4.05 4.78 1.62 1.33 ©  1.39 2.24 2.18
6.87 9.57 4.28 4.97 1.43 1.35 1.16 2.28 1.74
6.97 1.04(-1) 5.04 5.67 1.60 1.55 1.16 2.54 1.54
7.07 111 5.32 6.09 1.98 1.66 1.33 275 1.32
7.18  1.18 5.54 8.49 1.91 1.73 1.19 2.86 1.10
728 1.25 6.01 6.92 1.97 1.71 1.31 3.04 9.33(14)
7.38 1.30 6.51 7.41 1.98 1.73 1.22 3.18 7.86
748 132 7.19 7.90 2.25 1.75 1.41 3.37 6.76

> &R il 214 a4 2o + RO 4 Q1 QAD " RA
[gele] (s ] f.1% .95 S.d FEN o lv) 1,01 Q. TS e T

7.68 1.41 7.73 8.45 2.60 1.81 1.37 3.60 4.77
7.78 1.46 8.08 8.72 2.26 1.87 1.46 3.70 4.01
7.88 1.53 8.58 9.39 2.83 1.96 1.53 3.93 3.51
7.98 157 9.39 9.91 2.75 2.11 1.87 4,17 3.08

@) Exit channels are labeled by heavy residual nuclei. Cross sections are obtained by

multiplying by 10%, where z is given in parentheses.
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TABLL 2

ELASTIC SCATTERING DATA: EXCITATION FUNCTIONS

Table 2 gives the ratio of the measured ¥C+!3C differential elastic
scattering cross section to the Mott cross section in the center of mass as
a function of energy for 9. ,, =60° 70°, 80°, and 90°. These data are plot-

ted in figure 18.
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TABLE 2

Ilastic Scattering Data: Excitation Functions

Ve.m. = 60°

Ec.m. R(E,9) | Error Ee.m. R(E,®) | Error
(MeV) ' (MeV) !

4.464 0.964 0.010 || 6.594 1.124 0.018
4.5380 1.016 0.012 || 6.719 1.151 0.019
4715 1.055 0.014 || 6.844 1.096 0.018
4.840 1.009 0.014 || 6.969 1.115 0.016
4.965 0.992 0.014 || 7.220 1.056 0.013
5.081 0.983 0.015 | 7.470 0.950 0.013
5.216 1.104 0.015 || 7.721 0.865 0.016
5.342 1.051 0.016 || 7.971 0.799 0.015
5.466 1.066 0.017 || 4.464 0.981 0.011
5.582 1.083 0.017 || 4.464 1.008 0.014
5.717 1.138 0.018 || 4.715 0.956 0.015
5.842 1.113 0.018 || 4.965 1.036 0.018
5.967 1.122 0.017 || 6.969 0.993 0.021
6.093 1.150 0.017 {| 7.470 0.938 0.031
6.218 1.170 0.018 || 7.971 0.736 0.017
6.343 1.175 0.018 || 8.222 0.708 0.014
6.468 1.126 0.015 || 8.472 0.597 0.013

Ve, = 70°

Eem | R(E3) | Error | Bom | R(E,9) | Error
(MeV) ’ (MeV) ’

4.446 0.985 0.016 || 6.202 0.935 0.018
4.571 1.024 0.017 || 6.328 0.912 0.017
4.697 0.897 0.016 || 6.453 0.885 0.018
4,823 1.007 0.017 || 6.578 0.847 0.018
4.949 1.026 0.020 || 6.704 0.782 0.015
2.074 1.029 0.016 || 6.829 0.793 0.013
5.188 0.979 0.013 || 6.955 0.774 0.013
5.324 0.999 0.017 || 7.205 0.674 0.013
5.450 0.979 0.015 || 7.456 0.628 0.010
0.575 0.975 0.015 || 7.707 0.533 0.009
5.700 0.976 0.014 | 7.958 0.463 0.008
5.826 0.983 0.010 | 8.208 0.397 0.006
9.951 0.960 0.022 || 8.460 0.350 0.005
6.077 0.911 0.015
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TABLE 2 (continued)

Elastic Scattering Data: Excitation Functions

Yem = 80°

Ec.m. Ec.m.

(MeV) R(Z,8) | Error (MeV) R(E,¥) | Error
4.4486 0.979 0.018 || 6.077 0.918 0.019
4571 0.981 0.018 6.202 0.920 0.022
4.697 1.043 0.020 || 6.328 0.895 0.022
4.823 1.030 0.016 6.453 0.897 0.023
4.949 0.967 0.016 6.578 0.771 0.017
5.074 1.008 0.013 || 6.704 0.753 0.018
5.199 0.985 0.0186 6.829 0.720 0.017
5.324 0.892 0.023 6.955 0.686 0.018
5.450 1.027 0.021 7.205 0.599 0.014
5.450 0.888 0.015 7.456 0.522 0.012
59.575 0.996 0.017 7.707 0.447 0.011
9.700 0.887 0.017 {| 7.958 0.387 0.009
5.826 0.967 0.018 || 8.208 0.350 0.008
5.951 0.933 0.019 8.460 0.244 0.009

Ven = 80°

Le.m. L.,

(MoV) R(E,¥) | Error (MeV) R(E,9) | Error
3.432 0.976 0.018 || 8.695 0.602 0.012
3.683 0.894 0.020 6.821 0.559 0.012
3.933 1.027 0.021 6.946 0.500 0.0R2
4.059 1.077 0.022 || 7.071 0.454 0.015
4.185 0.945 0.021 4.561 1.005 0.021
4.310 1.045 0.027 || 4.686 1.016 0.021
4.434 0.980 0.022 || 4.185 1.033 0.026
4.561 1.011 0.027 || 4.434 1.007 0.026
4.686 0.938 0.022 || 4.434 0.956 0.023
4.812 1.000 0.022 || 4.434 0.980 0.024
4.938 0.983 0.023 || 6.444 0.730 0.024
5.063 1.039 0.023 || 8.695 0.587 0.029
5.184 0.994 0.023 || 7.247 0.347 0.015
2.315 1.033 0.024 || 7.448 0.321 0.012
5.440 0.953 0.024 || 7.573 0.256 0.014
5.566 1.006 0.025 7.698 0.232 0.014
5.691 0.837 0.023 7.824 0.223 0.014
5.816 0.984 0.024 7.949 0.186 0.011
5.842 0.508 0.021 8.074 0.175 0.012
6.193 0.857 0.021 8.200 0.129 0.009
6.319 0.817 0.020 || 8.325 0.144 0.011
6.444 0.721 0.018 8.451 0.121 0.008
6.569 0.713 0.018
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TABLE 3

ELASTIC SCATTERING: ANGULAR DISTRIBUTIONS

Table 3 gives the measured 3C+!3C differential elastic scattering
cross section in the center of mass as a function of angle for £, ,, =6.946

MeV and 7.956 MeV. These points are plotted in figure 19.
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TABLE 3

Elastic Scattering Data: Angular Distributions

E.,, = 6.946 MeV

E.m = 7.956 MeV

Bom | (Bd0/dQ)g | Error | Yem | (do/dQ)y | Error
(deg.) (b/sr) (b/sr) | (deg.) (b/sr) (b/sr)
31. 7.113 0.111 23. 15.37 0.28
35. 4.691 0.081 27. B.796 0.16
39. 2.953 0.062 31. 4.940 0.10
43. 2.249 0.041 39. 3.045 0.070
48. 1.376 0.051 38. 2.131 0.049
51. 1.088 0.024 43. 1.621 0.038
52. 1.002 0.025 47. 1.029 0.022
56. 0.6802 0.0188 o1. 0.688 0.014
60. 0.4562 0.0189 ob. 0.435 0.010
64. 0.3888 0.0117 59. 0.304 0.007
68. 0.3695 0.0101 63. 0.247 0.006
71. 0.3792 0.0091 67. 0.204 0.005
T2. 0.3586 0.0088 71. 0.188 0.005
76. 0.2656 0.0076 75. 0.161 0.005
79. 0.2256 0.0068 79. 0.110 0.004
80. 0.1921 0.0063 83. 0.058 0.003
84. 0.1168 0.0054 85. 0.034 0.002
85. 0.1251 0.0057 8g. 0.019 0.001
B88. 0.0662 0.0045 91. 0.022 0.002
89. 0.0727 0.0047 95. 0.048 0.002
90. 0.0674 0.0047 97. 0.070 0.003
g92. 0.0751 0.0048 99, 0.080 0.003
96. 0.1080 0.0052
100. 0.1869 0.0059
102. 0.2058 0.0060
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TABLE Al

ABSOLUTE GAMMA RAY ABUNDANCES

Table Al provides relevant data on the radicactive sources used in
the efficiency calibration of the Ge(Li) detector. Next to each nuclide are
listed the 7 transitions used in the calibration. The third column gives the
reported abundances (Bo74), while the fourth column has been
summing-corrected for our source/detector geometry. The absolute
efficiencies are plotted in figure 10. The efficiency determination is dis-

cussed in more detail in Section I1.B.4 and Appendix A.
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TABLE Al

Absolute Gamma Ray Abundances

Source E,(keV) Measured Sum-Corrected Strength (dis/sec)

“Ne 511 1.811 1.685 1.01 x10* (+4.7%)
1274 0.999 0.870
80Co 1173 0.999 0.931 2.03 x10* (+2.1%)
1333 1.000 0.929
133ga 278 0.075 0.075 8.07 x10* (+3.3%)
303 0.198 0.196
356 0.670 0.670
384 0.094 0.094
137Cs 661 0.851 0.851 3.70 x10* (+6.2%)
%6Co 847 1.000 1.000 L (847) = 1.000
1038 0.140 0.140
1238 0.676 0.676
1771 0.157 0.157
2035 0.079 0.079
2598 0.169 0.169

3253 0.074 0.074
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TABLE B1

LEVEL DENSITY PARAMETERS

The level density of excited states for each residual nucleus is
required by the Hauser-Feshbach statistical model calculation. Parame-
ters T and Ey were determined by a least-squares fit of the constant tem-
perature formula (eqn. A.B.7) to the level density at low excitation. The
high energy form of the level density is a back-shifted Fermi gas formula
(eqn. A.B.8) whose parameters, @ and A, are fixed by smoothly joining to
the constant temperature form at energy, U'. Finally, below excitation,
£, the properties of Lthe discrele stales were used. Further delails of the

statistical model calculation are given in Appendix B.
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TABLE B1

Level Density Parameters

Nucleus T(MeV) Ey(MeV) U'(MeV) a(MeV™!) A(MeV) E,(MeV)
13¢ 3.366 1.110 14.04 2.291 6.959 9.897
184 1.975 2.032 10.83 4.506 7.240 8.122

RINe 1.714 0.648 9.64 5.266 5.247 6.747
22Ne 1.874 1.510 9.32 4.498 5.502 7.423
g 2.416 1.839 8.75 2.997 4.388 9.515
24Na 2712 -5.014 8.75 2.553 -2.910 4.048
Mg 2.407 -2.038 8.50 2.979 0.299 6.168
%5Na 1.985 -0.989 8.50 3.905 2.029 2.914
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TABLE B2

OPTICAL POTENTIAL PARAMETERS

Optical potential parameters for light particle absorption by heavier
nuclei are used as input to the statistical model code HAUSER*4 (Ma75,
Ma76). These potentials are used to calculate transmission functions for
the inverse process: particle evaporation. Further details are given in

Appendix B.
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TABLE B2

Optical Model Parameters

Neutrons: V =47.01 —0.267F — 0.0018 E?
r,=r, =1.322 — 7.6 4%107% + 4 4%x1078 — 8 43x107®
a,. =0.66

Ws =9.52 —0.053E
ro = 1.266 — 3.74%107% + 24*x107% — 443x107°
as =0.48

Protons: V=533-055E+27.0(N~-2)/4+04(Z/4V3)
T,=T.=Tg =125
a, =0.65
Wy =135
a; = 0.47

Deuterons: V=81.0-022EF +20(Z/4Y3)
r.=r, =1.15
o, =0.81
W =144+ 0.24F
r, = 1.34
a; = 0.68

Alphas: V =185.0
T,=7,=7; =140
a,=o; =052
W =250

13c+13¢C: V =100.0
T,=T,=T; =2.488
a,=a; =0.50
W =18.0

The Optical Potential is of the form:

U(T) = —Vf(T-Rrvar)—i'Wif(T»Ri’a‘i)
tdiag We(d/dr) f(r, R, aq)

where f(r,Rj,a,)=[1+exp(r -R;)/a;]™", R; = 7r;4Y3 for
Jj=7,1,ands (real, imaginary, and spin-orbit indices, respectively).
These parameters are taken from the compilation of Perey and Perey
((Pe76). The usual form for the centrifugal potential is added. The
Coul?/rgb potential is that for a uniformly charged sphere of radius
T AV
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FIGURE 1

HEAVY ION FUSION AND TOTAL REACTION CROSS SECTIONS

The heavy ion fusion and total reaction cross sections vs. 1/E are
given schematically in figure 1. At low energies (region I), the fusion cross
section dominates the reaction cross section. Its functional! form is
governed by barrier penetration. At higher energies (region II), Oy
decreases due to competition from direct reactions. At very high ener-
gies (region III), the liquid drop limit of the compound nucleus is reached

and the fusion cross section drops off proportionally to 1/E.
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FIGURE 2

POPULATION OF NUCLEAR EXCITED STATES

The excited states of heavy residual nuclei are populated by light
particle emission. The curves in this figure were generated for the

sequential evaporation:

Mg *(32.463 MeV) » a+%Ne’ » a+a + 180"

T 1 ;

The dotted curves arc the excited state distributions co
maximum entropy under conservation of energy and momentum. These
are not identical to the density of nuclear excited states (solid curves)
because they take into account the density of two-body final states in the

relative motion of the heavy and light particles.
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FIGURE 3

ANGULAR DISTRIBUTIONS FOR !5N+!2C REACTION
PRODUCTS

Angular distributions for the partial and total fusion yields are shown
for the ®N+'°C system. This figure is reproduced from Kovar et al.
(Ko79). These distributions are strongly bpeaked by kinematics in the for-
ward direction. The degree of dispersion depends on the light particle
evaporation process. Generally, the lighter the residual nucleus, the

greater the angular dispersion.
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FIGURE 4

SURPRISAL ANALYSIS OF HEAVY ION REACTIONS

The distribution of the final excitation energy in the #32Th(160,2C)*3¢U
channel (bottom panel) and its surprisal (top panel-points) are given as a
function of the excitation energy, E . This figure is taken from Alhassid
et al. (Al78). The ordinate of the bottom graph shows the number of
counts per channel. The surprisal of these experimental results (points)
is well approximated by a straight line; an exactly linear surprisal pro-

duces the continuous curve shown along with the data.
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FIGURE 5

RATIO OF OPTICAL MODEL TO MOTT CROSS SECTION

The oscillating curve in this log-log plot is the ratio of an optical
model cross section to the Mott elastic differential scattering cross sec-
tion. Note that although the amplitude of the "ringing” increases with
decreasing angle, the exponential decrease in the angular interval rapidly
diminishes the importance of small angle contributions to the sum-of-

differences integral, 1.C.5.
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FIGURE 6

EXPERIMENTAL APPARATUS

The detector, target, and ultra-high vacuum target chamber used to
measure the fusion cross section were set up on the South 20° beamline
of the ONR-Caltech EN tandem. The experimental apparatus used to
measure the fusion cross section is described more fully in Section II.B

and Appendix A.
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FIGURE 7

ENERGY LEVEL DIAGRAM FOR THE 3C+13C
SYSTEM

The observed transitions and reaction &-values are indicated for
each residual nucleus. The shaded region of excitation energy in the com-
pound nucleus #®Mg corresponds to the range of energies covered by the

fusion measurements.
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FIGURE 8

SAMPLE GE(LI) SPECTRA: PROMPT ACTIVITY

Sample Ge(Li) spectra are given for 14.0 MeV !3C on 3C-enriched
(upper spectrum) and reactor grade graphite (lower spectrum) targets.
The data were taken as 4096 channel spectra; however, only the first 2500
channels are displayed. The labeled 7rays are a:?®'Ne(350.5 keV),
b:%Mg(390), c:#Na(472), d:®Mg(585), e:*Ne (1274), 1:**Mg(1369), and
h:180(1982). Some of the gamma rays, such as g:*°Ne(1634), arise from
the !%C content of the enriched target and are considerably weaker in the
upper specirum. Note the strong 0° doppler broadening of the
especially at high energies, and the large number of lines produced by

neutron reactions.
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FIGURE 9

SAMPLE GE(LI) SPECTRUM: DELAYED ACTIVITY

Sample Ge(Li) spectrum of the delayed activity from 13C on a '3C-
enriched target. This spectrum was acquired in 10 minutes of counting.
All of the labeled peaks arise from #Na(B~)**Mg*. These are a: 87~ annihi-
lation (511 keV), b: #Mg*[1 » 0] (1369), e:®Mg” [2 » 1] (2754) (d: first
escape peak (2243), c: second escape peak (1732)).
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FIGURE 10

ABSOLUTE GE(LI) PHOTOPEAK EFFICIENCIES

Full-energy peak efficiencies were determined over the range 250
keV<E_ <3300 keV Ifor the Ge(Li) detector in the geometry of figure 6.
The experimental points are labeled by radioactive nuclide. Full details

are given in Section II.B.4 and Appendix A.
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FIGURE 11

SUMMING AND BRANCHING CORRECTION FACTORS

Summing and branching correction factors {f)calculated for y transi-
tions observed in the 3C+13C reaction are given as a function of collision
energy. The excited state population is obtained from a Hauser-Feshbach
statistical model and the resulting cascade corrections are computed
using published branching ratios. This procedure is explained more fully

in Section I1.B.4 and Appendix B.



-122-

(ASW) ASaeuy ‘W'D

0¥ 0€

:mm:oe

(168)°N
12

=]
(vLe1) N,

SUOT}004J07) Fulyouedg—suiliwng

(69€1)5K
¥e

00

0
o

01

Jojoe] Fulyouedg-—sullIwINg



- 123 -

FIGURE 12

PARTIAL PRODUCTION CROSS SECTIONS FOR !3C+13C

Elemental production cross sections for the residual nuclei: 180, #2Ne,
and ®Mg, as deduced from 7-ray measurements. Numerical values are

listed in Table 1. Error bars reflect counting statistics only.
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FIGURE 13

PARTIAL PRODUCTION CROSS SECTIONS FOR 13C+13C

Elemental production cross sections for the residual nuclei: 21Neg,
#Na, and *Mg, as deduced from 7-ray measurements. Numerical values

are listed in Table 1. Error bars reflect counting statistics only.
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FIGURE 14

PARTIAL AND TOTAL FUSION CROSS SECTIONS FOR 3C+13C

Data from figure 12 and figure 13 are compared to the total cross
’section. The partial and total fusion cross sections are listed in Table 1.
Channels involving the evaporation of at least one neutron dominate the
reaction cross section, as expected. The reaction channel p + ®Na was
not observed. Error bars reflect only counting statistics. The total cross
section has an additional systematic error of +15%, which is the sum (in

quadrature) of uncertainties of +10% in the summing-branching factors,

~ fT e

+4% in target tluckmess, +o% in beam integration and =x47% in Ge{lij

efficiency.-
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FIGURE 15

RATIO OF Mg CROSS SECTIONS

The ratio of the ®Mg production cross sections as found from the
yield of 390 keV gamma rays to that determined by the yield of 585 keV
gamma rays is plotted as a function of energy. Error bars are omitted for
clarity. The scatter of points, especially at low energies, indicates that
the statistical errors become rather large. The average of all points is
given by the dotted line. Despite the systematic linear deviation,

Osgo/ Osgs remains within +25% of unity.
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FIGURE 16

PARTICLE SPECTRA: ENRICHED TARGETS

These particle spectra were observed at various angles in 3C bom-
bardment of 13C-enriched targets at E;p, =16.0 MeV. The energy scale is
arbitrary. Peak labels are as follows: a: 13C+'H, 'H recail; b: 13C+12C, 13C
scattering; ¢: !3C+13C, 13C scattering and recoil, ¥C+!*C, ¥C recoil,

18C 4180 180 recoil; d: 13C+160, 13C scattering; e: 13C+'%7Au, 13C scattering.
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FIGURE 17

PARTICLE SPECTRA: NATURAL GRAPHITE TARGETS

These particle spectra were observed at various angles in 3C bom-
bardment of commercial carbon foils at E;pp = 16.0 MeV. The energy scale
is arbitrary. Peak labels are as follows: a: 13C+1H, 1H recoil; b: 3C+1!3C, 13C
scattering; c: 13C+13C, 13C scatteringz and recoil (small), 1¥C+!2C, 1*C
recoil, 13C+160, 180 recoil; d: 13C+180, 13C scattering; e: 13C+1%7Au, 13C

scattering.
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FIGURE 18

ELASTIC SCATTERING DATA: EXCITATION FUNCTIONS

The data plotted are the result of the present measurement of the
13C+13C elastic scattering excitation functions for ¥, =60°, 70°, 80°, and
90° (Tr83). These numbers are listed in Table 2. Excitation functions
measured by Helb et al. (He73) (V¢ . £60° and 90°) and Korotky et al.
(KoB1) (Y¥cm =90°) are included for comparison. Error bars represent

counting statistical uncertainties only.
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FIGURE 19

ELASTIC SCATTERING DATA: ANGULAR DISTRIBUTIONS

The data plotted are the result of the present measurement of
13C4+13C elastic scattering angular distributions taken at E,, =7.0 MeV
and 8.0 MeV (Tr83). These numbers are listed in Table 3. The data at 8.0
MeV is compared to the data of Helb ét al. (He'?S). Error bars refer to

counting statistical uncertainties only.
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FIGURE 20

COMPARISON OF 13C+13C S-FACTOR DATA

This figure is a comparison of the low energy S-factor data available
for '3C+13C. The present data (Tr83) are compared to the Nal measure-
ments of Chatterjee et al. (Ch80) and Dasmahapatra et al. (Da82). The
latter measurements have been corrécted for ground state branching.

Error bars represent counting statistical uncertainties only.
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FIGURE 21

CARBON ISOTOPE FUSION

Carbon isotope fusion S-factors are compared for data available prior

to the year 1980. Symbols have meaning as follows:

13¢413¢; C- Chatterjee et ol. (Ch80)

12C413¢: D- Dayraset al. (Da76b)
1204 12C: H- High and Cujec (Hi?7)
M- Mazarakis and Stephens (Ma73b)

P - Patterson et al. (PaB9)
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FIGURE 22

EFFECTIVE ENERGY CORRECTIONS

Corrections to the effective energies in the *C+!%C data of Mazarakis
and Stephens (Ma73b) were found to proeduce substantial changes in the
resulting values of '§(E) The solid line connects the data points of Becker
et al. (Be78, Be81b), which is a remeasurement of the light charged par-
ticles. The effective energy corrections are explained more fully in Sec-

tion II1.A.
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FIGURE 23

COMPARISON OF LOW ENERGY !2C+12C DATA

Several sets of low energy S factors for '2C+!2C are compared. The

symbol table is as follows:

B - Becker et al. (Be'78, BeB1b)
H- High and Cujec (Hi77)

M- Mazarakis and Stephens (Ma73b)

P - Patterson et al. (PaB9)

The solid line connecting the thin target data of Becker et al. is merely
to guide the eye. At high energies, all data sets generally agree, but below
about 5 MeV the thin target data "off-resonance’ are much less than the
thick target data. Since the normalization at the resonances agrees, this
eflect may be introduced by the energy-averaging over the closely-spaced

peaks.
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FIGURE 24

CARBON ISOTOPE FUSION

The S-factors for the most recent data on carbon isotope fusion are

compared. Symbols have meaning as follows:

18c+13¢: T- Trentalange ef al. (Tr83)

+ - Dasmahapatra et al. (Da82)

C- Chatterjee et al. (Ch80)
12C+13¢; O- Dasmahapatra el al. (Da82)

D- Dayraset al. (Da76b)
12C+12C: B- Becker et al. (Be78, Be81b)

H- High and Cujec (Hi77)

P - Patterson ef al. (Pa89)

The lowest energy points of Chatterjee et al. have been omitted for rea-

sons explained in Section I1.D.1.
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FIGURE 25

HILL-WHEELER 7 GAMOW TRANSMISSION FUNCTIONS

Ratio of Hill-Wheeler to Gamow form of the transmission function.

The curve plotted is €7/ (1+€e?), where

v =47 [cos WE/ BYA —-(E/ B (1 —E/ BY*] ,

for the case of *C+1%C ( n=87.21/VE and B =6.0 MeV). This demon-
strates that the Gamow form is a valid approximation to the Hill-Wheeler

expression only for £/ B < 0.7.
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FIGURE 26

CROSS SECTION DECOMPOSITION BY PARTIAL WAVES

The partial wave contributions to the fusion cross section for 12C+12C
are given as a function of energy. The fraction of the reaction strength in
each partial wave was computed from the transmission functions of an
optical model using a shallow potentiél (see Section II.C.3). The salient
features of these curves were found to be insensitive to the parameters of
the optical potential. Curves are labeled by their orbital angular momen-
tum quantum number. 0dd L values are forbidden because the colliding

particles are identical bosons.
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FIGURL 27

CROSS SECTION DECOMPOSITION BY PARTIAL WAVES

The partial wave contributions to the fusion cross section for *C+13C
are given as a function of energy. The fraction of the reaction strength in
each partial wave was computed from the transmission functions of an
optical model using a shallow potentiali (see Section III.C.3). The salient
features of these curves were found to be insensitive to the parameters of
the optical potential. Curves are labeled by their orbital angular momen-

tum quantum number.
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FIGURE 28

CARBON ISOTOPE FUSION: STANDARD OPTICAL MODEL

The predictions of the standard optical model (solid curves) are com-
pared to the fusion data for the systems C+!?C, ¥C+3C, and SC+!3C.
The symbols used to plot the data are deﬁned in the caption to figure 24.
The optical potential parameters are V, =50 MeV, W, =10 MeV, 7, =1.27

fm and ¢ =0.40 fm.
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FIGURE 29

MODEL PREDICTIONS: ELASTIC EXCITATION FUNCTIONS

The ratio of the measured 3C+3C differential elastic scattering cross
section to the Mott cross section are compared to model predictions at
V. = 60° 70° 80°and 90°. The solid'curves are the results of an IWBC
calculation (@, = 0.84 fm and Rmu.: 5.19 fm) described in Section
IT1.C.2. The dotted curves are an optical model calculation using a shallow,
energy-dependent potential of the form suggested by Korotky et al.
(Ko81). The parameters have been adjusted to fit our data, giving Vyey =
12.5 MeV, Wipmgg = 1.0+ 0R2 E¢ 1y, Ereqt =R imeg= 6.30 Im, @45 = 0.52 fm,

and @ ;mee = 0.30 im,
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FIGURE 30

MODEL PREDICTIONS: ELASTIC ANGULAR DISTRIBUTIONS

The elastic scattering angular distributions for 3C+23C are compared
to model predictions at two energies, £, ,, = 7.0 MeV and F_,, = 8.0 MeV.
The solid curves are the results of an IWBC calculation (@,.yq= 0.64 fm
and R g = 5.19 fm) described in Sectioﬁ 1II.C.2. The dotted curves are an
optical model calculation using a shallow, energy-dependent potential of
the form suggested by Korotky et al. (Ko81). The parameters have been
adjusted to fit our data; giving Vieq = 12.5 MeV, Wipo, = 1.0+ 022 £ 1

R a1 =Rimag= 6.35 fm, @ g = 0.52 Im, and @ 4,,,= 0.30 fm.
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FIGURE 31

MODEL PREDICTIONS: FUSION S-FACTORS

The 13C+13C fusion S-factors are compared to model predictions. The
solid curve is the result of an IWBC calculation (@ 4= 0.64 fm and R, =
5.19 fm) described in Section 11I.C.2. The dotted curve is an optical model
calculation using a shallow, energy-depaendent potential of the form sug-
gested by Korotky et al. (Ko81). The parameters have been adjusted to fit
our data; giving Viyeg = 12.5 MeV, Wipgy = 1.0+ 022 E¢ ., Freat =R imag =

8.351m, @ g = 0.52 Im, and g ;mee = 0.30 im.
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FIGURE 32

NEUTRON EXCHANGE POTENTIALS

Adiabatic potentials for single (**C+3C) and double (**C+!3C) neutron
exchange are plotted as a function of distance between the '*C cores. In
each system, the sign of the asymptotic potential alternates for even and
odd L-waves. The s-wave potential is repﬁlsive in 1*C+13C and attractive in
13C+13C. Fusion and elastic scattering are only sensitive to the behavior

at large R, which changes the position and height of the barrier.
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FIGURE 33

MWFM: ANGULAR DISTRIBUTIONS

The effect of neutron exchange on an optical model angular distribu-
tion is explored in 3C+13C elastic scattering for different values of [SN].
The MWFM curve oscillates about the optical model prediction. The most
pronounced (fractional) effect occurs for angles near the minimum at
90°. The broad, central minimum produced by ordinary optical models is

largely corrected for by the neutron exchange potential.
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FIGURE 34

MWFM: EXCITATION FUNCTIONS

The effect of neutron exchange on an optical model excitation func-
tion is explored in 13C+13C elastic scattering for different values of [SN].
The overall effect is to improve the fit to the 90° excitation function while
exerting a lesser influence at other angies. The optical model parameters
used were: Vi = 12.5 MeV, W,p,g = 2.0, Rpgq = 6.35 Im, Ky = 5.93 fm,

@ eq= 0.52 Im, and 2y, = 0.32 fm.
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FIGURE 35

MWFM: FUSION S-FACTOR

The effect of the neutron exchange potential on an optical model
prediction is demonstrated for 3C+13C fusion. Here [SN]= 1.0, which
corresponds to S =0.85. The optical potential parameters are given in

the caption to fig. 34.
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FIGURE 36

TOTAL GE(LI) DETECTION EFFICIENCY

The total Ge(Li) detection efficiency as a function of 7 energy was
computed using equation 11.B.3 for the detector/source geometry indi-
cated in figure 8, and taking into account the absorption in the materials

listed in Appendix A.
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