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The eye movement system is a complete sensorimotor loop from sensation to action, which includes a large number of distinct cortical and subcortical regions and participates in both reflexive and voluntary behaviors. This dissertation elucidates some of the functions of three cortical areas known to participate in eye movement behavior: the supplementary eye fields (SEF), motor area (SMA), and the lateral intraparietal area (LIP). In the course of executing eye movements, the eye movement circuitry interfaces with other functional circuits, including the networks of brain structures involved in reward processing, the temporal organization of behavior, target selection, and object perception. Here it is shown how LIP, SEF, and SMA participate in these multiple functional circuits, and complement each other during eye movement tasks. First, it is shown that neurons in the SMA carry a reward expectancy signal in the post-saccadic period of oculomotor tasks. Second, the neurons of SEF, but not LIP, are shown to collectively encode the temporal progression of the task. Third, in a target selection task, most LIP neurons are shown to respond to both cue and distractor stimuli, while most SEF neurons respond selectively only to the cue. Finally, fourth, the spatial tuning of parietal neurons is investigated in more natural circumstances, and the directional tuning preferences of cells in parietal cortex are found to be task dependent. These results extend the understanding of how these cortical brain areas that participate in eye movement behavior specialize and complement each other, and how they interface with other brain circuits, to support the organism in successfully completing a variety of instructed tasks.
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Eye movements can be made reflexively or voluntarily, and because they can be made voluntarily, the study of eye movements offers a window into the mechanisms of many high-level brain functions. With the development of awake-behaving neurophysiology techniques, the field of neuroscience became equipped to probe the working brain. Mainly in the last half-century, neurophysiologists have detailed the brain structures involved in eye movement control. At this stage it remains a challenge to understand how the different parts complement each together, and how they interface with other functional circuits in the brain, to support an organism in successfully completing the variety of tasks involved in normal behavior. In this dissertation we characterize some of the properties of two cortical nodes of the eye movement network, the supplementary eye fields (SEF) and the lateral intraparietal area (LIP), as well as a brain area that is just adjacent to SEF, the supplementary motor area (SMA), as they interface with (and participate in) other functional networks, particularly those supporting reward processing, the temporal organization of behavior, target selection, and object perception.

The first study describes the confluence of eye movement and reward circuitry in supplementary motor cortex. We found signals related to the expectation of reward in the SMA, which complement similar findings in SEF. These results suggest a reinforcement mechanism to learn new, coordinated behavior between different body parts.

The expectation of reward implies a sense of when the positive consequence of the movement will occur. We investigated this further in SEF and LIP, and in SEF we
found that the neural expectation of events is not limited to the arrival of rewards, but also precedes all perceptual and motor events within the task. Furthermore, there was a representation of temporal states, meaning neurons activate for the duration between events. These results suggest that SEF, much more so than LIP, is likely to participate in the temporal organization of perception and behavior.

In the third study we compared LIP and SEF neurons during the performance of a target selection paradigm. We found a clear qualitative distinction, with individual LIP neurons representing the location of both cue and distractor stimuli and SEF neurons tending to respond to only one, suggesting complementary roles in target selection.

In the final study we compare the representation of eye movements made in different contexts, putting object perception and movement planning together to investigate how neurons respond when the monkey is instructed to look to a portion of an object. This study revealed that LIP encodes the same eye movements in very different ways based on the context in which the movement was instructed, suggesting that the influences of other networks can have dramatic effects on how eye movements are represented in LIP.

The studies presented here offer comparisons between two eye movement areas, first describing a role of SEF in representing temporal states that is not typically shared with LIP, and second, describing complementary roles of LIP and SEF in the process of target selection. These results also explore the relationships between different functional circuits brought together in eye movement behavior, first detailing the coexistence of reward processing and motor representations in supplementary motor cortex, and second,
detailing the effects of task context, which is dependent on object recognition, on the representation of eye movements in LIP.

*Establishing the author’s major contribution*

The observation that the SMA encodes reward expectancy, the subject of Chapter 1, was made in a conversation with senior staff scientist, Dr. Boris Breznen, with whom I apprenticed in monkey neurophysiology. Boris was happy to let me follow up on the observation, which became a Society for Neuroscience meeting abstract, and eventually a paper in the *Journal of Neurophysiology* with me as the first author. Boris and I worked closely together to devise new control experiments to assess our interpretation, and with his oversight I collected the majority of a complete dataset from two monkeys. I also performed the analysis and writing for this paper. Before publication we also enlisted the help of M.D.-Ph.D. student Kyle Bernheim to perform MRI scans.

Chapters 2 and 3 grew out of my official thesis project, and these results are more fully my own work. I trained both of the monkeys, mapped the chambers (with assistance from MRI scans), implemented the task paradigms, executed the neural recording experiments, performed the analysis, prepared the figures, and did all of the writing. I still enjoyed occasional experimental assistance from Boris, as well as conversations about the results. In addition, I benefited tremendously from my relationship with the post-doctoral scholar, Dr. Alex Gail, with whom I shared experimental space, in particular because of his instruction in multiple electrode recording.

The official thesis proposal was planned over many conversations with Professor Richard Andersen, as well as Boris, and received much helpful insight from my thesis
committee. As the results came to light, however, it appeared that the questions that we were as asking did not logically precede the answers the neural recordings were giving. For example, whereas we wanted to know how SEF neurons were representing eye movement vectors made to portions of objects, it turned out that the majority of SEF neurons were not representing eye movement vectors at all. Instead they were representing temporal states within the task and the transitions from one state to the next. The stories presented in Chapters 2 and 3, therefore, did not make use of the extensive planning that went into the task designs, but were instead discovered through data analysis and visualization and refined in conversations with Richard, Boris, and other members of the Andersen Lab, where all of the work was carried out.

Chapter 4 is almost entirely Boris’ work, and when we submit it for publication he will be the first author (and will be the second author when Chapters 2 and 3 are submitted). For that chapter, Boris performed the experiments and data analysis, prepared the figures, and wrote the Results and Methods sections. I assisted in various ways over the course of my apprenticeship and made substantial writing contributions to the Introduction and Discussion sections.
ABSTRACT

Neural activity signifying the expectation of reward has been found in many parts of the brain, including midbrain and cortical structures. These signals can facilitate goal-directed behavior or the learning of new skills based on reinforcements. Here we show that neurons in the supplementary motor area (SMA), an area concerned with movements of the body and limbs, also carry a reward expectancy signal in the post-saccadic period of oculomotor tasks. While the monkeys performed blocks of memory-guided and object-based saccades, the neurons discharged a burst after a ~200 ms delay following the target acquiring saccade in the memory task, but often fired concurrently with the target acquiring saccade in the object task. The hypothesis that this post-saccadic bursting activity reflects the expectation of a reward was tested with a series of manipulations to the memory-guided saccade task. It was found that, while the timing of the bursting activity corresponds to a visual feedback stimulus, the visual feedback is not required for the neurons to discharge a burst. Second, blocks of no-reward trials reveal an extinction

of the bursting activity as the monkeys come to understand that they would not be rewarded for properly generated saccades. Finally, the delivery of unexpected rewards confirmed that, in many of the neurons, the activity is not related to a motor plan to acquire the reward (e.g., licking). Thus, we conclude that reward expectancy is represented by the activity of SMA neurons, even in the context of an oculomotor task. These results suggest that the reward expectancy signal is broadcast over a large extent of motor cortex and may facilitate the learning of new, coordinated behavior between different body parts.

**INTRODUCTION**

There has been substantial progress in recent years on the identification and characterization of the network of brain areas that are involved in the processing of reward. Reward expectancy signals have been found in many cortical areas such as the medialfrontal (Matsumoto et al. 2003; Shidara and Richmond 2002), dorsolateral prefrontal (Barraclough et al. 2004; Kobayashi et al. 2002), orbitofrontal (Hikosaka and Watanabe 2000; Tremblay and Schultz 2000), and parietal cortices (Musallam et al. 2004; Platt and Glimcher 1999; Sugrue et al. 2004). Subcortical regions expressing reward expectancy include the caudate (Watanabe et al. 2003), striatum (Cromwell and Schultz 2003; Hassani et al. 2001; Tremblay et al. 1998), superior colliculus (Ikeda and Hikosaka 2003), and midbrain dopamine neurons (Satoh et al. 2003; Schultz et al. 1997). Reward related signals have also been found in the dorsomedial frontal cortex (DMFC),
an anatomical region that includes our current area of interest, the supplementary motor area (SMA).

The DMFC has been shown to participate in volitional (Schlag and Schlag-Rey 1985) or goal-oriented motor acts (Mann et al. 1988). It contains at least three well-studied motor-representation areas that are thought to be involved in higher order control of behavior: the SEF (Schlag and Schlag-Rey 1987, 1985), the SMA (Luppino et al. 1991; Matsuzaka et al. 1992), and the presupplementary motor area (pre-SMA) (Fujii et al. 2002; Nakamura et al. 1998; Shima and Tanji 2000). These three motor areas of DMFC can be distinguished based on anatomical connectivity (Luppino et al. 1993; Parthasarathy et al. 1992) and physiological responsivity (Matsuzaka et al. 1992). The SMA and pre-SMA are located in the DMFC on and above the medial wall in the frontal lobe. An orofacial region occupies the rostral end of the SMA, and further rostral is the pre-SMA. Intracortical microstimulation evokes movements in both areas, though the movements evoked in the pre-SMA require longer trains of pulses that produce more complex movements (Fujii et al. 2002). The pre-SMA has been implicated in planned motor acts (Matsuzaka and Tanji 1996) and the acquisition (Nakamura et al. 1998), planning, and regulating (Shima and Tanji 2000) of sequential procedures. Additionally, pre-SMA neurons respond more often to visual stimulation compared to SMA neurons. The SMA consists of a rostrocaudal progression of orofacial, forelimb, and hindlimb movement representations (Mitz and Wise 1987). Lateral to the SMA, microstimulation will evoke eye movements. This area is defined as SEF (Fujii et al. 2002). Several studies have shown that electrical microstimulation at low currents (<50 µA, and sometimes as
low at 10 µA) will elicit saccades in SEF (Chen and Wise 1995; Fujii et al. 1995; Mann et al. 1988; Russo and Bruce 1993; Tehovnik and Sommer 1996).

Three recent studies have explicitly connected the SEF to reward variables. Amador et al. discovered reward-predicting and reward-detecting neuronal activity in SEF (Amador et al. 2000). Schall and colleagues used the countermanding task to characterize three different types of neurons in the SEF – error, conflict, and reinforcement neurons – and suggested that these could serve a performance-monitoring function (Stuphorn et al. 2000). Roesch and Olson found modulations of neural activity in response to both reward and punishment (Roesch and Olson 2003, 2004) and concluded that these modulations during the early stages of the trials correlate with motivation and not reward expectation. In this study we present neural activity reflecting reward expectation during a later stage of the trials, specifically after the monkey performs the instructed behavior. Our findings are similar to the reports of Amador and colleagues and Stuphorn and colleagues. The reward expectancy signal we describe, however, is found in the SMA, while these other studies were recording from nearby SEF. Taken together, these results suggest that a reward expectancy signal may be present throughout the DMFC.

In this study we present evidence that a reward expectancy signal is expressed in the neural activity of the SMA during the performance of an oculomotor task. The signal is not related to the metric of the eye movement. Rather, it encodes expectation of the reward after the successful completion of the instructed behavior. The results presented here began as a discovery during a project that was originally intended to investigate the contribution of the SEF to saccades to objects. Some early recordings in the SMA
uncovered a post-saccadic bursting activity that we hypothesized might be related to the expectation of reward, and experiments devised during the course of the project confirmed this hypothesis. While future studies of reward expectancy in SMA might use tasks that are specifically designed to investigate reward variables, with the two oculomotor tasks employed here we are able to establish two novel findings. First, we show that a reward expectancy signal is present in the SMA, an area that has been thought to be concerned only with movements of the body and limbs, during an oculomotor task. Second, we show the coupling of the signal’s onset time with a conditioned stimulus. These findings suggest a general learning mechanism that would reinforce all motor representations in DMFC that are active just before the animal can expect to receive a reward. A preliminary account of this study has appeared previously (Campos et al. 2003).

**METHODS**

Studies were performed on two behaving, male rhesus monkeys (Macaca mulatta). Each was chronically fitted with a stainless steel head post for head immobilization, and a recording chamber over a craniotomy for electrode insertions. All procedures were approved by the Caltech Institutional Animal Care and Use Committee.

*Stimuli and tasks*

Monkeys were seated in a dimly lit room, 42 cm from a tangent screen. Stimuli were rear-projected with 800x600 resolution and a refresh rate of 72 Hz using a custom
built software display client with OpenGL. Task logic was controlled by National Instruments real time LabView software.

Two eye movement tasks were used; a memory-guided saccade task and an object-based saccade task. In both tasks the monkey was instructed to perform a saccade from a central fixation point to one of 43 targets placed at regular intervals to cover the entire visual field out to 17 deg of visual angle in every direction from central fixation.

Figure 1.1 Time course of oculomotor tasks. Progression of tasks are shown in successive panels from the top left to bottom right. In the memory-guided saccade task (a), the monkey is required to acquire a central fixation point at the start of the trial. After a variable delay, a cue is briefly flashed at one of 43 targets in the periphery. The possible targets cover the entire visual field out to 17 degrees. Following a hold interval, the fixation point is extinguished, and the monkey is required to saccade to the remembered target location and fixate there. After 250 ms the target reappears, and then following an additional 250 ms fixation, the animal is rewarded with a drop of juice. In the object-based saccade task (b), the monkey begins the trial by acquiring a central fixation point. An object appears over the fixation point, and after a delay one side of the object is briefly cued. Following a hold period, the object is extinguished and immediately reappears in a new location. The monkey is then required to saccade to the cued portion of the object and fixate there for 250 ms before receiving a juice reward.
In the memory-guided saccade task (Figure 1.1a), monkeys were required to maintain central fixation while a peripheral target was briefly flashed, wait until the central fixation point extinguished, and then saccade to the remembered location. After successfully holding fixation at the target location, the target re-appeared to provide visual feedback of the correct eye position. The monkey then had to maintain fixation on the visible target for an additional interval of 250 ms before receiving a juice reward of about 0.2 ml.

In the object-based saccade task (Figure 1.1b), an object (isosceles triangle) was presented behind the central fixation point while the monkey fixated there. The object was cued for one of two possible locations on the object, and then, after a delay period, the object extinguished and reappeared at a peripheral location and new orientation. The monkeys were required to saccade to the previously-cued part of the object in the new location and orientation. The cued locations of the object were chosen so that the correct saccade ended in the same screen location as the targets in the memory-guided task. After maintaining fixation on the cued part of the object for 250 ms, the monkeys were rewarded with a drop (about 0.2 ml) of juice.

The memory-guided and object-based saccade tasks were designed to investigate the neural computations supporting object-based saccades; however, the important difference between the tasks for the purposes of this study was actually what happened after the saccade was completed. In the object task the target was visible at the time of the saccade, and the monkey could acquire a visible target. In the memory task the target reappeared 250 ms after the saccade to the remembered location. Thus, in the object task the animals received earlier feedback from a conditioned stimulus.
In a recording session a block of memory-guided saccades preceded a block of object based saccades. The memory-guided saccade block consisted of 3 correct saccades to each location. The object-based saccade block consisted of 12 correct saccades to each location. Control trials were performed during the memory-guided saccade block at the discretion of the experimenter.

Recording Procedure

Neurons were accessed on vertical penetrations with glass coated platinum-iridium electrodes (Fred Haer Co.). The electrodes were advanced with a Fred Haer or Narashige microdrive system through a blunt stainless steel guide tube pressed against the dura. Neurons were generally found 1-3mm beneath the exterior of the dura.

Waveforms were amplified and isolated online with a commercial hardware and software package (Plexon Inc.). Cell activity was monitored with custom built online data visualization software written in Matlab.

Data Analysis

Bursting activity was identified using a burst detection algorithm (Hanes et al. 1995; Thompson et al. 1996). Bursts were initially detected by a threshold crossing of a surprise index (SI), which is the negative of the log of a calculated significance level. The significance level describes the likelihood that the observed number of spikes would occur in a given interval, considering the average firing rate of the cell, based on the assumption that the inter-spike intervals follow a Poisson distribution. The significance level used to calculate the threshold for the SI was 0.01. The mean of the Poisson
distribution was calculated as the number of spikes in the trial divided by the duration of the trial. Since the mean can change from trial to trial, the algorithm assumes stationarity only over the duration of a single trial, and the threshold will adapt to changes in the baseline firing rate of the neuron over time. After the initial threshold crossing, the beginning and end of the burst were precisely identified, and multiple bursts could be identified in a single spike train (Thompson et al. 1996).

For ANOVA of firing activity in task intervals, the intervals were defined as follows. The baseline period was the interval between the acquisition of the fixation point and the cue appearance. The cue period was the interval that the cue was visible, and the memory period was the interval between the cue disappearance and the fixation point disappearance (the signal for the monkey to make the saccade). The saccade period was the 200 ms interval preceding the acquisition of the target, and the post-saccadic period was the interval from the target acquisition until the delivery of reward. All intervals were defined by these same events in both the memory and object-based tasks. The duration of the post-saccadic interval was 500 ms in the memory task and 250 ms in the object-based saccade task.

*Electrical Stimulation*

A BAK instruments stimulator was used to deliver biphasic currents at 330 Hz of typically less than 200 µA in 100-500 ms trains through the recording electrodes.
Electromyography

Electromyography (EMG) recordings were performed in one monkey with a World Precision Instruments (DAM 80) AC/DC amplifier and paired hook-wire electrodes (44 ga x 100 mm) from Viasys healthcare.

MR Imaging

Magnetic resonance (MR) imaging was performed at the Caltech Brain Imaging Center on a 3 T Siemens Trio. Anatomical images were acquired sagittally with 0.7 mm slice thickness using an in plane field of view of 168 x 168 mm on a 256 x 256 base matrix, yielding a final native voxel resolution of 0.656 x 0.656 x 0.7 mm. These images were realigned via multi-planar reformat to recording chamber landmarks using Siemens Syngo software (version MR 2003T DHHS). This rotated volume was resliced at 0.7 mm spacing along the z-axis of the chamber and visualized using the AFNI software package (Cox 1996).

Results

With a series of single electrode penetrations, 173 cells were recorded in both tasks from two monkeys (monkey S: 100; R: 73). According to ANOVA of baseline firing rates versus the post-saccadic interval, 50 (S: 34; R: 16) neurons demonstrated a significant modulation in the post-saccadic interval, with 17 (S: 9; R: 8) of these modulated in the post-saccadic interval exclusively. Many of the neurons were also active during task periods. According to ANOVA of baseline firing rates versus cue, memory, and saccade
intervals 84, (S: 55; R: 29) of the recorded cells were significantly (p < 10^-5) modulated during at least one of these intervals in both tasks. A breakdown of neurons with significant modulations for the individual periods of the memory saccade task (cue: 23, memory: 51, saccade: 71), show that there was substantial activity present in all task intervals, however this activity was generally not spatially-tuned (see Table 2 and discussion below). Summary cell count information is provided in Table 1 along with results of control experiments.

TABLE 1.1. Total number of recorded neurons for both monkeys

<table>
<thead>
<tr>
<th></th>
<th>Monkey S</th>
<th></th>
<th>Monkey R</th>
<th></th>
<th>Total</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Memory</td>
<td>Object</td>
<td>Both</td>
<td>Memory</td>
<td>Object</td>
<td>Both</td>
</tr>
<tr>
<td>Total recorded neurons</td>
<td>103</td>
<td>107</td>
<td>100</td>
<td>76</td>
<td>77</td>
<td>73</td>
</tr>
<tr>
<td>Task related modulation</td>
<td>71</td>
<td>77</td>
<td>55</td>
<td>42</td>
<td>44</td>
<td>29</td>
</tr>
<tr>
<td>Reward period activity</td>
<td>56</td>
<td>59</td>
<td>34</td>
<td>31</td>
<td>31</td>
<td>16</td>
</tr>
<tr>
<td>Post-saccadic bursts in &gt; 30% of trials</td>
<td>32</td>
<td>27</td>
<td>18</td>
<td>18</td>
<td>21</td>
<td>12</td>
</tr>
<tr>
<td>Exclusive reward period activity</td>
<td>29</td>
<td>22</td>
<td>9</td>
<td>20</td>
<td>21</td>
<td>8</td>
</tr>
<tr>
<td>Response to no visual feedback control</td>
<td>16 (26)</td>
<td>6 (8)</td>
<td></td>
<td></td>
<td>22 (34)</td>
<td></td>
</tr>
<tr>
<td>Response to no reward control</td>
<td>10 (10)</td>
<td>1 (1)</td>
<td></td>
<td></td>
<td>11 (11)</td>
<td></td>
</tr>
<tr>
<td>Response to unexpected reward</td>
<td>2 (22)</td>
<td>0 (3)</td>
<td></td>
<td></td>
<td>2 (25)</td>
<td></td>
</tr>
</tbody>
</table>

All statistical tests are ANOVA (P < 10^-5). Task-related modulation indicates a modulation in one or more of cue, memory, saccade, or reward intervals relative to baseline. Reward period activity compares the baseline to reward interval; exclusive reward activity excludes neurons with significant cue or memory period activity. Control categories compare a time interval of interest (see text) associated with the control, in normal and control trials. Numbers in parentheses are the number of cells recorded while each control was run, and the numbers beside them are the number of cells with a significant modulation in firing rates according to ANOVA analyses described in the text.
Anatomic localization of the recording sites

The sites of all of the electrode penetrations included in this study are superimposed on axial MRI scans in Figure 1.2 (a,b). While recordings were taken on the surface of cortex, MRI sections for anatomical localization were chosen at a depth appropriate to clearly show the locations of the penetrations relative to surrounding sulci.

The sites which yielded the 50 neurons with significant (ANOVA, $P < 10^{-5}$, see above) post-saccadic modulations are shown in red, and the remaining sites are shown in blue. Not all neurons recorded at the sites marked in red were modulated in the post-saccadic period. The red marker only indicates that at least one of these 50 neurons of interest was recorded at that site.

While much of SMA is in F3 on the mesial surface, there is also a portion of F3 on the dorsal surface, within about 3 mm of the midline that is also considered SMA proper (Luppino et al. 1991; Matsuzaka et al. 1992). The neurons of interest in this
report, indicated in red on the axial slices in Figure 1.2, mostly cluster within this distance to the left (monkey’s right) of the midline for monkey S, and to the right (monkey’s left) of the midline for monkey R. No recordings were performed in SEF. In both monkeys some of the recordings were in area F2, lateral to SMA-proper (Luppino et al. 1991). In monkey S, the majority of the recordings were directly medial to the genu of the arcuate sulcus, while in monkey R the recordings were medial and somewhat
posterior. The SEF is medial to the arcuate sulcus and somewhat anterior, though there is some variability in the precise location of SEF as described in previous studies. See Sommer and Tehovnik (1999) for review.

**Microstimulation**

Electrical stimulation experiments show the progression of body movement responses typical of the SMA (Mitz and Wise 1987). Since eye movements were not observed to be elicited in either of the monkeys by stimulation of 50 µA, which is the upper limit of the low threshold criterion for eliciting eye movements in the SEF (Russo and Bruce 1993), or even currents as high as 200 µA, the recordings were not in the oculomotor area SEF.

**Population characteristics**

The average spike activity recorded during memory saccades from all sites for each monkey is summarized in Figure 1.2 (c,d). The average firing rate aligned to the target acquire event (end of saccade) is shown. The activity from monkey R (Figure 1.2d) is exclusively post-saccadic. In monkey S, saccadic and memory period activity was also observed (Figure 1.2c), which could be due to the more anterior placement of the chamber. In monkey S, the dominant peak of activity still occurs after a delay following the target acquire event.

While there were many neurons with modulated activity during different epochs of the task (see Table 2), very few were spatially-tuned. A 2-way ANOVA between baseline firing rates and 1) the firing rates from different task intervals and 2) the spatial
locations of the targets was used to confirm this observation. A very small number of neurons passed the significance test ($p < 10^{-3}$) for dependence of firing rate on task interval and target location (cue: 1; memory: 7; saccade: 6).

**Shift in burst onset times**

The post-saccadic burst in both trial types (a,b – memory, c,d – object) for one of these neurons in Figure 1.3 is illustrated with raster plots of spike traces aligned to the target acquire event (a,c) and the reward delivery (b,d). Bursts of activity identified with the burst detection algorithm (methods) are shown as horizontal blue lines beneath the spike trains. The bursts in the object task (c) begin at a time that could be related to saccade generation. However, the bursts of activity in the memory task (a) come substantially later, revealing that these bursts do not participate in the generation of a saccade, or at least not in the context of the memory saccade task. For this neuron the post-saccadic firing terminates with reward delivery. Other neurons (see Figure 1.5 for example) were also observed to terminate just before or soon after reward delivery.

In Figure 1.4a, histograms for the time to burst relative to the target acquire event in each trial type are shown for the recording presented in Figure 1.3. There is a clear separation of these two groups (ANOVA, $p << 10^{-5}$). The mean bursting times relative to the target acquire event are 105 ms in the object task and 537 ms in the memory task. The bursts in both tasks terminate with the delivery of the reward after successful completion of the task.

The difference of the mean time to burst in the memory task and the object task for the population of neurons that discharged a burst in at least 30% of the trials in both
Figure 3. Shift in burst onset times. Peri-event time histograms in memory (a,b) and object (c,d) saccades tasks. Spikes are represented in red, aligned to the target acquire event (a,c) and the reward delivery event (c,d). The smoothed average firing rate for normal trials is plotted as a blue curve, for no-visual feedback trials in green. Horizontal blue lines indicate periods of burst activity for the spike trains above. Green stars forming a bar on the right edge of the panels indicate trials in which visual feedback was withheld. Cyan markers indicate the reappearance of the target.
Figure 1.4. Histograms of burst onset times. a) Distribution of time to burst for each trial of the memory (filled) and object (open) saccade tasks for the cell shown in Figure 3. Mean time to burst is: memory task: 537 ms, object task: 105 ms. Memory task data clusters to the right of the object task data. b) Differences in time to burst onset after the target acquire event in memory vs. object tasks. Only cells with bursts in at least 30% of the trials in both tasks are shown (N=30). Mean difference: 202 ms. The population of average shift times is significantly different from 0 (t-test, p < 10^-5).
tasks (N = 30) is plotted as a histogram in Figure 1.4b. In general, the bursting activity came later, relative to the target acquire event, in the memory task compared to the object-based task. Neurons in this category showed a mean shift in the onset time of the burst of 202 ms. This number is comparable to, though slightly less than, the amount of the time the animal was required to fixate the remembered target location in the memory task before the reappearance of the target (250 ms).

The onset time of the burst corresponded to the appearance of the visual feedback, which was immediate in the object-based task, but delayed in the memory-guided saccade task. In both cases the visual feedback could serve as a predictor of a reward. The hypothesis that bursting activity reflects an expectation of reward was then tested in a series of control experiments outlined below.

Bursting does not accompany non-rewarded target acquisitions

It could be argued that the neurons simply signal the acquisition of any target, regardless of the expectation of reward. We tested this possibility by comparing the activity of the neurons after the initial acquisition of the fixation point with the activity after the reappearance of the target in the memory-guided saccade task. We used ANOVA on two intervals: the first interval was between the fixation acquire event and the appearance of the cue (250 ms), and the second interval was between the target onset and the reward delivery (250 ms). This analysis reveals that of the 50 neurons with a significant post-saccadic modulation, none were significantly active during the initial acquisition of the fixation point.
**Bursting is not a visual response**

Control trials of the memory-guided saccade task in which the visual feedback was withheld were run to test whether or not the bursting activity is related to the visual feedback signal. As shown in Figure 1.3 and again in Figure 1.5, removal of the visual feedback (indicated in the figures with the green bar composed of green stars) does not eliminate the onset of the bursting activity, though it may reduce the intensity or vary the onset time. Figure 1.5a shows an example in which the post-saccadic bursting activity was slightly extended by this control, though otherwise unchanged.

The bursting signal is therefore not indicating the reappearance of the target, though the visual reinforcement serves to sharpen and intensify the neural discharge. This control was run on 34 neurons, and 12 of them showed no significant difference in the mean firing rate from the time the target appeared (or should have appeared) until the end of the trial (ANOVA, p < 10^-5) in control vs. normal trials. Of the remaining neurons, many exhibited a temporal shift in their active periods or a decrease in firing, but only 1 showed an extinction of the bursting activity. This control shows that visual feedback could be dissociated from the reward delivery and the neural response remained.

**Bursting properties in the absence of reward**

To see if, all else being equal, the absence of reward would have an effect on the neural activity, we occasionally withheld the reward for a block of trials during the memory-guided saccade task, even for correctly performed trials. In the no reward blocks, the monkeys generally continued to correctly perform the task for about thirty trials before stopping, and this comprehension of changing task conditions was reflected
Figure 1.5. Example response to control trials. (a) Withheld visual feedback control trials. All trials shown are from the memory-saccade task. Green stars forming a bar on the edge of the panel indicate trials in which visual feedback was withheld. Smoothed average firing rates for normal trials are drawn in blue, and can be compared with the average firing rates during the withheld feedback trials drawn in green. (b) Withheld reward block of trials. All trials shown are from the memory-saccade task. Black stars forming a bar slightly inset from the right edge of the panel indicate the successfully completed trials in which the reward was not delivered. Green stars forming a bar on the right edge of the panel indicate trials in which visual feedback was withheld. Only the spike trains from successfully completed trials are shown. Trials are arranged chronologically from top to bottom. Smoothed average firing rates for normal trials are drawn in blue and can be compared with the average firing rates during the withheld reward trials shown in black and the withheld feedback trials drawn in green. Cyan markers indicate the reappearance of the target.

in the recorded neural activity. After a few trials, bursting activity would stop altogether.

This control was run while recording 11 neurons, and all of these showed a significant
difference in the mean firing rate from the target acquire event until the end of the trial
(ANOVA, p < 10^-5) in control vs. normal trials. The vast majority (10) ceased firing during the pre-reward interval in the no-reward blocks, and the remaining neuron (of the 11 that were modulated) increased its firing rate after the reward period. An example neuron is shown in Figure 1.5b. The firing activity is gradually extinguished in the no reward block (black bar). In contrast, the activity during the no-visual feedback trials (green bar) has a less precise onset time, but does not extinguish. While the no-visual feedback trials show the effect of removing a predictor of reward, the no-reward blocks reveal the dynamic effects of the monkeys coming to understand that they should no longer expect a reward.

**Unexpected reward trials**

By removing the reward, the possibility that the bursting activity encoded an orofacial (e.g., licking) motor response was not eliminated. Every time the monkey expected a reward, he would presumably also plan a licking movement to acquire it. The monkey would often stop licking the juice tube in the blocks of trials in which the reward was turned off, and this would correspond to the termination of the bursting activity. Of course, if the monkey no longer expected to be rewarded for the eye movements, he also had no reason to lick the juice tube.

To dissociate licking movements from the expectation of reward, control trials were run in which an unexpected reward was delivered. A bonus reward would be delivered with a 5% probability at the end of the fixation interval, just before the cue presentation. To quantify a response, an ANOVA (p < 10^-5) compared firing rates in the 200 ms interval during the bonus reward delivery with the corresponding 200 ms period
at the end of the fixation interval in normal trials. This first interval is the actual interval that the valve regulating the flow of reward was open. While running this control, 25 neurons with reward related activity were recorded, and 23 of these demonstrated no correlated activity in the unexpected juice delivery period. This control shows that the majority of the recorded neurons are not responsive to rewards when they are not expected, ruling out the possibility that the neural activity is attributable to motor commands required to obtain the reward, such as licking and swallowing.

To address the possibility that the neural activity reflected the monkey’s postural responses or attempted postural responses, or preparation for either, we recorded muscle activity in three muscles active during postural adjustments. We recorded EMG (see Methods) from left and right Latissimus dorsi and right Semitendinosus of Monkey S during the performance of both tasks. We observed that these muscles were active during trunk movements and leg movements. While there was activity recorded from these muscle groups during the execution of the task, we found that it was not temporally locked to reward expectation. These negative EMG results rule out the possibility that the monkey is consistently making postural adjustments in anticipation of the reward delivery.

**Discussion**

Bursting activity related to reward expectation was found in a cortical area that is not directly responsible for the generation of the behavior (saccade) that achieves the reward. This report separates itself from other reports by (1) investigating the reward expectation
activity in the motor area SMA and (2) showing a shift of activity in time course based on a conditioned stimulus, the visual feedback that usually predicts the upcoming reward. Below we outline and justify our findings, compare our results with the results of other studies, and suggest a functional role for the representation of reward expectancy in SMA during eye movement tasks.

Onset of reward-expectancy signal corresponds to a conditioned stimulus

The activity generally started with the conditioned stimulus and stopped with the delivery of the reward. The conditioned stimulus in this context was visual feedback that occurred before reward delivery. In the memory task, the target reappeared after 250 ms of fixation on the remembered target location. This visual feedback helped ensure accuracy in the initial learning of the task, but also became a predictor of the upcoming reward. In the object task, the saccade target was visible, and so the monkey could be sure that he made a saccade to the target because he could see it. The onset time of the reward expectancy signal corresponded to the onset of the visual feedback in the tasks, either 250 ms after the correct saccade in the memory task or immediately during the correct saccade in the object task.

As shown in control experiments, while the conditioned stimulus helped to synchronize the timing of the bursting activity, it was not necessary for the neurons to burst. This and other controls discussed below confirm that the bursting discharge carries a reward expectancy signal.
Control experiments establish the reward expectancy interpretation

In a series of control experiments, the argument was built that this activity reflects an expectation of reward. First, the bursting activity was dissociated from visual feedback, with the demonstration that visual feedback is not required for the neurons to discharge, though it regularizes the timing of the onset. Second, when the reward was removed for a block of trials, the reward expectancy activity gradually disappeared, showing that this activity represents a dynamic variable corresponding to the comprehension of a changed task condition. Finally, the possibility that the neural trace signified a licking plan or a detection of reward was ruled out since there was generally no response to unexpected reward delivery.

Reward related activity in the supplementary eye fields

Reward related neural signals have already been described in the SEF (Amador et al. 2000; Roesch and Olson 2003; Stuphorn et al. 2000). We found a reward expectancy signal in the SMA that appears very similar to types of activity found by Amador and colleagues and Stuphorn and colleagues.

Reward expectancy and reward prediction

Reward prediction (RP) neurons have been described in SEF along with a set of complementary reward-detecting (RD) neurons (Amador et al. 2000). The neural activity we are describing as reflecting reward expectation is similar to the RP neural activity. We did not find evidence of RD activity.
The firing rates of RP neurons increase before the occurrence of a reward and then abruptly cease firing at reward delivery, just as we found in the bursting activity of many of the neurons in this study. Our results, combined with the results of Amador and colleagues, are therefore evidence that reward expectation can be found in both SMA and SEF, and likely throughout the DMFC. Our study adds to the findings of RP neurons by (1) recording neural responses during the unexpected delivery of reward and (2) submitting the monkey to short blocks of no-reward trials.

We choose to use the term reward expectancy since “expectancy” captures the way the neural activity continues until reward delivery. Furthermore, this designation separates itself from reward prediction nomenclature found in the dopamine neuron literature. To predict is to foretell on the basis of experience, while to expect is to await or look forward to the coming or occurrence. The reward prediction signal found in midbrain dopamine neurons and the reward expectancy signal in the DMFC likely play different roles in learning and goal-oriented behavior (see below).

**Reward expectancy and reinforcement.**

Reinforcement signals have been found in SEF using a countermanding saccade task (Stuphorn et al. 2000). The reinforcement neurons were shown to increase activation while awaiting reward. The term reward expectancy describes the function of this activity. Again, the results of this study are evidence that the reward expectation signal found in the SMA is also present in the SEF.
Reward expectancy versus enhanced motivation

The post-saccadic burst cannot be a correlate of motivation (Roesch and Olson 2003, 2004) simply because it comes after the behavior it would presumably motivate. Our use of the burst detection algorithm (Hanes et al. 1995; Thompson et al. 1996) establishes that this bursting activity comes in the post-saccadic interval.

In the Roesch and Olson study, the preferred direction of a neuron was first identified, and then a memory-guided saccade task was run to and away from the preferred direction of the cell. Since we rarely found neurons to be spatially-tuned, we may have been recording from different types of neurons in the SMA.

Interestingly, the authors noted that in areas in which reward effects were common, such as the SMAr, neurons “fired more strongly than reward-insensitive neurons during the period extending from the completion of the saccade to delivery of the ingested reward.” The authors did not think their paradigm capable of distinguishing between various interpretations of the significance of this effect, such as preparation and execution of liking movements or increased intensity of reward anticipation. In the present study, our control experiments show that the post-saccadic activity in SMA reflects reward expectation.

Reward expectancy versus attention

The expected value of a reward has been shown to modulate activity during the performance of a task (Ikeda and Hikosaka 2003; Platt and Glimcher 1999; Shidara and Richmond 2002; Watanabe 1996). It has been argued that so far sufficient controls for these studies have not been performed to determine whether the cognitive state being
manipulated is expected value or attention, since these two states likely occur together and can be easily confounded. Likewise, studies examining attention may have recorded the effects of expected value (Maunsell 2004).

In the current study it is unlikely that the reward expectancy signal is actually an attention signal. The signal occurs after the task and is not spatially-tuned and thus cannot reflect attention to the saccade location. It also cannot reflect attention to the reward since there was no activity when the reward was presented unexpectedly – novelty is a powerful attractor of attention.

Reward signals and reinforcement learning algorithms

A reinforcement learning algorithm (Sutton and Barto 1988) has been proposed to account for different reward-related signals that have been found in the brain, such as the error of reward prediction in midbrain dopamine neurons (Schultz et al. 1997). The prediction error signal is widely recognized as evidence for the implementation of a reinforcement learning algorithm in the brain. For example, the prediction error can serve to update action value estimates so that the animal can have accurate estimates of the reward that can be expected for an action. In this formalism, the expected value, $V$, is updated after every trial according to the experienced reward by the equation:

$$V^{t+1} = V^t + \alpha(R^t - V^t),$$

where $R^t$ is the amount of reward obtained at time $t$, $V^t$ is the amount of reward expected at time $t$, $\alpha$ is the learning rate, and $V^{t+1}$ is the updated estimate of expected value at time
t+1. In this formulation the time steps are individual trials, and the signal that corresponds to the error of reward prediction found in dopamine neurons (Schultz et al. 1997) is the term in the parentheses, R\(^{t} - V^{t}\). The action value signal, V, that we are describing would not be used instead of a prediction error signal, R-V. Rather, both signals are supposed components of a larger reinforcement learning mechanism.

The dynamics of the reward expectancy signal in SMA corresponds to the dynamics of the expected value of the action, V. Specifically, this algorithm captures the way the post-saccadic firing activity in the SMA gradually dissipates in no-reward blocks. When the reward, R, is zero for a series of trials, the equation above will diminish the expected value of the action, V, until it reaches the new value of the reward, 0. The learning rate parameter, \(\alpha\), determines how quickly the estimate of the expected value approaches the new value. This equation also describes how the neural activity will return to normal firing when the reward is again delivered as usual.

Functional significance of reward expectancy in DMFC – a signal to guide learning

As in neural network models of reinforcement learning (Mazzoni et al. 1991; Suri and Schultz 1999), the reward signal found in DMFC could be used to train other parts of cortex to perform visuospatial tasks requiring arbitrary sensorimotor transformations. The reward expectancy signal found in the SEF (Amador et al. 2000; Stuphorn et al. 2000) is in position to shape future oculomotor behavior through its connections with the frontal eye fields (FEF) (Schall et al. 1993) and the superior colliculus (SC) (Fries 1984).

A reward expectancy signal is better than the detection of the reward itself for training purposes for two reasons. First, the reward expectancy signal implies that there is
an internal model with an expected sensory outcome for a behavior, in this case the conditioned stimulus. This model can be matched with a reward signal and refined as often as rewards are delivered or unexpectedly withheld. Second, the reward expectancy signal comes at a time that is more proximal to the behaviors which earned the reward, and thus may be able to reinforce the high level motor signals in DMFC related to those behaviors.

*Usefulness of reward expectancy in SMA during an eye movement task*

A reward expectancy signal present in DMFC could maintain and enhance the high-level representations of behaviors that earn a reward. But why would this activity be present in the SMA, which is concerned with movements of the body and limbs, during an eye movement task? It is possible that the reward expectancy signal is maintained throughout DMFC so that it can enhance any volitional motor acts that precede reward. For instance, in hand eye coordination tasks the reward signal can reinforce activity in the limb area of SMA and SEF together. Other areas of SMA which do not have a convergence of activation of the motor map activation and reward signal would not be reinforced and would not produce learning (Sutton and Barto 1988). Thus, the expectation signal may be more widely broadcast than the motor activations of a particular behavior. This broader signal may serve to learn new coordinations of different body parts for particular tasks.
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ABSTRACT

In the study of the neural basis of sensorimotor transformations, it has become clear that the brain does not always wait to sense external events and afterwards select the appropriate responses. If there are predictable regularities in the environment, the brain begins to anticipate the timing of instructional cues and the signals to execute a response, and even the consequences of actions. An organism’s ability to anticipate events reveals an internal representation of the sequential progression of behavioral states, within the context of the task being performed. Using the same eye movement tasks while recording neural data from two cortical oculomotor areas in the rhesus monkey, we found complementary spatial and sequential state representations of the Lateral Intraparietal Area (LIP) and the Supplementary Eye Field (SEF). While both areas encoded the position of eye movement targets, this spatial encoding was more consistently found in single neurons of LIP. In addition, the neurons of the SEF were found to collectively encode the progression of the task, with individual neurons detecting and/or anticipating different events or sets of events in the task or becoming tonically activated or depressed from one event to another and thus encoding states in an event-based manner. The
entirety of responses from SEF was used to decode the current temporal position within
the context of the task. Since LIP neurons were found to respond similarly when
encoding an eye movement plan (saccade period) or the location of brightly flashed
stimulus (cue period), the temporal information provided from SEF could be used to
imply the significance of the spatial representation found in LIP.

**INTRODUCTION**

In the context of a wide range of experimental paradigms, task performance improves if a
subject can anticipate when and where an instructional cue will become available, and
expert performance is frequently accompanied by anticipatory or short-latency
movements (Miyashita et al., 1996) which optimize the rate of reward (Glimcher, 2004).
Anticipatory neural activity, characterized by increases or decreases in firing rate activity
prior to external events, which can support this behavior has been found in a variety of
brain structures including the striatum (Apicella et al., 1992); caudate (Hikosaka et al.,
1989; Lauwereyns et al., 2002b; Lauwereyns et al., 2002a; Watanabe and Hikosaka,
2005); frontal eye fields (Bruce and Goldberg, 1985; Coe et al., 2002); dorsal premotor
cortex (Mauritz and Wise, 1986; Vaadia et al., 1988); cingulate motor area (Niki and
Watanabe, 1979); supplementary motor area; pre-supplementary motor area (Akkal,
2004); as well the two areas under study in this report, the supplementary eye fields (Coe
et al., 2002) and the lateral intraparietal area (Colby et al., 1996; Coe et al., 2002;
Maimon and Assad, 2006). Anticipatory neural activity has been supposed to support the
expectation of predictable sensory events (Apicella et al., 1992) that are linked to reward
(Lauwereyns et al., 2002b); expectation of reward itself (Amador et al., 2000; Stuphorn et al., 2000; Campos et al., 2005); behavioral biases for a particular movement (Mauritz and Wise, 1986; Hikosaka et al., 1989; Coe et al., 2002; Takikawa et al., 2002; Watanabe and Hikosaka, 2005) to attenuate reaction-time delays (MacKay and Crammond, 1987); the readiness to produce or cancel a movement (Libet et al., 1983) which has similarly been described as the beginnings of a proactive triggering process (Maimon and Assad, 2006); the inhibition of reflexive movements (Guitton et al., 1985); and tracking behavior, as in smooth pursuit (Heinen and Liu, 1997).

Anticipatory, or climbing, neural activity is the hallmark of one of the two prevailing views on how behavioral timing is accomplished in the brain (Macar et al., 1999; Brody et al., 2003; Reutimann et al., 2004). The competing model posits that timing is encoded as particular groupings of activated neurons in a network (Mauk and Buonomano, 2004; Lucchetti et al., 2005). The two models are not mutually exclusive. The anticipation of events posited by accumulator models, and the detection that those events required for network models, are complementary processes and have long been observed within the firing of single neurons (Fuster and Alexander, 1971). In support of both models, Niki and Watanabe first discussed timing units, which included neurons with anticipatory rises before perceptual events and during motor preparation, as well as tonic activations extending through the delay period (Niki and Watanabe, 1979). More recently, there have been studies presenting neural activations not related to spatial parameters that provide further evidence for the network-based representation of behavioral timing, including state-encoding responses in rCMA before, during, and after every event in a trial, thereby reflecting each step of the behavioral task (Hoshi et al.,
2005), and event-detecting activity in the claustrum preceding all movements in a non-selective manner (Shima et al., 1996). Results such as these have been the basis of the controversial hypothesis that the prefrontal cortex is primarily engaged in the temporal structuring of behavior (Fuster, 1989).

The two cortical oculomotor areas of interest in this report, LIP and SEF, have both been shown to participate in the representation of behavioral timing. Anatomical connections suggest that SEF is directly involved in specifying when a saccade should occur (Shook et al., 1990), and SEF microstimulation can trigger an already planned movement to any direction (Missal and Heinen, 2004). Neurons in SEF without an apparent directional preference have been termed omni-directional (Chen and Wise, 1996), and such a signal may be required to trigger eye movements without regard for their direction. The timing of the microstimulation, however, has to be in the appropriate interval, otherwise it will delay the reaction time and instead facilitate fixation (Isoda, 2005), which cautions that the temporal responsibilities of SEF are not limited to providing a trigger for movement, but may also enhance fixation behavior when that is appropriate. Further evidence for the representation of time in SEF includes the effect of cooling of premotor cortex in monkeys, including SEF, which renders monkeys unable to perform a movement at the instructed time (Sasaki and Gemba, 1986), and disruptive stimulation in SEF that leads to temporal re-ordering of eye movements of a sequence, even though target endpoints remain accurate (Histed and Miller, 2006).

LIP neurons are generally thought to be involved in specifying the spatial location of salient cues and eye movement targets (Andersen et al., 1985; Andersen, 1995; Andersen et al., 1997; Gottlieb et al., 1998), and in contrast to the behavioral ordering
disruptions resulting from SEF inactivation, temporary LIP inactivation results in deficits of saccade metrics (Li and Andersen, 2001). LIP activity, however, has been shown to correlate with eye movement start times (Ipata et al., 2006) and exhibits a slight anticipatory rise before predictable visual cue presentations (Colby et al., 1996), revealing access to timing information. Recent studies have further proposed that LIP neurons might themselves represent the passage of time during motor planning by gradually enhancing or suppressing the motor plans for which elapsed time is an instructive cue (Leon and Shadlen, 2003; Janssen and Shadlen, 2005).

In this study we characterize the encoding of populations of neurons in LIP and SEF with respect to spatial and behavioral state representations, while the monkeys performed a memory-guided saccade task. To assess and compare the contribution each area makes to the spatial representation of the target, as well as to the representation of the current behavioral state within the context of the task sequence, we then characterize the performance of a decoding algorithm on the spatial position of the target, or separately for the temporal interval. Recording from these two oculomotor structures during the performance of the same task, we are able to better understand the ways in which the different areas are specialized and complementary.

**Methods**

Studies were performed with two behaving male rhesus monkeys (Macaca mulatta). Each was chronically fitted with a stainless steel head post for head immobilization and two recording chambers over small craniotomies for electrode insertions. Experimental
procedures were in accordance with the California Institute of Technology Institutional Animal Care and Use Committee.

Monkeys were seated in a dimly lit room, 34 cm from a tangent LCD monitor. Stimuli were presented with 800x600 resolution and a refresh rate of 75 Hz using a custom built software display client with OpenGL. Task logic was controlled by National Instruments real time LabView software.

Eye movement monitoring

Eye movements were monitored with an infrared oculometer (ISCAN Inc.). A high-speed camera was mounted on a wooden frame above the monkey’s head and, along with an infra-red source, directed into an infra-red reflective hot-mirror held fixed at a 45 degree angle just in front of the monkey’s eyes. A trapezoidal notch was cut from the mirror so that it could be placed close around the monkey’s nose. For both monkeys the left eye was monitored. Facial whiskers and brow hairs around the left eye were clipped regularly to improve the quality of the eye-tracking image.

Training methods

The monkeys then began eye movement training after fixation behavior was well trained. First monkeys were trained to saccade to a new target that appeared at the same moment that the centrally presented fixation cue extinguished. Modifications to this task were then introduced to train the monkeys to perform memory-guided saccades. Shortly after the monkey began central fixation, a spatial cue was briefly (~50ms) flashed in the periphery. When the fixation point extinguished 300-500ms later, the target appeared in
the same location as the cue, and the monkey was rewarded if he made a saccade to the target in a short period of time (within ~700 ms). If the monkey broke fixation during the briefly flashed cue, the trial was aborted, and the monkey had to wait 1.5-2 sec until the next trial started. In this way, the monkey learned to withhold any eye movements until the fixation point extinguished. Over the course of 2-3 weeks, the cue flash duration was extended in small increments to 250 ms and was presented 500 – 800 ms after the start of fixation. Finally, the target stimulus was not presented immediately after the fixation point extinguished, but was instead presented just after the monkey had moved his eyes to where the target would appear. The monkeys had learned this final step easily, indicating to us that they had made the association that the cue stimulus instructed the future eye movement. The timing of the target reappearance was extended to occur 250 ms after successfully fixating the remembered cue location. The monkey continued training until task performance reliably reached about 85%, at which point the chamber placement surgery was performed.

**MR Imaging**

Magnetic resonance (MR) imaging was performed at the Caltech Brain Imaging Center on a 3 T Siemens Trio. For monkey M, an anatomical MRI scan was performed prior to the chamber surgery to confirm the stereotaxic coordinates of the cortical areas of interest. These areas are typically found in the same positions relative to the ear canal (zero in the anterior-posterior axis of stereotaxic coordinates) of different monkeys. The lateral intraparietal area (LIP) is found generally at 6 mm posterior and 12 mm lateral. The supplementary eye fields are found at 22-26 mm anterior and 4 mm lateral. The
recordable area of a chamber is 14 mm in diameter, and each area of interest is typically 4 mm in diameter, so there is some room for error. Further, the SEF of both hemispheres is sometimes accessible from one chamber placed directly over the midline (0mm, 24mm), and we placed the frontal chamber as such. The anatomical MRI images of monkey M confirmed that these typical stereotaxic positions would be suitable for the chamber placement surgery.

The MRI scan was performed after the chamber placement surgery of monkey L, and the standard stereotaxic coordinates were used to locate the areas of interest during the surgery. During the post-operative MRI, a high-contrast agent (gallidium) was inserted into the chamber, which appeared brightly just above the dura in the MR image, with clearly defined chamber walls. With these images the satisfactory placement of the chambers could be verified and the precise locations of subsequent electrode penetrations could be planned.

Following the chamber placement surgery, exploratory electrode penetrations were performed to map out the cortical areas accessible to the chambers. For monkey M, for whom the MRI was performed prior to the chamber surgery, we had only a rough estimate of the cortical structures beneath the exposed dura.

Chamber Mapping and Electrical Stimulation

For monkey M, two weeks were required to map the parietal chamber using a combination of passive recording and somatosensory examinations to determine the response properties of the encountered neurons until we were satisfied that the eye movement area, LIP, was located. In the frontal chamber, electrical microstimulation was
added to the exploratory recording and somatosensory examination techniques. A BAK instruments stimulator was used to deliver biphasic currents at 330 Hz of typically less than 200 µA in 100-500 ms trains through the recording electrodes. In the SEF, but not in adjacent regions, eye movements can be elicited at a low threshold (<50 uA). In addition, there are body movement representations just medial to the SEF (in the supplementary and pre-supplementary motor areas) in which electrical microstimulation will evoke stereotyped movements on the limb, torso, and face. The left SEF of monkey M was found readily within a couple of days. Guided by the post-operative MRIs of monkey L, we were able to find both areas of interest in just two penetrations for each chamber. We did not confirm the location of SEF with electrical microstimulation, since the signals that we recorded were convincing and the location was corroborated by the MR images.

Behavioral task

A memory-guided saccade task was used. The monkey was instructed to perform a saccade from a central fixation point to one of 43 targets placed at regular intervals to cover the entire visual field out to 15 deg of visual angle in every direction from central fixation. Monkeys were required to maintain central fixation while a peripheral target was briefly flashed, wait until the central fixation point extinguished, and then saccade to the remembered location. After successfully holding fixation at the target location, the target re-appeared to provide visual feedback of the correct eye position. The monkey was then required to maintain fixation on the visible target for an additional interval of 250 ms before receiving a juice reward of about 0.2 ml.
Figure 2.1. Time course of oculomotor task. The temporal progression is shown in successive panels from top left to bottom right. The monkey is required to acquire a central fixation point at the start of the trial. After a variable delay (500-800 ms), a cue is briefly flashed (250 ms) at one of 43 targets in the periphery. The possible targets cover the entire visual field out to 15 degrees (inset). Following a hold interval the fixation point is extinguished and the monkey is required to saccade to the remembered target location and fixate there. After 250 ms the target reappears, and then following an additional 250 ms fixation, the animal is rewarded with a drop of juice.

Recording Procedure

Neurons were accessed on vertical penetrations with glass coated platinum-iridium electrodes (Fred Haer Co.) or Thomas Recording electrodes (ThomasRecording Gmbh). The electrodes were advanced with a Narishige or Thomas microdrive system through a blunt stainless steel guide tube pressed against the dura for SEF recordings or a sharp stainless steel guidetube puncturing the dura and driven down 1 mm for LIP recordings. Neurons were generally found 1-3 mm beneath the exterior of the dura for SEF recordings and 5-9 mm beneath the level of the dura for LIP recordings.

Waveforms were amplified and isolated online with a commercial hardware and software package (Plexon Inc.). Cell activity was monitored with custom built online data visualization software written in Matlab.
Neuron classification analysis

To standardize the spike trains for each trial, spike trains were aligned to four different events that occurred at varying intervals, and these four spike trains were then merged around the time of the shortest interval between each event. These events were fixation appearance, cue appearance, fixation point disappearance (go signal), and the visual feedback signal. The spike trains extended 400 ms before the fixation point on event until 350 ms afterwards. This was followed by the spike train data from the period 225 ms before the cue appearance event until 575 ms afterwards, then 350 ms before the fixation off event until 400 afterwards, and finally, 200 ms before the target reappearance until 500 ms afterwards.

Using these merged spike trains, firing activity during different states and events were then compared to baseline firing levels to determine if there were significant activations or depressions. The baseline firing rate was defined as the total number of spikes in the merged spike trains divided by the total duration. This calculation of the baseline firing rate does not include inter-trial intervals, and importantly, does not assume that any particular interval is a common resting interval for all of the neurons. The definitions of all of the state and event intervals incorporated the known latencies of responses in LIP and SEF, which are both greater than 40 ms (Schall, 1991; Bisley et al., 2004), and all of the state and event definitions cover the entire duration of the time-standardized trials, with short (40 ms) gaps between each state and subsequent event, to allow for variability in onset latencies. The pre-trial state was defined as the 400 ms prior to the appearance of the central fixation point at the start of the trial until 30 ms afterwards. The fixation point on event was defined as the 150 ms interval starting 70 ms
after the appearance of the fixation point. The *pre-cue state* was defined as the interval from the end of the fixation point on event until 30 ms after the cue presentation. The *cue on event* was defined as the 150 ms interval starting 70 ms after the presentation of the cue. The *memory state* was defined as the interval from the end of the cue on event until 30 ms after the fixation point disappearance (the signal for the monkey to make the saccade). The *saccade event* was defined as the 300 ms interval starting 70 ms after the fixation point disappearance (allowing time for the execution of the saccade). The *post-saccade state* was defined as the interval from the end of the saccade event until 30 ms after reappearance of the target. The *visual feedback event* was defined as the 150 ms starting 70 ms after the reappearance of the target. Finally, the *reward state* was defined as the time from the end of the visual feedback event until 50 ms after the end of the delivery of reward. Significant increases or decreases in any of these intervals was defined as the likelihood of the firing rate in that interval, assuming a Poisson distribution and taking the baseline firing rate as the mean ($p < 0.05$). In addition to calculating activations and suppressions in entire event or state intervals, tests were performed on smoothed firing rates at 10 ms intervals to provide a continuous measure of significant activations.

Anticipatory activity was defined as a significant rise or decrease in firing rate in the 200 ms at the end of the following states: pre-trial, pre-cue, memory, and post-saccadic. Significant changes refers to non-overlapping mean firing rates +/- the standard error of the mean for the 100 ms prior to the end of the state versus the 100 ms preceeding the first interval. State encoding activations or deactivations are defined as significant deviations from the baseline firing rate for at least 25% of the duration of the
same intervals, such that the activity at the end is not characterized as anticipatory. Event
detection activity was defined the same as state encoding activity, but limited to the four
previously defined event intervals, and anticipatory activity was not tested in the event
periods. Spatially-tuned activity was defined with respect to the goodness-of-fit of the
firing rates to a two dimensional Gaussian model of the response field, as described
below.

Regression analysis to model contributions of target or distractor location to neuronal
activity

We used standard quantitative models implemented with MATLAB to evaluate
the dependence of firing rate on cue or distractor position (Campos et al. 2006; Draper
and Smith, 1981; Press et al.; 2002, Zar, 1974). The spikes trains were smoothed by
convolving with a Gaussian (sigma = 50 ms) to estimate the instantaneous firing rate for
individual trials. An initial estimate of the center of the response field (b₃, b₄) was
calculated as the vector average of all of trials with associated firing rates that were >50%
of the maximum firing rate. Initial estimates of the remaining parameters were chosen
arbitrarily: b₀ = 100, b₁ = 4, b₂ = 3. The firing rates were then regressed on a two-
dimensional Gaussian using the following equation:

\[ F = b₀ + b₁ \cdot \exp\left(-\frac{(x - b₃)^2 + (y - b₄)^2}{b₂^2}\right) \]  

Eq. #1
where \((x,y)\) is the position of the target. The regression was computed, and the values for the parameters were stored along with the \(p\) and \(r^2\) values describing the goodness-of-fit for the regressions.

**Nearest neighbor decode algorithm**

The following method is adapted from a recent study, and the following description closely resembles the method previously published (Quiroga et al. 2006). Each data set contained at least 129 trials (43 targets \(\times\) 3 repetitions). From these merged spike trains of 3000 ms duration, varying window sizes were used to count spiking events to then be used as input into the decoding algorithm. The 75 ms time window performed better than window sizes that were slightly larger or smaller, and so 75 ms window sizes are used in all of the temporal decode results presented. Alternately, spiking events from each of the 9 states and events was used as input for spatial position decoding.

Cells were considered simultaneously recorded in the sense that, for each of three trials to each of the 43 target positions, the responses of all cells were grouped together as a single trial with \(m\) values (in which \(m\) is the number of cells). Trials were considered as points in an \(m\)-dimensional space, each coordinate representing the mean firing rate for each of the \(m\) cells. One at a time, each of these 129 trials was decoded based on the distribution of all other trials (leave-one-out decoding) and was assigned to the class of its nearest neighbor in the \(m\)-dimensional space using Euclidean distance (Duda et al. 2001, Quiroga et al 2006). In the event that there were less than three trials recorded for a given direction, the third trial was randomly chosen from the recorded trials. When only one
trial was recorded, the neuron contributed to the decode of other directions, but not to
decodes of the directions with only one recorded trial.

For the temporal decode, each trial was decoded at every 75 ms from the
beginning to the end of the trial. Firing rates from the left-out trial were compared with
mean firing rates collapsed across all directions in the same interval and all other
intervals. The time interval of the nearest neighbor was assigned as the decoded time
interval of the left-out trial. For the spatial decode, the left-out trial was compared with
the 128 other “simultaneously” recorded trials using the same temporal window in the
other trials, and the mean firing rate was calculated individually for each cue or distractor
position. The nearest neighbor was identified, and the decoded target was assigned as the
same as that of the nearest neighbor.

**RESULTS**

The neuronal sample presented in this report consists of 444 neurons recorded from two
monkeys while the monkeys performed memory-guided saccades (Figure 2.1). There
were 289 neurons recorded from SEF and 155 recorded from LIP (see Table 2.1 for
further details).

<table>
<thead>
<tr>
<th></th>
<th>Monkey M LIP</th>
<th>Monkey M SEF</th>
<th>Monkey L LIP</th>
<th>Monkey L SEF</th>
<th>Total LIP</th>
<th>Total SEF</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Recorded</td>
<td>58</td>
<td>177</td>
<td>97</td>
<td>112</td>
<td>155</td>
<td>289</td>
<td>444</td>
</tr>
<tr>
<td>Task Related</td>
<td>42</td>
<td>124</td>
<td>39</td>
<td>60</td>
<td>81</td>
<td>184</td>
<td>265</td>
</tr>
</tbody>
</table>

*Table 2.1. Cell counts for the neuronal database.* Detail of the number of recorded and task related
neurons, broken down by monkey and cortical area as well as combined.
Non-spatial and spatially-tuned neural activations

We observed that many of the task-related neurons in our database of SEF neurons exhibited robust responses that were not spatially-tuned for any particular range of directions or amplitudes. In Figure 2.2 there are examples of three general types of non-spatial neuronal activity, which adequately cover the range of non-spatial responses we observed. The three types are event detection, anticipation, and state encoding activity. For the purposes of cell categorization, we defined event detection activity as a phasic (~150 ms) non-spatial activation or suppression at one or multiple events within the trial. The neuron shown in Figure 2.2a detected the following events with non-spatial increases in firing activity: fixation point on, cue on, fixation point off, and visual feedback. From this single neuron an observer could judge that one of these relevant events had occurred. We defined anticipatory activity as a smooth buildup or suppression of activity, which may or may not be spatially-tuned, before perceptual or motor events. The neuron shown in Figure 2.2b exhibited a gradual firing rate increase leading up to the cue presentation (cue on), and then went silent. From this single neuron an observer could judge that the monkey was currently in the pre-cue state and, based on the firing rate, have an idea of how long the monkey expected to wait until the presentation of the cue. We defined state encoding activity as a non-spatial tonic activation stretching from one event to another in the task sequence. The neuron shown in Figure 2.2c was active from the fixation point on event until the cue appearance and again from the target acquisition to the visual feedback event. From this single neuron, an observer could deduce that the monkey was currently in either the pre-cue or post-saccade states. The prevalence of these types of activity is shown graphically in Supplementary Figure 2.S2.
In addition to the three types of non-spatial activations just discussed, many SEF neurons exhibited spatially-tuned responses at various points in the trial following the cue.
presentation. These responses were qualitatively similar to the responses of LIP neurons, and so for brevity we only show examples of spatial tuning from the LIP database (see Supplementary Figure 2.S1).

The numbers of recorded neurons that were spatially-tuned or activated or suppressed in a non-spatial manner at each point in time are shown graphically in Figure 2.3 and broken down into state and movement period classifications in Supplementary Figure 2.S2. The neurons in LIP were more likely to be spatially-tuned during the trial, compared to active but non-spatial, as in SEF. The spatially-tuned activity exhibited by SEF neurons tended to occur early in the trial and then taper off, whereas in LIP more neurons were spatially-tuned around the time of the movement versus the cue presentation. The LIP population also contained a substantial number of neurons spatially-tuned in the post-saccadic time periods. Finally, note that the SEF population contained several significantly active or suppressed neurons that were not spatially-tuned at all points in time within the trial.

*Decoding the current temporal interval or state*

Based on the observation that certain SEF neurons that are not spatially-tuned are in fact temporally tuned, we next tested whether the responses of a large population of SEF neurons could be used to decode the current temporal interval of a trial within the context of the task. We adapted a model-free decode method developed in our lab and originally applied to the spatial decode of eye and arm movements (Quiroga et al 2006) and quantified its performance in decoding the specific time interval within the task to which a set of firing rates belonged (see Methods). In Figure 2.4a-c are the results of the
Figure 2.3. Continuous measures of activation, suppression, and spatial tuning. Continuous measures of spatial tuning and firing rate increases and decreases for all recorded neurons in the (a) SEF databases, data from both monkeys combined. Top row, left column, normalized firing rates, each row corresponding to one neuron. The color scale ranges from no firing activity (blue) to 5 times the baseline firing rate (red). Neurons are sorted according to the occurrence of their maximum firing rates. The time progression corresponds to merging the four histograms shown in Figure 2.2. Top row, right column, r-squared values (goodness-of-fit) for non-linear regressions on a two-dimensional Gaussian, using smoothed firing rates at every 10 ms and the positions of the saccade targets. Each row corresponds to the neuron from the same row in the left column. Color scale ranges from 0 (blue) to 1 (red). Bottom row, left column, total number of significantly active or suppressed neurons at all points in time, shown as the percentage of the total number of recorded neurons in the sample. Bottom row, right column, percentage of neurons that are spatially tuned, of the neurons that are responsive at that point in time (spatially tuned and/or significantly active or suppressed). (b) Continuous measures of spatial tuning and firing rate increases and decreases for all recorded neurons in the LIP databases, data from both monkeys combined.
method using the full database of SEF neurons collected in monkey M. The performance of the monkey M SEF database was higher than that of monkey L, mainly on account of a larger sample size, though the results were qualitatively similar. In the summary subsection below we illustrate the decode performance as a function of sample sizes via bootstrapping.

The decode algorithm works by calculating the Euclidean distance between all of the observed firing rates of a given pseudo-simultaneously recorded test trial (in which all neurons are considered as recorded simultaneously – see Methods) in a short time window and comparing these to the average firing rates of all of the neurons calculated without including this test trial. The interval with the shortest Euclidean distance is then declared the decoded temporal interval. Temporal intervals of 75 ms duration were tested for the temporal extent of the trial. This process was repeated for 129 trials, which is three repetitions to each of 43 targets. Figure 2.4a shows the confusion matrix for the temporal decode for this database. High intensity along the diagonal indicates that time intervals were decoded correctly. The decode algorithm frequently decoded the exact temporal interval. Figure 2.4b shows the percentage of exactly correct decodes (dotted line) for all points in time in the trial. The algorithm tended to have peaks of performance around the fixation point on, cue on, fixation point off, and reward events.

Though the algorithm was less able to decode the exact temporal interval at times removed from the four events listed above, it frequently did succeed in decoding a temporal interval that was nearby. Furthermore, between events, the decoded temporal interval tended to be another temporal interval within the same state (e.g., pre-cue). The boxes in the confusion matrix in Figure 2.4a outline the temporal extent of the different
Figure 2.4. Temporal decode performance. Temporal decode results from monkey M, SEF and LIP databases. (a) Confusion matrix for the 40 actual temporal intervals (horizontal axis – each interval is 75 ms) and 40 decoded temporal intervals (vertical axis). Intensity indicates the percentage of trials decoded as each time interval, at each point in time (range 0 to 50%). Span of the different event periods and states are boxed. (b) Temporal decode performance across the trial, calculated as the percentage of trials correctly decoded in the exact same temporal interval (dotted line) or a temporal interval within the same event period or state (solid line). (c) Confusion matrix for the temporal decode by state. Intensity indicates the percentage of trials within each event period or state (horizontal axis) decoded as a temporal interval in each of the nine possible states (vertical axis). Range is 0 – 100%. (d) Confusion matrix for temporal decode, as in (a), for the monkey M, LIP database. (e) Temporal decode performance across the trial using the LIP database, same conventions as in (b). (f) Confusion matrix for the temporal decode by state for LIP database, same conventions as in (c).

states and event period in the trial. Figure 2.4c averages over these periods and shows the confusion matrix of the temporal decode given state by state. Intensity along the diagonal indicates that firing rates for each temporal interval were almost always decoded as the same or another temporal interval within the same state. The performance of the temporal decode within the same state is shown as a solid line in Figure 2.4b. Notice that while the dotted line (exact) dips between events, the solid line (within state) maintains high performance.
The database from area LIP of the same monkey did not perform well when using the same temporal decode algorithm. The confusion matrix for the LIP database is shown in Figure 2.4d. There were substantially fewer LIP neurons recorded, and so the comparison with the SEF database is not fair. We deal with the issue of sample size below, and for similar numbers of cells, the LIP population performs considerably poorer in decoding temporal intervals. The exact and within-state temporal decode performance is shown in Figure 2.4e, and finally the within state confusion matrix is shown in Figure 2.4f.

Despite the inability to decode temporal intervals across the trial, the LIP databases did manage to decode the reward state quite clearly. The SEF decode performance is high for all of the states and is exceptionally high at the reward state. Apparently, the neural signals present around the time of reward are quite distinct from the signals present at other periods in both LIP and SEF.

Decoding the target location

The LIP database achieved a much better performance when attempting to use a spatial decode. Unlike the activity of the example SEF neurons shown in Figure 2.2, LIP neurons tended to be spatially-tuned (see Supplementary Figures 2.S1 and 2.S2) and therefore exhibited increased firing rates for only a small number of the target locations, remaining inactive for the other directions. Because of this dependence of the firing activity on target position, the majority of task-related LIP neurons contributed reliable information to the spatial decode.
Since spatial decode performance in previous literature has included spiking data from the entire memory or saccadic periods (Shenoy, 2003; Musallam et al., 2004), the spatial decode was implemented in which firing rates were calculated from an entire state, such as cue, memory, or saccade states. To compute the performance of the spatial decode with a higher error tolerance, all decoded target positions within a given angular span of the actual target direction were counted as correct.

Summary temporal and spatial decode results

The temporal and spatial decode performance of each area is shown in Figures 2.5, which compare performances using randomly chosen subsets of neurons, so that data from the two areas can be directly compared, even though the original numbers of recorded neurons were unequal. SEF performed better in decoding the current temporal interval, and LIP performed better in decoding the location of the target. The temporal decode results shown in Figure 2.5 show the correct state decode performance for increasing population sizes. The mean of the solid line in Figure 2.4b would be plotted as a single point at the far right side of Figure 2.5a, since the results shown in Figure 2.4 are from the entire SEF dataset of monkey M. As shown in Figure 2.4, SEF achieves better performance for the temporal decode, and since the red line rises earlier and higher than the blue line, it is clear that SEF achieves better performance even when the neuron sample sizes are comparable. The mean values correspond to the performance that one could hope to achieve with a random sampling of neurons in each area, such as would be encountered with an unmovable electrode array.
Figure 2.5. Summary temporal and spatial decode results. (a) Monkey M. Top row, Temporal decode results using different neuron population sizes. Mean temporal decode performance for correct state classifications (vertical axis) using random samplings (without replacement) of different neuron population sizes (horizontal axis) with a 75 msec time window for spike train inputs. Error bars are standard error of the mean for the different samples. Red lines are SEF results. Blue lines are LIP results. Bottom row, saccade period spatial decode performance for position classifications within 45 degrees of the actual target position (vertical axis) using random samplings (without replacement) of different neuron population sizes (horizontal axis). Error bars are standard error of the mean. Red lines are SEF results. Blue lines are LIP results. (b) Monkey L, same conventions as in (a). (c) Data from both monkeys combined, same conventions as in (a).

The results for the spatial decode are shown in Figure 2.5d-f, which shows the mean performance for a given sample size in decoding the target position in the saccadic interval. Area LIP outperforms SEF in the movement (saccadic) period. The relative performance in the cue period was not consistent for the two monkeys, which is attributable to the paucity of LIP neurons with cue period activations in the monkey L
database. LIP and SEF performed equally well for both monkeys in the memory period (not shown) when comparing neuron populations of equal size.

**Discussion**

In this report we have shown that SEF contains neurons that support the representation of sequential states within the context of an oculomotor task. LIP neurons tended to respond spatially and were not found to assist in the sequential state representation, despite previous reports that elapsed time influences LIP activity when it is integral to the eye movement instruction (Leon and Shadlen, 2003; Janssen and Shadlen, 2005). To substantiate these findings, we ran spatial and temporal decodes. SEF, with a variety of temporally tuned cell types, was much better able to provide a readout of the current temporal interval, or state, within the context of the task. LIP, with mainly spatially-tuned activations, was not able to provide an accurate readout of the current state, but outperformed SEF in regards to reading out the intended eye movement location. SEF also contained spatially-tuned neurons, and the target location was decodeable from SEF as well, though not as clearly. Overall, the prevalence of SEF neurons with activity that was not spatially-tuned made it a better predictor of the current behavioral state.

The three general non-spatial cell types identified in SEF support both the accumulator (Macar et al., 1999; Brody et al., 2003; Reutimann et al., 2004) and state-dependent network (Mauk and Buonomano, 2004; Lucchetti et al., 2005) models of the neural representation of behavioral timing. Event detecting neurons could serve to transition the local network of temporal units into a new state, which would be in turn
stably maintained by the activity of state-encoding neurons. Anticipatory neurons could also accumulate inputs from the tonic state encoding neurons, providing high-resolution estimates of the elapsed time since the previous event. These three types of units can therefore work together to provide temporal information on multiple time-scales, suggesting that state-dependent network and accumulator models describe the representation of time within SEF at different levels of temporal resolution.

The non-spatial activations we described may serve other functions as well. Individually, event-detecting neurons, for example responding to the cue presentation, might serve to inhibit a reflexive saccade to the cue stimulus. The variety of circumstances under which event-detecting neurons fired, however, implies no single functional explanation for that type of activity would be sufficient. Note that the example event-detecting neuron in Figure 2.2a responded to visual stimuli onsets or offsets in central or peripheral locations. Anticipatory activity has been described previously in SEF neurons and was considered as a bias for a particular movement (Coe et al., 2002). Such a bias does not seem a reasonable explanation for the pre-cue anticipatory activity reported in our study, since there were 43 potential targets, chosen randomly, and it would be a highly inefficient strategy if the monkey tried to predict the upcoming saccade target. In our study we found examples of anticipatory activity after the cued instruction that was either spatially-tuned or not. In the cases in which anticipatory activations were spatially-tuned, as happened frequently in the memory period, this activity is likely to reflect the preparation for an upcoming movement, perhaps in conjunction with similar neurons in LIP. For the neurons exhibiting pre-saccadic climbing activations that were not spatially-tuned, these could not contribute to the motor preparation for the particular
saccade that would be executed on any given trial. Instead, such neurons may have contributed to the timing of the executed saccade on every trial, and the buildup of activity at this final stage may have contributed to a growing readiness of move the eyes. Similarly, the anticipatory activity in the pre-cue period may have contributed to a readiness to perceive relevant information. State encoding neurons, in addition to representing the current state of the trial, may also serve behavioral purposes such as facilitating fixation in the pre-saccadic intervals via inhibitory connections to omnipause neurons (Shook et al., 1990); withholding reflexive movements (Everling and Munoz, 2000); preparing for any movement in general, termed “preparatory set” (Shima et al., 1996; Everling and Munoz, 2000; Hoshi et al., 2005); integrating task rules for the selection of task-appropriate motor plans (Miller et al., 2005); and stimulus encoding in a manner that is dissociated from the spatial location of the stimuli.

We used a simple model-free nearest-neighbor decode that usually leads to error rates greater than the minimum possible, the Bayesian rate (Duda, 2001). Other decode algorithms that make use of the inherent structure of spatial and temporal receptive fields will likely outperform the results presented here.

The spatial tuning for saccade targets found in abundance in area LIP provides a basis from which to decode eye movement intentions. The same responsiveness, however, to the visual cue and also to distractor stimuli indicates a challenge to the implementation of neuroprosthetic devices in parietal cortex. Also in PRR, the neighboring area that encodes arm movement intentions, a visual transient can be observed when a new stimulus is flashed in the neuron’s response field (Snyder et al., 1997). Though the argument that sensory and attention-related activations in LIP would
confound movement planning signals (Bisley and Goldberg, 2003) is avoided when eye
and arm movements are made in isolation or to different targets (Quian Quiroga et al.,
2006), there still remains the problem that movement signals are only properly decodable
when the decoder interprets data from the appropriate interval of the task sequence, and
further, that in natural circumstances eye and arm movements are frequently made
together. In order to properly decode the movement intentions from parietal neurons, it is
necessary to know if the current representation formed by the firing activity of the
neurons is a transient for a visual stimulus, or indeed represents the upcoming motor
intention. There have been some efforts to get around this problem, including a state
machine decoding design in which the movement encoding state necessarily follows the
visual onset state (Shenoy, 2003), or through the use of spectral analysis of local field
potentials to identify state transitions (Bokil et al., 2006). In controlled experimental
situations, the regularities within the task help in choosing the appropriate interval for
movement intention decoding, though in natural situations there are not fixed duration
planning periods, and so these approaches may not be satisfactory. It may instead be
simpler to look to SEF for state sequence information. While SEF does not provide as
clear of a spatial representation, it does have abundant information regarding the
sequential progression of the task.

With access to SEF and LIP neural activity, one could decode the current state
from SEF and use that information to collect firing activity from LIP spanning an entire
relevant state to achieve the most accurate spatial decode possible. Additionally, SEF
could provide the important signal of when to execute the movement. As the functions of
frontal cortex become more apparent, we can continue to find higher levels of
computation already performed in the brain for dealing with complex natural environments and situations that are not well approximated by experimental paradigms.
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Supplementary Figure 2.S1. Example LIP neurons. Same plotting conventions as in Figure 2.1. (a) Example neuron with spatially tuned firing activity in the cue, memory, and saccade intervals. (b) Example neuron tuned after the completion of the instructed saccade in the post-saccadic, visual feedback, and reward intervals.
Supplementary Figure 2.S2. Activity types exhibited by individual neurons. Prevalence of activity types in the (a) SEF databases, data from both monkeys combined. The labels on the horizontal axis are the four events and five states during which each neuron was tested for spatially-tuned neural activity (red) or non-spatially-tuned activations or suppressions (blue). The states are pretrial, pre-cue, memory, post-saccade, and reward, which span the intervals before and after the four events: fixation point on, cue presentation, fixation point off (go), and visual feedback. Neurons were further tested for anticipatory activations or suppressions (green) at the end of the first four states. Event detection activity as shown in Figure 2.2a is included in the blue bars above the four event labels. Anticipation activity as shown in Figure 2.2b is included in the green bars above the first four state interval labels. State encoding activity as shown in Figure 2.2c is included in the blue portions of the bars above the state interval labels. Both bar graphs are scaled so that the top of the vertical axis corresponds to 40% of the task related neurons in the database. (b) Prevalence of activity types in the LIP databases, data from both monkeys combined.

Event-based representation of time

A group of neurons temporally tuned to different events could in principle indicate which event the monkey is experiencing at any point in time. Several examples of event detection activity are shown in Supplementary Figure 2.S3. The first three example neurons responded to only one event. The first responded to the fixation point on event with an activation, the second to the cue on event with a brief depression, and the third to the target acquisition with an activation. By interpreting the activity of these three neurons, the most recent event can be known by noting which neuron was recently modulated, and a confident estimate of the current state of the monkey can be
extrapolated. For example, on a given trial, if the neuron depicted in green was recently active, but the neuron depicted in cyan had not yet been depressed, then an observer could deduce that the monkey was in the pre-cue state. The remaining examples shown in Supplementary Figure 2.S3 respond to multiple events. These neurons do not themselves definitively tell us which event has just occurred. For example, if the neuron depicted in black is active, we can only

**Supplementary Figure 2.S3.** Variety of event detection activity in SEF. Six example neurons with event detection activity. Same alignment and smoothing conventions as in Figure 2.1, but only the spike train rasters and smoothed firing rates are shown. None of these example neurons exhibited spatial tuning in any interval. Each neuron is depicted with a unique marker and line color. Green, fixation point on activation. Cyan, cue on deactivation. Red, fixation point off activation. Black, visual feedback activation, as well as cue appearance activation, and smaller fixation point on activation. Blue, cue off and target reappear activations. Magenta, fixation point on, cue on, fixation point off, and visual feedback activations.
deduce that either the cue on or the visual feedback event has just occurred. However, if we combine this information with the information from the neuron depicted in cyan, which tells us that the cue on period has just occurred or that it has not, then we can reliably state with very basic logic that either the cue is on (black neuron active, cyan neuron depressed) or the visual feedback is on (black neuron active, cyan neuron at baseline). Combinations of additional neurons can encode the most recent event with increasing precision and coverage of the temporal intervals in the trial.

While it may be satisfactory to know which event happened most recently, it may also be helpful to know how much time has elapsed since the previous event. For this function, neurons with anticipatory activity are very well suited (Brody et al., 2003). For example, a neuron may increase its firing rate by one spike per second over the course of sixty seconds. It might start with a baseline firing rate of 10 Hz, and then 1 second after a triggering event rise to 11 Hz, rise to 12 Hz after 2 seconds, and so on. If the neuron is known to steadily increase in this manner, and later on we measure the firing rate at 34 Hz, we can then infer that 24 seconds have passed since the triggering event. The equation that yields the current time would be: (current firing rate – baseline) / (increase in firing rate per second). The example neurons shown in Supplementary Figure 2.S4 rise in anticipation of certain events, and then reset once those events occur. As shown in that figure, a single neuron can rise before just one event in the trial, or several. In the case that the neuron exhibits anticipatory activity prior to multiple events, knowledge of the current state of the monkey is required to make sense of each anticipatory buildup.

The final piece of the event-based representation of time in SEF is the population of neurons that represent different states. As the monkey moves through the tasks, he
goes from one state to another, first waiting for the fixation point to appear, then fixating that point while awaiting the movement instruction, then continuing to fixate while planning the instructed eye movement, then executing the movement, re-establishing fixation at the target, perceiving the visual feedback, and finally achieving a reward. The example neurons in Supplementary Figure 2.S5 show

**Supplementary Figure 2.S4.** Variety of anticipation activity in SEF. Five example neurons with anticipatory activity for different events. Same plotting conventions as in Supplementary Figure 2.S3. Green, anticipates fixation point on event at the start of the trial. Cyan, anticipates cue on event. Red, anticipates fixation off event. Black, anticipates fixation off and visual feedback events. Blue, anticipates visual feedback event.
a variety of neurons that are tonically active during one or more of these states. None of these responses are spatially-tuned, and like event-detection activity, can be used together to decode the state in which the monkey is currently engaged.

Supplementary Figure 2.S5. Variety of state encoders in SEF. Five example neurons with state encoding activity spanning intervals between different events. Same plotting conventions as in Supplementary Figure 2.S3. Green, encodes pre-trial state, active from the end of the reward (right side) until just after the fixation on event. Cyan, encodes pre-cue and post-saccadic states, active from the fixation point on event until just after the cue on event (same neuron as in Figure 2.1c). Red, encodes memory or planning state, active from the cue off event until the fixation point off event. Blue, encodes post-saccadic event, active from the end of saccade until the visual feedback event. Magenta, encodes multiple states in a step-wise fashion, with increasing tonic activations for memory, post-saccadic, and reward states.
SELECTION OF TARGETS AND DISREGARD OF IRRELEVANT STIMULI
IN MONKEY LIP AND SEF

ABSTRACT
When faced with a task situation involving a target and one or several distractors, the brain areas involved in oculomotor control must selectively represent the target and ignore or suppress the distractors. We recorded single unit activity from cortical areas LIP and SEF in two monkeys performing a variant on the memory-guided saccade task, in which a distractor stimulus (1 of 2 green polygonal objects) was presented prior to the cue stimulus (small white dot), which was briefly flashed. The distractor persisted until 200 ms before the signal for the monkey to saccade to the remembered location of the spatial cue. Neither of the monkeys had previous exposure to any task in which the distractor stimuli (objects) were relevant. We found that most LIP neurons serially encoded the location of the distractor, then the cue, and that many LIP neurons then encoded the distractor position again in the middle of the memory period. The cue response dominated in the late memory period and around the time of the saccade. Thus, LIP responded to both cue and distractor stimuli, but selectively maintained the representation of intended eye movement targets. Most spatially-tuned SEF neurons responded in a still more selective manner, most responding only to the cue and ignoring
the distractor. A smaller group of SEF neurons responded only to the distractor, and were silent during the presentation of the cue. These SEF responses could be thought to label the task relevance of the target and distractor stimuli. Another class of SEF neurons responded at various times in the trial, but without spatial tuning, perhaps marking the passage of time in an event-based manner and suggesting a mechanism for the category specific tuned responses. Taken together, we find that, first, SEF in the frontal cortex labels relevant and irrelevant stimuli, and second, parietal cortex, after encoding the locations of multiple stimuli, selectively maintains the spatial representations required for planning behavior. These are important components of target selection when various stimuli are presented at different times.

**INTRODUCTION**

When faced with an eye movement task situation involving a target and one or several distractors, the brain areas involved in oculomotor control must selectively represent the target of the subsequent eye movement for motor preparation, and ignore or suppress the distractors. Since muscimol inactivation of LIP disrupts the selection of the correct target from an array of distractors (Wardak et al., 2002), and human patients with bilateral parietal lesions have trouble filtering out distractors and selecting appropriate targets (Friedman-Hill et al., 2003), LIP is supposed to be an active participant in the target selection processes, which involves other brain areas as well. Neural activity in the caudate rises in anticipation of a target cue, but not the same stimulus if the task context dictates that it will serve as a distractor (Hikosaka et al., 1989), which may bias
perceptual processing. When the task is not predictable, prefrontal cortex neurons represent the target location amongst distractors in sustained activity around 140 ms after the stimulus presentation, though the initial response is non-selective (Rainer et al., 1998), which is a similar timecourse as observed in FEF (Schall et al., 1995), and IT neurons can discriminate between targets and distractors even more quickly (Chelazzi et al., 1993). Concurrently with enhanced representations of the target locations, PFC neurons also respond to the location of where not to look, which suggests the active disregard of irrelevant information and the suppression of unwanted movements (Hasegawa et al., 2004), and prefrontal neurons do not fully ignore irrelevant and distracting stimulus dimensions when they are relevant in other task contexts (Lauwereyns et al., 2001). Furthermore, ventrolateral PFC neurons appear to be mainly concerned with inhibiting unwanted responses, not facilitating wanted ones (Sakagami et al., 2001).

Studies on the role of LIP in representing irrelevant information have produced conflicting results. LIP neurons were found to automatically encode irrelevant salient stimuli, even in a passive fixation task (Constantinidis and Steinmetz, 2005), though other studies have found that LIP only represents stimulus features that are relevant (Assad, 2003). LIP neurons initially respond almost equally to a distractor stimulus or a target, but exhibit selective instruction-dependent activity in the delay-period (Sereno and Amador, 2006), suggesting that there may be two co-existing modes of representation in LIP, the first responding to all salient sudden onset stimuli, and the second which exhibits movement command specificity (Snyder et al., 1997; Gottlieb et al., 2005). The initial response to a distractor can also be attenuated if it is predictable (Ipata et al., 2006b),
reflecting the effect of top-down influences on the response to sudden-onset stimuli (Jonides and Yantis, 1988).

In the context of learned sequential eye movements, SEF neurons will respond differentially to the same visual array in which the assignment of each stimulus to the category of target or distractor is reversed, which can be used to identify which stimulus is the appropriate target at this stage in the learned sequence (Lu et al., 2002). SEF is also an important contributor in the execution of anti-saccades, which require internally driven eye-movement plans away from the location of the visual stimulus (Schlag-Rey et al., 1997).

The timing of the presentation of a target and a distractor is of critical importance to subsequent processing. FEF initially responds to both targets and distractors when presented simultaneously in a search array (Bichot and Schall, 1999). In contrast, when a pop-out distractor is presented in the receptive field of an LIP neuron at the same time that a target is presented elsewhere, the LIP neuron does not respond (Gottlieb, 2002), revealing that LIP neurons can be highly selective immediately upon the stimulus presentations. When the saccade target and distractor are presented asynchronously, LIP can represent the spatial location of more than one stimulus at the same time (Gottlieb et al., 2005), even when an eye movement plan has been formed (Powell and Goldberg, 2000), though at the time of the saccade LIP always represents the eye movement goal alone (Andersen et al., 1985; Ipata et al., 2006a). These timing effects are in contrast to findings from inferotemporal cortex, where a target and distractor presented synchronously then compete for the same “representational substrate,” but when the two
stimuli are presented in series this competition is abolished, and the second stimulus simply overwrites the first (Desimone and Duncan, 1995).

In this study we characterize the encoding of populations of neurons in LIP and SEF with respect to spatial representations in a target selection paradigm, in which the monkeys performed a memory-guided saccade task with and without an asynchronously presented distractor stimulus. To understand the dynamics of these representations, we then computed the performance of a decoding algorithm on the spatial position of the target or distractor.

**Methods**

Studies were performed with two behaving, male rhesus monkeys (Macaca mulatta). Each was chronically fitted with a stainless steel head post for head immobilization and two recording chambers over small craniotomies for electrode insertions. Experimental procedures were in accordance with the California Institute of Technology Institutional Animal Care and Use Committee.

The same monkeys were used in a previous study (Chapter 2) of the same brain areas, and the methods regarding training, chamber mapping, recording procedure, and data analysis are largely the same. See Chapter 2 for elaborated methodological descriptions. Important points will be repeated here, but only methods not employed in the previous study will be described in detail.
Behavioral tasks

Two eye movement tasks were used, a memory-guided saccade task and a distractor task. In both tasks the monkey was instructed to perform a saccade from a central fixation point to one of 43 targets placed at regular intervals to cover the entire visual field out to 15 deg of visual angle in every direction from central fixation.

In the memory-guided saccade task (Figure 3.1a), monkeys were required to maintain central fixation while a peripheral target was briefly flashed, wait until the central fixation point extinguished, and then saccade to the remembered location. In the distractor task (Figure 3.1b), the monkeys performed a memory-guided saccade task as described above, but a distractor stimulus (green isosceles triangle or semicircle) was presented peripherally while the monkey fixated at the start of the trial. After a fixed interval following the distractor presentation (500 ms), the cue (small white dot) was briefly flashed, and the trial proceeded just as above. The distractor stimulus remained visible while the spatial cue was flashed and remained until 200 ms before the central fixation off event, which was the “go signal.” At the go signal, the monkeys were required to saccade to the remembered location of the cue.

The distractor and cue locations were chosen randomly with replacement from the possible 43 target locations. The orientation of the distractor (+/- 45, +/- 135 degrees) and the identity of the object (triangle or semi-circle) were also chosen randomly at the start of each trial. Distractor task and memory-guided saccade task trials were interleaved, and the distractor trails were performed 8 times more frequently than memory trials to cover the variety of orientation and identity combinations of the distractor. A typical recording
session included 400 - 1000 correct trials depending on the isolation quality as monitored by the experimenter.

Figure 3.1. Time course of oculomotor tasks. The temporal progression of each task is shown in successive panels from top left to bottom right. In the memory-guided saccade task (a), the monkey is required to acquire a central fixation point at the start of the trial. After a variable delay (1000-1300 ms), a cue is briefly flashed (250 ms) at one of 43 targets in the periphery. The possible targets cover the entire visual field out to 15 degrees. Following a hold interval, the fixation point is extinguished, and the monkey is required to saccade to the remembered target location and fixate there. After 250 ms, the target reappears, and then following an additional 250 ms fixation, the animal is rewarded with a drop of juice. In the distractor task (b), the monkey begins the trial by acquiring a central fixation point. After a variable delay (500-800 ms), an object appears at one of the same 43 peripheral locations that are used as possible targets. The cue appears 500 ms later at a randomly chosen peripheral target location, possibly the same as the distractor, and then the trial proceeds as in the memory-saccade task. The distractor remains illuminated until 200 ms before the fixation point is extinguished.
Recording Procedure

Neurons were accessed with between three and six independently-controlled Thomas Recording electrodes (ThomasRecording Gmbh), from one or two head-mounted micromanipulators. With this arrangement, up to 10 neurons could be recorded simultaneously.

Neuron classification analysis

To standardize the spike trains for each trial, spike trains were aligned to four different events that occurred at varying intervals, and these four spike trains were then merged around the time of the shortest interval between each event. The spike trains were merged in the same manner as was detailed in the previous study (Chapter 2), except that the second alignment event was the distractor presentation, and the merged spike trains included the additional 500 ms between the distractor and cue presentations. Using these merged spike trains, firing activity during different states and events were then compared to baseline firing levels to determine if there were significant activations or depressions. All intervals were defined by these same events in both the memory and distractor tasks, though in distractor tasks there was the additional distractor on event (150 ms interval starting 70 ms after the distractor presentation) and pre-distractor state (from fixation point on event until 30 ms after distractor presentation). Also, the pre-cue state started after the distractor on event, instead of the fixation point on event.

Regressions of firing rates using a two-dimensional Gaussian were performed separately on cue or distractor target locations.
Nearest neighbor decode algorithm

For the nearest-neighbor decode (Chapter 2), only 129 trials were used from each dataset and were taken from the distractor trials. A full recorded data set included many more than 129 trials, but many datasets were not recorded to completion because of the difficulty in maintaining acceptable isolation quality for two hours, as required for a full data set. Therefore, the use of only 129 trials ensured that each dataset contributed the same number of trials.

The distractor stimulus was a green isosceles triangle or semi-circle, rotated to one of 4 different orientations. For the purposes of this report, we collapsed the different object types and orientations sampled at each target location and consider each object as presented at the location of the center of its base. The subtle effects of object type and orientation will be presented in a future report.

The 129 trials chosen for the decode analysis were the first three trials for which the cue (or distractor) was presented in each of the 43 target locations. A 150 ms time window was used for the spatial decodes in order to track how the spatial decode performances for the cue versus the distractor varied in time.

Results

The neuronal sample presented in this report consists of 420 neurons recorded from two monkeys during the performance of interleaved memory and distractor task trials (Figure 3.1). There were 203 neurons recorded from SEF and 217 neurons recorded from LIP (see Table 3.1 for further details).
Table 3.1. Cell counts for the neuronal database. Detail of the number of recorded and task related neurons, broken down by monkey and cortical area and combined.

<table>
<thead>
<tr>
<th></th>
<th>Monkey M LIP</th>
<th>Monkey M SEF</th>
<th>Monkey L LIP</th>
<th>Monkey L SEF</th>
<th>Total LIP</th>
<th>Total SEF</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Recorded</td>
<td>119</td>
<td>98</td>
<td>98</td>
<td>105</td>
<td>217</td>
<td>203</td>
<td>420</td>
</tr>
<tr>
<td>Task Related</td>
<td>48</td>
<td>70</td>
<td>48</td>
<td>50</td>
<td>96</td>
<td>120</td>
<td>216</td>
</tr>
</tbody>
</table>

Spatially-tuned responses to a distractor stimulus

The spatial representations differed in qualitatively significant ways between the two areas. Whereas visually-responsive LIP neurons would almost always respond in a spatially specific manner to the cue and the distractor, several SEF neurons would respond to only one or the other. The activity of LIP neurons was correlated with the cue or distractor positions to differing degrees at different times in the trials. To visualize these dynamics, the bottom row of the example neuron panels of Figure 3.2 shows the goodness-of-fit to a two-dimensional Gaussian model of the firing rate on the target (red) or distractor (black) positions. When there is a good fit for only one of the stimuli, only that regression has a high r-squared value. When the r-squared value is high for both models, the neuron is responding to both stimuli in a spatially-tuned manner. The example neurons shown in Figure panels 3.2a and b selectively maintain the cue representation after a short and long “competition,” respectively, meaning that the goodness-of-fit for the distractor position model decays soon or long after the presentation of the cue. The example neuron shown in Figure 3.2a exhibits a brief response to the distractor, but the response to the cue is larger in magnitude and longer lasting. It appears that this neuron also loses the cue tuning briefly when the distractor disappears, but overall this movement plan is maintained throughout the memory and saccadic periods. The example neuron shown in Figure 3.2b responds
Figure 3.2. Responses to a distractor. (a) Example LIP neuron with spatial responses to the distractor and cue that selectively maintains the representation of the target after a short interval. Top row, firing rate intensity plots showing mean firing rate for all correct trials involving each possible distractor position over 200 ms intervals in the distractor on, cue on, early memory, distractor off, saccadic and post-saccadic intervals, from left to right. Second row, firing rate intensity plots showing mean firing rates for all correct trials to each target position. Third row, spike trains for each trial, organized chronologically from top to bottom, aligned on the cue on and fixation point off events. Additional event times are labeled at bottom. Trials depicted with black dots are distractor trials, and red dots are memory trials with no distractor. Fourth row, smoothed spike firing rates in time. Black and red lines refer to distractor and memory trials, respectively. Bottom row, goodness-of-fit (r-squared) values of non-linear regressions of smoothed firing rates on target (red) or distractor (black) position using a two-dimensional Gaussian model. Each point represents a regression using firing rates taken at 10 ms intervals. (b) Example LIP neuron with spatial responses to the distractor and cue, but which selectively maintains the representation of the target after a long non-discriminative interval. (c) Example SEF neuron that only responds to the cue and ignores the distractor stimulus. (d) Example SEF neuron that only responds to the distractor and ignores the cue stimulus.
with similar intensity to the distractor and the cue, and the increased firing activity is sustained in both cases. As can be seen in the intensity plots and also in the progression of r-squared values, the distractor model does not describe the data well after the cue is presented and into the early memory period. This tuning for the distractor, however, then rebounds, and based on the goodness-of-fit values, it appears that the neuron is representing both stimuli locations. After the distractor disappears, the representation of the target again dominates and continues into the post-saccade interval. These two types of neurons strongly affect the dynamics of the spatial decode, as is shown below in Figure 3.5.

Figure panels 3.2c and d show two typical examples of spatially-tuned neurons from SEF. The first example neuron exhibits strong spatial tuning after the presentation of the cue. The salient features of this neuron’s firing pattern are the moderate baseline firing rate that is unchanged by the presentation of the distractor, followed by the large sustained response with a moderately long latency after the cue presentation. The cue response is also spatially-tuned, responding more strongly to cue presentations in the bottom left. The second example SEF neuron responds with a transient increase in activity following the presentation of the distractor, and then ignores the presentation of the cue. This response is also spatially-tuned, preferring distractor presentations up and to the right. These are both examples of neurons that respond to visual stimuli in particular locations, but only when the stimuli are members of a preferred category. In the SEF database there were more neurons responding in a spatially-tuned manner to the cue than to the distractor, as is shown below in Figure 3.3.
The numbers of recorded neurons that were spatially-tuned or activated or suppressed in a non-spatial manner at each point in time are shown graphically in Figure 3.3, panels a and b, and broken down into state and movement period classifications in panels c and d. The initial response to the distractor was markedly different in the LIP.
and SEF populations. As can be seen in the right column of panels a and b, around 60% of the task-related LIP neurons encoded the distractor position, whereas less than 20% of the SEF neurons encoded the distractor position at this point in the trial. In the middle of the memory period, the distinction is more severe, with approximately 40% of the task-related LIP neurons encoding the distractor position, compared to effectively none in SEF. Comparing the middle and right columns of the LIP results, it is clear that the population as a whole tends to encode the distractor position first, followed by the cue position, then encodes the distractor position again, until the cue position encoding again dominates just prior to the eye movement go signal. In panels c and d, the yellow bars echo the finding that LIP neurons tend to encode the distractor position, while SEF neurons tend to ignore the location of this irrelevant stimulus.

Similar to the findings discussed in Chapter 2, we additionally found that the

Figure 3.3. (previous page) Continuous measures of activation, suppression, and spatial tuning. Continuous measures of spatial tuning and firing rate increases and decreases for all recorded neurons in the (a) SEF databases, data from both monkeys combined. Top row, left, normalized firing rates, each row corresponding to one neuron. The color scale ranges from no firing activity (blue) to 5 times the baseline firing rate (red). Neurons are sorted according to the occurrence of their maximum firing rates. The time progression corresponds to merging the four histograms shown in Figure 3.2. Top row, middle, r-squared values (goodness-of-fit) for non-linear regressions of target position (or, right: distractor position) on a two-dimensional Gaussian using smoothed firing rates at every 10 ms and the positions of the saccade targets. Each row corresponds to the neuron from the same row in the left column. Color scale ranges from 0 (blue) to 1 (red). Bottom row, left, total number of significantly active or suppressed neurons at all points in time, shown as the percentage of the total number of recorded neurons in the sample. Bottom row, middle, percentage of neurons that are spatially tuned with respect to the target position (or, right: distractor position) of the neurons that are responsive at that point in time (spatially-tuned and/or significantly active or suppressed). (b) Continuous measures of spatial tuning and firing rate increases and decreases for all recorded neurons in the LIP databases, data from both monkeys combined. (c, d) Activity types exhibited by individual neurons. The labels on the horizontal axis are the five events and six states during which each neuron was tested for spatially-tuned neural activity (red), or non-spatially-tuned activations or suppressions (blue). The states are pretrial, pre-distractor, pre-cue, memory, post-saccade, and reward, which span the intervals before and after the five events: fixation point on, distractor presentation, cue presentation, fixation point off (go), and visual feedback. Neurons were further tested for anticipatory activations or suppressions (green) at the end of the first five states. Both bar graphs are scaled so that the top of the vertical axis corresponds to 40% of the task related neurons in the database. Prevalence of activity types in different event or states in the (c) SEF and (d) LIP databases, data from both monkeys combined.
neurons in LIP were more likely to be spatially-tuned during the trial, compared to active but non-spatial, as was commonly observed for SEF neurons. Furthermore, the LIP neurons were more likely to be active and to carry spatially-tuned information around the time of the instructed saccade.

Temorally tuned responses to a distractor stimulus

Many SEF neurons encoded states or events in a non-spatial but temporally tuned manner (Chapter 2), which may explain the ability of SEF neurons to selectively represent either the cue or distractor stimuli. The three neurons shown in Figure 3.4 encode for successive states of the task. The first is active from the beginning of the trial until the cue extinguishes, though there is

![Figure 3.4. Variety of state encoding neurons in SEF. Same plotting conventions as in Figure 3.2. (a) Example neuron tonically active from the pre-trial interval until the memory period. Cell also exhibits a slight suppression in response to the distractor presentation. (b) Example neuron tonically active in the memory and reward intervals. (c) Example neuron tonically active in the post-saccadic period, with additionally increased activation after the visual feedback event.](image)
a brief and slight suppression when the distractor is presented. The second neuron encodes the memory period, and the third neuron encodes the interval from the saccade until the end of the trial. The prevalence of each of these types of neurons is shown in Figure 3.3.

**Dynamics of cue and distractor representations**

The dynamics of the decode performance are shown in Figure 3.5. When taking a large population (N=200) of LIP neurons, the distractor location is decodeable while it is presented, soon after, and again in the middle portion of the memory period while the distractor is still illuminated and until it extinguishes. The cue location is

![Spatial decode performance for cue and distractor positions](image)

**Figure 3.5. Spatial decode performance for cue and distractor positions.** Mean spatial decode performance (+/- standard error of the mean) for randomly sampled neuron populations of 200 neurons from the phase II SEF (a) and LIP (b) databases. The distractor on, cue on, cue off, and fixation point off (go) events are labeled on the horizontal axis, and with vertical dotted lines. Decodes were computed at 25 ms intervals, and include 150 ms of spiking data prior to the point at which the performance is plotted. The decode of the distractor position is shown in red, and the cue position is shown in blue.
decodeable when it is presented and soon afterwards. It is then obfuscated somewhat during the middle portion of the memory period, and then is strongly decodable again just before and during the instructed saccade.

According to the decode results, a large population (N=200) of SEF neurons largely ignored the location of the distractor, and instead represented the location of the cue in the memory and saccade periods.

**DISCUSSION**

In this report we have shown that SEF neurons frequently encode the position of either the cue or the distractor in a distractor task, but that LIP neurons usually represented both stimuli. The small number of SEF neurons tuned to the location of the distractor led to poor decodeability of the distractor location when it was presented and soon afterwards. During the memory period, in contrast to the results for LIP, the target position remained decodeable and the distractor position was not. It appears that SEF as a whole selectively maintains the representation of the stimuli that are relevant for task completion. SEF therefore might label the significance of a stimulus and help to selectively maintain only those representations that are relevant, holding the representation of the relevant cue in order to bias the target selection process occurring in LIP.

The temporally tuned neurons shown in Figure 3.4 could provide the mechanism whereby other SEF neurons selectively encode the location of the cue or distractor stimuli. For example, the neuron shown in Figure 3.4a, active from the beginning of the trial until the presentation of the cue, could inhibit other neurons during the presentation
of the distractor stimulus, effectively gating the flow of information into a neuron such as
the one shown in Figure 3.2c, which selectively encodes the cue location. Temporally
tuned SEF responses could also serve a dual purpose: to help LIP neurons favor the
relevant cue and suppress the representation of the distractor in the course of the target
selection process.

The long competition examples in LIP indicate that LIP participates in the target
selection process and considers all salient stimuli. On a single trial, the cue and distractor
are only rarely in close proximity and do not therefore compete for the same response
field. The existence of activity tuned for the distractor location during the memory period
indicates that there is a long competition between the representation of the cue and
distractor locations on the population level. The second example LIP neuron (Figure
3.2b) seems to participate in this competition more so than the first (Figure 3.2a). LIP,
therefore, actively maintains representations of multiple stimuli until it eventually
represents the intended movement alone.

Despite the poor cue position decode performance in the memory period for the
entire population of LIP neurons, there were single neurons, such as the one presented in
Figure 3.2a, that did maintain a clear representation of the intended eye movement target
throughout the memory period. Using our decode method, we found that the LIP neurons
that encoded the distractor position obfuscated the cue position information. This result,
however, does not preclude the possibility that a well chosen subset of LIP neurons could
provide an accurate readout of the intended eye movement throughout the memory
period. There are known functional differences between LIP neurons that project to mid-
brain eye movement centers, being more likely to encode the final eye movement goal,
and neurons that project to other cortical areas, being more likely to encode the locations of visual stimuli (Ferraina et al., 2002). While our neuron recording procedure did not identify the cortical layer to which each recorded neuron belonged, this functional distinction may account for the differences observed in the example LIP neurons shown in Figure 3.2. The neurons that engage in a long competition may be the same neurons that project to other cortical areas, while the neurons that immediately represent the intended eye movement target may be the ones that project downstream to the superior colliculus to prepare for a specific eye movement. If so, this could be exploited in order to read-out eye movement intentions from parietal cortex in the presence of distractor stimuli, or alternatively to read-out all suddenly appearing potential eye movement targets, if that is of interest.

The data from LIP and SEF offer insights into the mechanisms of target selection of eye movement targets in the distributed cortical oculomotor network. To accomplish the task utilized in our study, the distractor needs to be ignored and the cue remembered. We found that most LIP neurons responded to both the distractor and cue stimuli in a spatially-tuned manner, while SEF neurons responded to one or the other. The dynamics of the spatial representations in the two areas suggest that LIP is involved in target selection, while SEF selectively maintains a representation of relevant stimuli, perhaps so that it can influence the target selection process occurring in LIP and other areas.
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ABSTRACT

To investigate the spatial tuning of parietal neurons of macaque monkeys in more natural circumstances, we compared their activity in two eye movement tasks. In both tasks the spatial locations of the eye movement targets were the same. The movements, however, were instructed differently. In one case, the monkeys made saccades towards remembered locations of briefly flashed dots of light. In the other case, monkeys targeted vertices of a triangular object that was shown in the periphery. We found that parietal neurons encoded the spatial location of saccade targets in both tasks, but the tuning of individual cells changed substantially between the tasks. The cells often either lost their tuning or changed their preferred direction in different contexts of the task. On the population level it was possible to decode the direction of the upcoming saccade using the tuning within the task itself, but not using the tuning of the cells from the complement task. In addition to spatial tuning, parietal cells also encoded the orientation of the object on the screen and the object-based location of the target. Our results suggest that the tuning of the cells in parietal cortex is task dependent and can change dramatically under different cognitive demands.
INTRODUCTION

Visual information entering the retina is thought to be processed in two functionally distinct and anatomically segregated cortical streams. The ventral stream facilitates perception, or is concerned with identifying ‘what’ is in the visual scene, while the dorsal stream facilitates action planning, or is concerned with ‘where’ and ‘how’ to interact with the environment (Goodale and Milner, 1992). Neurophysiological evidence largely supports this view, though there are studies demonstrating that object identity-related (what) signals are present in the lateral intraparietal area, LIP (Sereno and Maunsell, 1998, Amador and Sereno, 2006) in the dorsal stream. According to the what/where framework, LIP representations would only be concerned with ‘where’ to direct the eyes, and not be influenced by “what” is to be found at that location. The presence of object-feature information in the dorsal stream thus demands modifications to the what/where framework.

A different line of evidence for the presence of object-based representations in the dorsal pathway comes from the study of hemi-field neglect patients. Neglect is a spatial representation disorder following parietal damage, in which patients are unaware of portions of their visual field and do not generate eye movements to inspect the neglected area. Case studies suggest that neglect can affect judgment in multiple reference frames, including an object-based representation. In a well-known case study, a neglect patient was given the task of copying a picture of flowers (Halligan & Marshall, 1993), first presented with a picture of one flower with two stems branching out of a flowerpot. The subject reproduced only the right side of the right branch, neglecting the entire left
branch. In the second experiment only the top half of the picture was presented to the subject and the subject reproduced the right side of both branches. This can be interpreted as a deficit in the ability to reproduce a portion of the image in an object-based reference frame. When information was provided to the patient that would allow the picture to be considered a single object, there was a global deficit to the reproduction, but when the subject was presented with two objects, the deficit occurred on each object individually. Because of this and similar deficits of hemi-field neglect patients, parietal cortex is thought to support object-based representations of space, though the mechanism remains unknown.

The study of eye movements, and in particular the way they are encoded when generated with respect to objects, has been used to investigate the neural mechanism of an object-based representation in LIP (Sereno and Maunsell, 1998) as well as the supplementary eye fields, SEF (Olson and Gettner, 1995). These data suggest at least two possible mechanisms of object-based eye movement control, which should resemble the object-based representations of space, in these areas known to participate in oculomotor behavior. While the Olson and Gettner (1995) study of SEF concluded that information about target position is encoded in an explicit object-based reference frame (Olson and Gettner, 1995), theoretical work has shown that the same results could be generated by neurons encoding eye movements in an eye-centered reference frame, but with a gain modulation by object-centered variables (Deneve and Pouget, 2003). Deneve and Pouget argue that a gain mechanism may appear as a purely object-based encoding if the space of possible eye movements is insufficiently sampled, as in the case of Olson and Gettner (1995). A preliminary report, with a more complete sampling of space, suggests that the
gain-field model can account for some but not all object-centered activity in the SEF (Moorman & Olson, 2003). The gain-modulated alternative is more computationally efficient, since an eye-centered encoding of eye movements can directly code the motor error for moving the eye, while an eye movement encoded in an object-based reference frame would need to take into account the orientation and retinal position of the object and the location of the target on the object in order to generate the proper eye movement vector. Multiple intentional maps in parietal cortex are encoded in an eye-centered reference frame that is gain-modulated by other variables (Andersen and Buneo, 2002). The gain modulation of these cells by eye, head, body, and limb position signals enables the population of parietal neurons to be read out in any of a variety of spatial representations by down-stream motor structures (Andersen et al., 1993).

A new object-based saccade paradigm has been developed in our lab to resolve issues of object-based encoding in area LIP. Since an object-based encoding would be apparent during object rotation, translation, and scaling, in our new paradigm we investigate both rotation and translation. We recorded neural activity while monkeys performed eye movements to instructed sides of a displaced isosceles triangle and compared this activity with that found while the monkeys performed the same eye movements in a standard memory-guided saccade task. In addition, noting that a sufficient sampling of the visual field is essential to appreciate the possible effects of gain modulation in the neural signals (Olson & Gettner, 1995; Deneve & Pouget, 2003), the new paradigm uses a dense mapping of 43 target points spaced at regular intervals out to 17 degrees of visual angle in every direction. The new task is thus designed to investigate possible neural selectivity for the conventionally-appreciated retinal representations as
well as three object-based variables: object orientation, retinotopic location of the object, and object-based target position.

**Methods**

The experiments were conducted with two male macaque monkeys (*Macaca mulatta*), monkey R and monkey S, the same two animals that were used in our previous study (Campos et al. 2005 – Chapter 1). Each was chronically fitted with a stainless steel head post for head immobilization and a recording chamber over a craniotomy for electrode insertions. The stereotaxic coordinates for chamber placement were posterior 6mm lateral 12mm. The chamber on monkey R was over the right hemisphere; in monkey S it was over the left hemisphere. All procedures were approved by the Caltech Institutional Animal Care and Use Committee.

*Behavioral Tasks*

The two behavioral tasks in this study are shown in Figure 4.1. The tasks were identical to the tasks used in our previous study (Campos et al. 2005 – Chapter 1). Monkeys were seated in a dimly lit room, 42 cm from a tangent screen. Stimuli were rear-projected with 800x600 pixels resolution and a refresh rate of 72 Hz using a custom-built software display client utilizing OpenGL API. Task logic was controlled by National Instruments real-time LabView software. Two eye-movement tasks were used: a memory-guided saccade task (MEM-SACC) and an object-based saccade task (OBJ-SACC). In both tasks, the monkey was instructed to perform a saccade from a central...
fixation point to 1 of 43 targets placed at regular intervals to cover the entire visual field out to 17° of visual angle in every direction from central fixation. In the MEM-SACC task (Figure 4.1A), monkeys were required to maintain central fixation while a peripheral target was briefly flashed, and then wait until the central fixation point was extinguished, which was the signal to saccade to the remembered location. After successfully holding fixation at the target location, the target re-appeared to provide visual feedback. The monkey then had to maintain fixation on the visible target for an additional interval of 250 ms before receiving a liquid reward. The screen locations of the 43 targets are shown in Figure 4.1B.

Figure 4.1. Behavioral tasks used in the experiment. A Timeline for the MEM-SACC task. B Saccade targets used in both tasks. Scale on the axes is in degrees of visual angle. C Timeline for the OBJ-SACC task. D Mean reaction times of the two monkeys in each task. Error bars are standard deviations. The differences are significant in all comparisons across monkeys and tasks (two-tailed t-test p<0.05).
The same set of targets was used in the OBJ-SACC task, the timeline of which is shown in Figure 4.1C. This task started with a fixation period identical to the one in the MEM-SACC task. Then, after 500-800 ms of fixation, an isosceles green triangle was displayed foveally behind the fixation point, leaving the fixation point visible. The triangle was displayed always in the same position, with the base aligned horizontally, centered on the fixation point and pointing upwards. After 250 ms, one of the two vertices at the base ends was cued by a 250 ms flash of a white dot. This cue labeled the side of the triangle that was later to become the target of a saccade. The object stayed visible for another 500-800 ms with no cues displayed. Then the object was extinguished, and a memory period of 250-550 ms followed in which the monkey continued to maintain the fixation of the central dot. Then, simultaneously, the central fixation point was extinguished, and the triangle was displayed in a peripheral location. This was the signal to saccade to the previously-cued side of the triangle. After fixating the side of the triangle for additional 250ms, monkeys were rewarded by a drop of liquid. The final positions and orientations of the triangle were selected so that the target vertices always aligned with one of the 43 targets, as shown in Figure 4.1B. This was achieved by placing the triangle on one of the points of the grid and rotating it by plus or minus 45 degrees. Throughout the experiment only these two orientations were used. The size of the triangle was 8 degrees, double the spacing between the points of the grid along the alignment lines. Thus, when the triangle was placed with its base center aligned with one of the grid points and rotated, the two vertices on both symmetrical sides of the object lined up with two targets on the grid. The two tasks were run in blocks, starting with the MEM-SACC
task and followed by the OBJ-SACC task. We collected three repetitions per target and condition, which resulted in 129 MEM-SACC trials and 516 OBJ-SACC trials per cell, although for some cells the data set was not complete. Cells with too few recorded data were excluded from the analysis.

**Recording procedure**

Neurons were accessed on vertical penetrations with glass-coated platinum-iridium electrodes (Fred Haer). The electrodes were advanced with a Fred Haer or Narashige microdrive system through a blunt stainless steel guide tube pressed against the dura. Neurons were generally found 1–7 mm beneath the exterior of the dura. Waveforms were amplified and isolated on-line with a commercial hardware and software package (Plexon). Cell activity was monitored with custom built on-line data visualization software written in Matlab.

**Data Analysis**

To establish the spatial tuning of neurons, we used three models. First we fitted the data, using nonlinear regression, with a two-dimensional Gaussian, given by the equation:

\[
fr(x, y) = a_0 \exp\left(-\frac{(x-x_0)^2 + (y-y_0)^2}{\sigma^2}\right) + a_1. \tag{1}
\]

Here the firing rate \(fr\) of a neuron is regressed against the independent spatial variables \(x,y\), with parameter \(a_0\) signifying the amplitude, \(a_1\) the background firing rate, \(x_0,y_0\) the
coordinates of the center of the receptive field, and $\sigma$ corresponding to the width of the receptive field.

We also calculated tuning of the cells using two circular measures, one being the circular VonMises distribution and the other preferred angle (Bartschelet 1981). For the purpose of these calculations, each target was characterized by its polar angle measured with respect to the line starting at the fixation point and extending horizontally to the right. Thus, the two targets directly to the right of the fixation point had angles of 0 degrees, and the two targets directly to the left had angles of 180 degrees. The VonMises distribution is a unimodal circular distribution equivalent to the normal distribution in linear space. One of the parameters of this model is the mean angle of the distribution. We used non-linear regression to fit the VonMises distribution to the data and extracted the mean angle of the fit and considered it to be the preferred angle of the cell. The other way of calculating the preferred angle was to calculate the angle of the mean vector. The mean vector was calculated as a vectorial sum of weighted unity vectors associated with each target’s angle. The weights of the unity vectors were set as the mean firing rate of the corresponding neuron in a given task and condition. Vectorial sum of the weighted unity vectors yielded the mean vector, and the angle of this vector was the preferred angle of the cell.

In order to decode the spatial information carried by the entire population of neurons, we used the population vector analysis (Georgopoulos et al. 1989). The population vector was calculated as the vector sum of base vectors, one base vector per cell, each vector weighted by the activity of the cell in the given task. Each cell’s base
vector is a unity vector in 2D, pointing in the direction of that cell’s preferred direction.

The population vector is given by the formula:

\[ \mathbf{P} = \sum_i y_i \mathbf{b}_i. \]  

Here \( \mathbf{P} \) is the population vector, \( y_i \) is the weighting factor based on the firing rate of the \( i \)-th cell in the given time interval, and \( \mathbf{b}_i \) is the base vector of the \( i \)-th cell. The base vectors were unity vectors with their angles corresponding to the preferred angle of each cell. The sum in this equation is over all tuned cells. The weighting factor was calculated as \( y_i = \frac{fr_i' - \langle fr_i \rangle}{std(fr_i)} \), where \( fr_i' \) is the mean firing rate in the given interval, \( \langle fr_i \rangle \) is the overall mean firing rate of the neuron in the recording session, and \( std(fr_i) \) is the overall standard deviation of the firing rate. We recalculated the population vectors using several weighting factors, including raw firing rate and firing rate normalized by subtracting the background firing rate. The results of these calculations were very similar to the results reported in the paper.

To assess how well the individual neurons represented the information about the object orientation and object-centered location of the saccade target, we calculated receiver operating characteristics (ROC) for each neuron. This measure was originally developed in signal detection theory to reflect the probability that an ideal observer could accurately report the value of a binary variable under observation, and has been successfully applied to neurophysiology data (Britten et al. 1992). The probability of correct recognition is a single number between 0.5 and 1, 0.5 corresponding to a chance performance and 1 corresponding to the absolute certainty. This probability corresponds to the area below the ROC curve, which is constructed by moving the classification
threshold across the two distributions, counting the number of hits and false alarms, and plotting them against each other in a graph. We calculated the ROC characteristics for discrimination between the left and right side of the triangle and for discrimination of the two object orientations used in the task, i.e., +45 and -45 degrees. For the purpose of tracking the discriminability throughout the trial, we calculated the mean firing rate of the response to each of the two possible values of the variable being discriminated in 100ms time windows. The two sets of responses formed the two distributions that were then used to calculate the ROC curve. We then calculated the area under the curve for each time window and plotted it. This calculation included all neurons that had significantly different mean firing rates (two-tailed t-test p<0.05) in the memory period for the object left/right discrimination and in the 300ms following the go signal in the object orientation discrimination.

**Results**

We recorded a total of 87 cells in area LIP in two monkeys, 40 in monkey R and 47 in monkey S. The most consistent feature in the cells’ responses was a change in the firing characteristics between the two tasks. An example of a recorded cell is shown in Figure 4.2. The activity of the cell in the MEM-SACC task is shown in Figure 4.2A, and the activity of the same cell in the OBJ-SACC task is shown in Figure 4.2B. First we describe the activity in the MEM-SACC task. The two panels on the left in Figure 4.2A show the spike rasters (on top in red) and smoothed mean firing rate (solid black line). The plot shows the temporal profile of the cell’s response that rises in response to the cue.
Figure 4.2. Sample cell recorded from monkey R. Each subfigure contains two panels: spike rosters (left) and spatial distribution of the mean firing rates (right). The spike rosters show spikes from individual trials as red dots, one line of dots per trial (top). Below the spike rosters there is a curve representing smoothed mean firing rate. The right panel shows spatial distribution of mean firing rates. The mean firing rate is taken from 150ms following the GO signal in both tasks. Means are calculated for each target and plotted in the corresponding spatial location. A. Data from the MEM-SACC task. Spike rosters are split into two plots: plot on the left is aligned to the acquisition of the fixation point (0ms). Plot on the right is aligned to the GO signal. B,C,D,E. Data from OBJ-SACC task split into four contexts. Each context is indicated by a triangle icon showing the object orientation and object-centered cue location for the respective context. Spike rosters are aligned to the GO signal.

presentation and maintains an elevated level of activity during the memory and saccadic periods. The right panel shows the spatial distribution of the mean firing rate calculated
in the saccadic interval. One can see that the cell exhibits a spatially-specific saccadic response, with the response field of the cell in the lower left corner of the visual field. The cue and memory responses of this cell (not shown) had similar spatial tuning. This response is quite typical for an LIP cell in this type of task.

The activity of this cell in OBJ-SACC task is shown in the panels in Figure 4.2B. We separated the spike rasters and tuning plots into four panels according to the task context. By task context we mean the unique combination of object-based cue location, i.e., cue left vs. cue right, and final object orientation, i.e., plus or minus 45 deg. Several features of the cell’s response stand out immediately. First, the cell lost its spatial tuning in the saccadic period in one out of four contexts. Although the monkey had to make saccades towards the same set of targets as in the previous task, for the cue right and object orientation +45deg context (Figure 2.2C), the cell does not respond in the same spatially-specific way as it did in the MEM-SACC task. Second, the cell responds differentially to the location of the cue on the object in the memory and saccade periods, with clear preference for the right cue location. Note that the retinal location of the preferred cue position for the initial object position is in the hemifield opposite to the one where the response field of the cell in the MEM-SACC task is located. Finally, the cell also shows modulation of its activity with the final orientation of the object, preferring the -45 degree orientation. These features were present to various degrees in the population of the recorded cells in the two tasks, and in the following paragraphs we will provide a quantitative analysis of each of these phenomena respectively.

The most striking change in the response properties of the cells between the two tasks was the change of the spatial tuning. For the example cell in Figure 4.2, the spatial
tuning is lost in one out of four contexts in the OBJ-SACC task. This was not an unusual phenomenon in the population of recorded cells. To characterize the tuning properties of the cells quantitatively, we used multiple models (see Methods). Since all of them yielded similar results, we will report on the results of only one of the models, i.e., tuning of the cell will be characterized by the preferred angle calculated as the angle of the mean vector. We chose this measure because it allowed us to capture even a very weak spatial preference in the cells’ activity, and thus we were sure that we were not excluding any cells that carried spatial information.

To assess the changes in tuning we first calculated the difference between preferred angles in the MEM-SACC task and OBJ-SACC task for the cells tuned in both. Figure 4.3 shows circular histograms of the angle differences of those cells. For the OBJ-SACC task we chose the preferred angle calculated in the 300ms interval aligned at the “go” signal, which is the same interval that was used to plot the spatial distribution of the mean firing rates in Figure 4.2. We subtracted this angle from the preferred angle calculated in two periods in the MEM-SACC task: cue period (Figure 4.3A) and saccadic period (Figure 4.3B). If the cells were similarly tuned in the two tasks, the histograms should be grouped around zero. This is obviously not the case. For comparison, in Figure 4.3C we show a histogram of the angle differences between the preferred angles in the cue and saccadic interval in the MEM-SACC task for the cells tuned in both intervals. Here one can clearly see how the cells maintain the spatial tuning. For Figures 4.3A and B the angle differences were calculated for both monkeys and with all OBJ-SACC context data pooled together. As Figure 4.2 shows, there are cells that maintained tuning in some of the contexts, while losing it in others. Thus we calculated the same kind of
Figure 4.3. Cells’ spatial tuning compared across the two tasks. Plotted are the circular histograms of the differences between preferred angles in the MEM-SACC task and OBJ-SACC task. A. Differences between CUE interval tuning in MEM-SACC and GO interval tuning in OBJ-SACC. B. Differences between GO interval tuning in MEM-SACC and GO interval tuning in OBJ-SACC. C. For reference: differences between CUE and GO interval tuning in the MEM-SACC task.

histograms for data separated by contexts as well as split by the two animals. The results were the same as in Figures 4.3A and B, i.e., for neither animal and in no context did we find good correspondence between directional preferences in the two tasks.

This analysis shows that the spatial tuning of the cells changes between the two tasks on a cell-by-cell basis. To assess the degree of this change in the entire population of LIP cells, we calculated population vectors to decode the direction of saccades (see Methods). The population vector is a quantity that uses the firing rates of a directionally-tuned pool of neurons to predict the direction of the upcoming saccade. To establish the benchmark for the accuracy of the decode, we first decoded the upcoming saccade in the MEM-SACC task using a leave-one-out method. Figures 4.4 A and B show the distribution of decoding errors in this task for the two monkeys separately. In both cases the errors were clustered around zero (V test p<0.001), signifying good performance of the decoding algorithm. We then used the basis vectors calculated in the MEM-SACC task to decode saccade direction in the OBJ-SACC task. The decode errors are plotted in Figures 4.4 C and D. Here the errors are distributed uniformly around the circle (Rayleigh test p>0.05), suggesting poor decoding performance. This result confirmed that even at
Figure 4.4. Population vector decode of the direction of saccades. Plotted are circular histograms of the decoding errors, i.e., the differences between the predicted and actual direction of a saccade. The results are split into two animals, monkey R results are in the top row (A,C,E). Monkey S results are in the bottom row (B,D,F). A,B. Decoding errors in the MEM-SACC task using basis vectors from the same task. C,D. Decoding errors in the OBJ-SACC task using basis vectors from the MEM-SACC task. E,F. Decoding errors in the OBJ-SACC task using basis vectors from the same task.

At the population level there is little correspondence between the tuning of the cells in the two tasks. We noticed, however, that the cells did not lose the spatial tuning in the OBJ-SACC task completely. To establish how much spatial information there is in this task, in the LIP population we again decoded the direction of upcoming saccade, but this time we calculated the basis vectors using a leave-one-out algorithm within the OBJ-SACC task itself. In other words, to decode the saccade direction we used the tuning calculated from the rest of the trials in this task. The results are shown in Figure 4.4 E and F, and one can see a clear improvement in the decode performance as the errors are clustered around zero (V test p<0.001). This suggests that LIP cells in both tasks encode the direction of the upcoming saccade, albeit using a different spatial coding.
Besides the spatial information about the planned saccade, the population of LIP cells also represented the information about the object-centered location of the cue. We first used a two-tailed t-test on the mean firing rates in the cue and memory intervals in the OBJ-SACC task to determine how many cells discriminated the object-based cue location. We found that 24 (63%) cells in monkey R and 8 (18%) cells in monkey S had significantly different activity (p<0.05) for cue left vs. cue right locations. We then used ROC analysis (see Methods) to track the discrimination during the course of a trial in those cells. Figure 4.5 shows the values of the area under the ROC curve in 100

Figure 4.5. ROC analysis of object-centered location of the cue discriminability (cue left vs. cue right). For each cell, plotted are areas under ROC curves calculated in 100ms time windows moving in 50ms increments. Left part of both plots shows the data aligned on the CUE on event. Right part shows the data aligned on the GO signal. Included are cells that showed significant differences in the mean firing rates between cue left/right in the memory period of the OBJ-SACC task (two-tailed t-test p<0.05). A. Monkey R. B. Monkey S
millisecond time bins aligned on the onset of the cue. We also analyzed whether the cells kept or switched the preference for the location of the cue on the object during the trial. We found that 91% of the cells maintained the same object side preference.

Since the directional preferences of the neurons in our sample were found to change from one task to the other, we were interested in how the retinotopic tuning of the cells in the MEM-SACC task was related to the preference for the object-based location of the cue. We counted the number of cells that preferred the object-based cue location congruent with hemispheric tuning in the MEM-SACC, i.e., cells with the receptive field in left hemifield preferring the left side of the object and vice versa. For the cue period tuning this was the case for 50% of the cells, and for the saccadic period tuning this was true for 68% of the cells. This means that the preferred location of the cue on the object is only loosely related to the retinotopic tuning in the saccade period of the MEM-SACC task and appears to be unrelated to the visual tuning in that task.

In the saccade interval, the monkey had to take into account the previous cued side of the object, the retiontropic location of the object, and finally its orientation to compute the correct saccade vector. We analyzed the responses of the cells with respect to the orientation of the object at the target position on the screen. Our first analysis was focused on the difference in the mean firing rates corresponding to the two orientations after the object re-appearance. We ran a two-tailed t-test on the mean firing rate in the 500ms aligned on the “go” signal, which also coincided with the re-appearance of the object in one of the peripheral locations. We found that the total of 24 cells had significantly different mean firing rates associated with the two object orientations (p<0.05). We also analyzed the temporal profile of the object orientation discrimination
Figure 4.6. Object orientation discrimination. Mean ROC area calculated in 100ms time windows moving by 50ms, aligned on the GO signal. Mean was calculated across all cells with ROC area greater than 0.5. Top row (A,B,C) is data from monkey R. Bottom row (D,E,F) is data from monkey S. A,D Object orientation mean ROC values in all trials. B,E Object orientation ROC values in trials with cue left C,F same with cue right.

using the ROC analysis in sliding time windows. We found that overall the object orientation is represented only weakly, as already suggested by the low number of significant cells in the t-test. The mean ROC area in the 100ms time windows for all recorded cells for the two monkeys, respectively, is plotted in Figures 4.6A and D. We
noticed, however, that splitting data into two groups according to the object-centered location of the cue actually improves the object orientation discrimination. This happens despite the fact that the number of data points in the two groups is reduced by half, and thus the statistical power of the ROC analysis is weaker. Figures 4.6B, C, E, and F show the mean ROC areas for object orientation discrimination when the data was split to “cue left” and “cue right” groups and analyzed for the two monkeys separately. For three out of four cases the median ROC in the separated groups was higher than in the pooled groups (Wilcoxon ranksum test p<0.05). The only group where this test failed was Figure 4.6E, where the p value was 0.07.

**Discussion**

Eye movements are readily directed to suddenly appearing points of light, such as a lightbulb turning on in a dark room. This is the situation approximated in many oculomotor neurophysiology experiments of LIP or lower-level structures, in which monkeys are instructed to saccade to small spots of light displayed in a dark setting (but see Campos, Cherian, and Segraves, 2006). In such cases, LIP neurons have well-characterized response fields that represent the onset of visual stimuli and intended eye movement plans in a spatially-tuned manner. In more natural circumstances, the oculomotor system is also capable of planning eye movements to portions of larger integrated objects, such as the handle of a coffee cup, and neurological evidence supports the notion that LIP activity serves this allocentric eye-movement encoding scheme as well.
In this study we compared the neural firing activity in the LIP of monkeys performing two tasks in which the same eye movements were instructed in different ways. In the first task, a spot cue was presented at the target location for a subsequent instructed eye movement. In the second task, a cue was presented on a polygonal object, and the appropriate eye movement could only be computed after the object rotated and translated to a new location. Our data give insight into how eye movements are encoded in LIP when they are directed to portions of objects instead of small spots of light. Our main finding was a context-dependence of the neural representation, depending on which task the monkey was performing and depending as well on the combinations of instructions within the tasks. Additionally, we found that object variables were represented in the second task in a way that was not predictable from the responses in the first.

In a review of eye movements in natural environments, Hayhoe and Ballard (2005) concluded that the task at hand has a pervasive role on when and where to fixate. Based on their own psychophysical research, they show that the eyes do not land on the objects that are most visually salient, but rather on those that are the best for the demands of the current task. In search for neural correlates for this context specificity, Hayhoe and Ballard quote the results of Gilbert et al (2001) and Roelfsema et al (2000), showing that even primary visual cortex exhibits task specific neuronal tuning. We submit that our results go further in supporting their psychophysical observations. Since parietal cortex plays a central role in spatial transformations underlying visuomotor behavior, context-specific tuning here, more so than in other peripheral areas, may facilitate flexible cognitive strategies. As we have shown in our experiment, the same movement can be
represented by different neural activity. A corollary to this finding is that the same visual stimulus may evoke context-specific representations, thus leading to task specific visual routines.

*Context-dependence of spatial map “basis vectors”*

We found that the population of LIP neurons continued to carry decodable retinotopic eye movement planning information in both tasks, but that the preferred spatial direction of the individual neurons often changed between the tasks. Specifically, the spatial preferences defined for individual neurons in the memory-guided saccade task frequently did not correspond to the spatial preferences exhibited by the same neurons in the object-based task. Furthermore, within the object-based task, many neurons would change or lose their directional preferences depending on the specific instruction. There was thus an effect of context on two levels. At the level of which task the monkey was performing, the spatial preferences were found to remap, requiring a new set of basis vectors for the decoding of movement intentions. At the level of which specific configuration of instructions was presented to the monkey in the object-based task, the spatial preferences of the neurons could change direction or be lost altogether. These within-task context changes may be partly attributable to the LIP neurons representing direction information, as well as information about the object-based instructions, at the same time.

Our findings are in line with results from other labs that had discovered modulations in the neuronal tuning as the context of task changes. Rokni and colleagues (Rokni et al. 2003) recorded from the neurons in the primary motor area during
unimanual and bimanual reaches. They first confirmed previous results by establishing that many neurons are tuned for both contralateral and ipsilateral unimanual reaches and that the tuning in those two tasks was similar. In bimanual reaches, however, the tuning of the cells was randomly shifted so that the correlation with the preferred direction that was observed in the unimanual task was lost. Fogassi and colleagues (Fogassi et al. 2005) studied the neurons in Inferior Parietal Lobule when monkeys performed motor acts embedded in different actions. They discovered that if a simple motor act (e.g., grasping a peanut) was embedded in an action comprised of a sequence of such acts (e.g., grasping and eating as opposed to grasping and placing an object into a container), a large majority of the neurons were influenced by the subsequent act. In both of these experiments the context of the task changed the tuning of the neurons that was observed previously. We note that it is a common practice in electrophysiology to establish a “reference” neuronal tuning using an accepted default task and then proceed to test the cells using more complicated tasks. Our results, as well as the results mentioned previously, suggest that there is a limit on the utility of this approach. Particularly, there is no reason to believe that the simplistic tasks used as the reference have any bearing on the behavior of the cells in more complex tasks.

Object-based encoding of eye movement

The eye movement planning circuitry requires three pieces of information to compute the appropriate eye movement in the object-based saccade task: the object’s retinotopic position, the object’s orientation, and the side of the object that was previously cued. The retinotopic position of the center of mass of the object almost
corresponds to the final target position, however the actual target is 4 degrees away, in a direction determined by the instructed cue side and the object’s final orientation. These three important object-based variables were all represented in the population of LIP neurons, indicating that LIP itself contains all of the relevant information for deciding on an eye movement target. Though these variables were observable at the population level, we were surprised to find that for individual neurons the preferences for these object variables were not predictable from the spatial preferences observed in the memory-guided saccade task, as described below.

**Representation of object-based instructional cue in visual and memory intervals**

The preferences exhibited for the side of the object-based cue was quite strong, became apparent in the visual period of the object task, and continued through the memory period. Surprisingly, this laterality preference had little overlap with the directional preferences when encoding dot stimuli appearing in the periphery in the memory task. The amount of overlap varied according to whether the neuron exhibited primarily visual or saccadic activity in the memory-saccade task. The preferred location of the cue on the object was only loosely related to the preferred direction of the neurons exhibited in the memory task around the time of eye movements, and appeared unrelated (corresponded at chance level) to the visual response fields exhibited around the time of the spatial cue in that task.
Non-separable combination of object-based information in the saccade interval

Since the monkeys were instructed to make an eye-movement as soon as the object was displaced, we expected to see the visual responses related to the object’s retinotopic position as well as the object side and orientation-specific responses necessary for computing the appropriate saccade, all in the same saccadic interval. During the saccade interval, we found that orientation tuning was present to a lesser extent compared to the object side preference and was combined with the encoding of the cue side, since our ability to decode the orientation of the object increased with prior knowledge of the side of the object that was cued. In our first example cell figure, Figure 4.2, it is clear that the neuron prefers the -45 degree orientation, but only when comparing the firing activity separately for the cue right versus cue left conditions. When the cue is presented on the left (Figure 4.2B,D), the activity for the -45 degree orientation is higher, and the same is true when the cue is presented on the right (Figure 4.2C,D). However, the activity in 2C (right side, +45 degree) is actually higher than the activity in 2A (left side, -45 degree), since both the side of the object and the orientation of the object are represented simultaneously, and in this neuron the side of the object contributes more to the firing activity than does the orientation. In order to properly decode the orientation of the object from the firing activity of this neuron, it is first important to know the task sub-context, meaning which side of the object was previously cued.

Limitations of the decode algorithm

We found that knowing part of the context (side of object-based cue) improves the decode of other information (orientation of object). We also found that in certain task
contexts the directional preferences of the neurons was lost. It may be a surprise, then, that we collapsed across all task contexts in our saccade direction decode shown in Figure 4.4, leaving context-dependent changes in the spatial tuning patterns to interfere with our directional decode. We attempted to improve the decode by running it separately in the different contexts, only including the data from a given configuration, hoping to eliminate the context-dependent interference. However, in this restricted case we found similar decode results. This may be due to a tradeoff between a more accurate decoding model by taking context into account and the amount of data we could use by collapsing across the different contexts. We leave for future research more sophisticated decode methods that recognize the contexts in which an individual neuron contributes to or interferes with the accuracy of the decode, and then makes use of all of the helpful data, while ignoring all of the data that is presumably encoding other variables.

Possible neural mechanisms of read out

How would downstream neurons accurately read-out context-dependent spatial tuning? Noting that the non-spatial firing activity shown in Figure 4.2C is not substantially higher than it is in the other contexts in which spatial information is present, how does the downstream neuron know that the neural activity in this context does not contain any spatial information and thus should be selectively excluded from the read-out of spatial direction? We can imagine three possibilities. First, there may be a combination of rule- or task-related activity in frontal cortical areas, which combine with the readout of LIP neurons in their projection to FEF or SC, to amplify or suppress the different signals appropriately. Second, the pattern of connections between the axons of LIP and
the dendrites of the downstream areas may themselves manage to segregate the movement command from the object-information processing. And finally, third, it may be possible that the output neurons do indeed have a stable response field mapping, and that the changes in the mapping we observed are only present in neurons engaged in local processing, which do not project outside of LIP.

Implications for Neural Prosthetics

The spatial remapping between tasks and task sub-contexts observed in this study poses a challenge to neuroprosthetic devices that hope to decode movement plans in a variety of situations. This context-dependent result may be found to generalize, such that other contexts have an attendant remapping of the spatial representation of eye movements. As shown here, the basis vectors calculated in one task will not be valid for use in the other task. New basis vectors will need to be computed for each new context, and the decode algorithms for neuroprosthetic applications will be required to take contextual information into account when attempting to decode movement intentions from parietal cortex.
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The studies presented here increase our understanding, first, of the ways that different cortical areas involved in eye movement behavior specialize and complement each other, and second, the ways that eye movement signals interface with signals from other functional circuits of the brain. In Chapter 2 we demonstrated a role of SEF in representing sequential states of an instructed task, which is not similarly exhibited by LIP in the simple task context we used, and in Chapter 3 we described complementary roles of LIP and SEF in the process of target selection. Extending the understanding of the relationships between different functional circuits brought together in eye movement behavior, Chapter 1 detailed the coexistence of reward processing and motor representations in supplementary motor cortex, and Chapter 4 characterized the effects of task context on spatial representations in LIP, which is dependent on object recognition. Together these results contribute to our understanding of the mechanisms by which a functioning brain integrates information from a variety of sources to successfully accomplish tasks and achieve rewards.