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I'VE GOT TO WRITE A REPORT FOR SCHOOL.

WHAT'S YOUR TOPIC?

BATS. CAN YOU IMAGINE ANYTHING MORE STUPID?

HECK. I DON'T KNOW ANYTHING ABOUT BATS!

HOW AM I SUPPOSED TO WRITE A REPORT ON A SUBJECT I KNOW NOTHING ABOUT? IT'S IMPOSSIBLE!

I SUPPOSE RESEARCH IS OUT OF THE QUESTION.

OH, LIKE I'M GOING TO LEARN ABOUT BATS AND THEN WRITE A REPORT? GIVE ME A BREAK!

WHAT AM I GOING TO DO ABOUT THIS REPORT ON BATS? YOU'VE GOT TO HELP ME, HOBES!

OK... UM, FIRST LET'S MAKE A LIST OF WHAT WE KNOW.

YEAH! THAT'S A GOOD WAY TO START!

GREAT!

NUMBER ONE: WHAT ARE BATS?

THEY'RE BUGS, AREN'T THEY? YEAH, PUT THAT DOWN.

#1 BATS = BUGS

ARE YOU SURE?

THEY FLY, RIGHT?

THEY'RE UGLY AND HAIRY, RIGHT? C'MON, THIS IS TAKING ALL DAY!

I THINK WE'VE GOT ENOUGH INFORMATION NOW, DON'T YOU?

ALL WE HAVE IS ONE FACT YOU MADE UP.

THAT'S PLENTY. BY THE TIME WE ADD AN INTRODUCTION, A FEW ILLUSTRATIONS, AND A CONCLUSION, IT WILL LOOK LIKE A GRADUATE THESIS.
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Abstract

The focus of the present thesis is on theoretical analysis to understand the experimental results from three quite different systems - enzymes, RNA hairpins and nitrous oxide ($N_2O$). Some experiments on single enzymes showed very unusual data: in separate experiments the fluctuations in catalysis rate ($\delta k(t)$) and fluorescence lifetime ($\delta \gamma^{-1}(t)$) of chromophore in single enzymes showed long-lasting autocorrelations, represented by a stretched exponential and power-law, respectively. With the aim of interpreting the origin of these fluctuations, we proposed a formulation based on fluctuations in electrostatic interaction energy ($\delta E(t)$) at the active site in the enzyme leading to the fluctuations in the various observables. We developed relations between the autocorrelation functions of $\delta E(t)$, $\delta k(t)$, spectral diffusion ($\delta \omega_0(t)$) and the radiative component of fluorescence lifetime ($\gamma_r^{-1}(t)$). It was pointed out that the relation between $\delta k$ and $\delta \omega_0(t)$, seen experimentally and modeled theoretically by using the relation noted above, is a dynamic analog of the solvatochromism concept used in the catalysis of organic reactions by solvent. The estimation of fluctuations in electrostatic interactions on the milliseconds to seconds time scale by computational methods is not possible, which are typically limited to tens of nanoseconds. To calculate the autocorrelation of electrostatic interactions and to compare them with experiments, we used the frequency dependent dielectric response of proteins and related it to the autocorrelation of $\delta E(t)$. Based on this formulation, we find a good agreement between the single molecule data on the enzyme candida antarctica lipase B and the calculation using dielectric response data on the enzyme. In single molecule data from other enzymes for which $\epsilon(\omega)$ is not yet available, we have predictions based on a commonly observed functional form of $\epsilon(\omega)$ for
other proteins.

Single molecule experiments on RNA hairpins were used to test a nonequilibrium statistical physics result - Crooks’ theorem. Crooks’ theorem is about an exact equality relating the probability distributions of work done ($W$) on a system by varying an external parameter in the forward and reverse directions in a predetermined way. Usually in the single molecule experiments this predetermined variation is a constant rate ($\mu$) of increase or decrease of the external force for all runs of the experiment. Our study focuses on the relevance of the RNA hairpin unfolding experiments to the theorem. The unfolding of the molecule leads to a drop in the externally controlled force on the molecule, a condition which is not suited to the existing derivations of Crooks’ theorem. An alternative interpretation of the experimental unfolding and refolding data using a phenomenological force-dependent distortion of activation barriers is provided to gain insight into the data on the probability distribution of work done during unfolding, refolding corresponding to different rates of change of force. This interpretation shows that the crossing of the unfolding and refolding work distributions which happens at the same value of $W$ for all $\mu$ is a necessary but not sufficient condition to verify the theorem.

The experimental data on UV photodissociation of the greenhouse gas $N_2O$ and the associated isotope effects are important from the perspective of atmospheric interest. The calculations in the literature to model the photodissociation observations are of two kinds - some are computationally intensive quantum mechanical methods using wave packet propagation and the others are based on empirical calculations. The two different calculations we present, based on two different variants of the ‘multidimensional reflection principle’ maintain the simplicity of computation, while using the available $ab$ initio data on the molecule for the potential energy surfaces and the transition dipole moments. In one of the calculations, the absorption cross section was broadened empirically to get agreement with the absorption data and the results were then used to make calculations of isotopologue fractionation. This broadening was also needed in a wave packet propagation calculation.
In a later calculation, without introducing the broadening factor, the results were compared only on one side of the absorption cross section, where the isotopic fractionation measurements are available. Using these two methods, the fractionation of heavier isotopologues of N$_2$O with respect to the most abundant isotopologue $^{14}$N$^{14}$N$^{16}$O were calculated and compared with the experiments. A simple relation between the fractionations of $^{14}$N$^{14}$N$^{17}$O and $^{14}$N$^{14}$N$^{18}$O was observed in the results from our calculations. A perturbation theoretical result was used to derive this relationship, which is independent of the detailed calculations required for each of the isotopologues individually.
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Chapter 1

Introduction

Several new pioneering chemical physics experiments were performed in the recent past and in the following paragraphs we discuss some of these which were directly an object of our theoretical study in the present thesis and also the various challenges these problems posed for theoretical modeling. A more specific introduction to each of the problems is given in the chapters which are written in a self-contained way.

Besides the new found interest in the systems mentioned below, some of these new experiments were possible with technological advances, the single enzyme experiments because of the novel methods of immobilizing and imaging single molecules; the single molecule force induced experiments because of the advances in single molecule manipulation using laser traps, and the isotopologue effects in nitrous oxide because of the ultrasensitive experimentation to probe isotope effects.

Part I - Fluctuations in single enzymes

Single molecule experiments have shown several new phenomena that are usually averaged and not observed in ensemble experiments. A few of these single molecule experiments include regular, non-stochastic oscillations of GFP between anionic and neutral chromophore states near denaturation compared to the usual stochastic behavior (1) and power-law dependence of the on and off periods compared to the usual exponential distribution in the
blinking behavior of single quantum dots (2). Among these single molecule experiments are the observations on single enzymes showing fluctuations in catalysis rate (3), spectral diffusion (4) and fluorescence lifetime fluctuate (5). Using novel experimental techniques it was demonstrated that these fluctuations in the enzymes show unusual autocorrelations represented by stretched exponential and power law for different observables.

The theoretical challenges these data posed were: 1. the observation of fluctuation behavior in single enzymes was unprecedented, so the limited experimental data available needed a first order model for interpretation 2. there was a constraint on the models, imposed by the experimental observation that the autocorrelation functions of catalysis rate $k$ and the spectral frequency of fluorescence emission $\omega_0$ show a similar decay in time and 3. the observed behavior was modeled in terms of fluctuations in the local electrostatic interactions constrained as in #2 above. The experimental time scale of milliseconds to seconds is not within the range of current real time computational capabilities which are limited to tens of nanoseconds. It was thus difficult to form an intuition on these processes by performing molecular dynamics simulations. So, the theoretical framework developed should allow a comparison with the experiments, without being restricted by the limitation imposed by computations.

These questions on fluctuations of the observables in single enzymes are explored in Part I of the thesis.

In Chapter 2 we build a common framework of fluctuations in electrostatic interactions to describe three different experimental observations - catalysis rate fluctuations, spectral diffusion and fluorescence lifetime fluctuations, deriving a relation between the autocorrelation functions of these observables (6).

In Chapter 3 we explore one possible method of calculating local fluctuations in electrostatic interaction energy using experimentally measurable frequency dependent dielectric
properties of the proteins. The calculations are compared with the stretched exponential
and power law behavior of the autocorrelation of experimental observables, catalysis rate
fluctuations and fluorescence lifetime fluctuations, respectively (7). Several experiments are
proposed based on this model for interpreting the data.

Part II - Nonequilibrium fluctuations in single molecules

Single molecule manipulation using laser traps has become possible recently and these
techniques have been used to study the stochastic trajectories in single RNA hairpins (8)
and colloidal particles (9). Because of the ability to track these individual trajectories and
the fluctuations, these experiments were used to test a theorem in nonequilibrium statistical
physics - Crooks’ theorem (10). Crooks’ theorem focuses on the nonequilibrium fluctuations
in a system, which lead to the deviations from the mean work done on (or by) the system.
These deviations lead to a probability distribution of work done on (or by) the system which
can be obtained by performing several experimental runs on the system. Crooks’ theorem
provides an exact equality for relating the probability of work done in the forward and
reverse directions, that can be obtained by varying a parameter of the system externally in
forward and reverse directions. The challenge single molecule experiments on RNA hairpins
for Crooks’ theorem pose is in understanding the subtleties in the experimental conditions
and those in the derivation of the theorem. The theorem is derived for the condition that
a parameter of the system (for the RNA hairpin case it is either externally applied force or
the length) can be varied for different runs of the experiment in a predetermined way, where
as in the unfolding experiments this condition is violated when the applied force drops upon
unfolding.

The origin and consequences of this discrepancy between Crooks’ theorem and the experi-
mental conditions are studied in Part II of the thesis.

In Chapter 4 the derivation is examined for an activated process, as in the unfolding
experiments. The subtleties in the proof are noted, one of which leads to an expression for
the free-energy difference $\Delta G$ obtained from the theorem and the other of which points out
where the condition of jump in external parameter will appear in the proof. In the presence
of a jump the existing derivations for the nonequilibrium case are not valid. However, it is
shown that the final equality of the theorem is recovered under quasiequilibrium conditions
(11).

In Chapter 5 an alternative interpretation of the data on the probability distribution of
the work done during unfolding and refolding is given in terms of the distortion of the
free-energy surface under applied force. A few insights gained into the experiments using
this interpretation are outlined in this chapter (12).

**Part III - UV photodissociation of N$_2$O**

Several experiments on photodissociation necessitate theoretical models to predict isotopo-
logue fractionation (13), the effect of isotopic substitutions in the molecules undergoing
photodissociation. The theoretical challenges posed by this problem need: 1. a theory
which can model the process accurately to account even for the fine differences in the iso-
topic substitutions into consideration 2. preferably the computations are not intensive and
3. simplification of existing calculations to capture the essence of it transparently, especially
when the exact quantitative details of each of the isotopologues can be neglected and only
the ratio of the two isotopic effects is important.

These questions on isotope effects in photodissociation are addressed in Part III of the
thesis.

In Chapters 6 and 7 we present two different methods of calculating the absorption cross
section (14; 15) with a computationally inexpensive method using two variants of the mul-
tidimensional reflection principle, and using the potential energy surfaces (PES) and tran-
sition dipole moments from *ab initio* calculations. Theoretical calculations of UV photodis-
sociation of N₂O involving wavepacket dynamics exist in the literature, and the calculations
presented in this thesis are computationally easier compared to these wavepacket calcula-
tions. Our calculations were used to capture the isotopic dependence of absorption cross
sections, and the isotopic enrichments calculated using these absorption cross sections are
compared with those observed in the stratosphere and in the laboratory experiments (13).

In Chapter 8 emphasizes a particular result from Chapters 6 and 7, which is that the ratio
of the fractionations of isotopologues $^{14}$N$^{14}$N$^{17}$O and $^{14}$N$^{14}$N$^{18}$O follow a simple relationship,
even though the calculation of each of these independently involves the detailed information
on potential energy surfaces and transition dipole moments. This relationship is derived
using a perturbation theoretical expansion (16).
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Part I

Fluctuations in single enzymes
Chapter 2

Fluctuations in enzyme catalysis rate, spectral diffusion and radiative lifetimes. Interpretation in terms of electric field fluctuations

Time-dependent fluctuations in the catalysis rate ($\delta k(t)$) observed in single enzyme experiments were found in a particular study to have an autocorrelation function decaying on same time scale as that of spectral diffusion $\delta \omega_0(t)$. To interpret this similarity, the present analysis focuses on a factor in enzyme catalysis - the local electrostatic interaction energy ($E$) at the active site and its effect on the activation free energy barrier. We consider the slow fluctuations of the electrostatic interaction energy ($\delta E(t)$) as a contributor to $\delta k(t)$ and relate the latter to $\delta \omega_0(t)$. The resulting relation between $\delta k(t)$ and $\delta \omega_0(t)$ is a dynamic analog of the solvatochromism used in interpreting solvent effects on organic reaction rates. The effect of the postulated $\delta E(t)$ on fluctuations in the radiative component ($\delta \gamma_r^{-1}(t)$) of the fluorescence decay of chromophores in proteins is also examined, and a relation between $\delta \gamma_r^{-1}(t)$ and $\delta \omega_0(t)$ is obtained. Experimental tests will determine whether or not the correlation functions for $\delta k(t)$, $\delta \omega_0(t)$ and $\delta \gamma_r^{-1}$ are indeed similar for any enzyme. Measurements of dielectric dispersion, $\epsilon(\omega)$, for the enzyme discussed elsewhere will provide further insight into the correlation function for $\delta E(t)$. They will also determine whether fluctuations in the nonradiative component $\gamma_{nr}^{-1}$ of the lifetime decay has a different origin, fluctuations in distance for example.
I. Introduction

Single molecule experiments on proteins have revealed novel phenomena. They include experiments on the fluctuations in the rates of enzyme catalysis (1-3), on-off blinking behavior in proteins (4-6) and oscillations under a near-denatured condition of a green fluorescent protein (7). The on-off blinking behavior of proteins and the fluctuations in the enzyme catalysis rate in the experiments were interpreted in terms of fluctuations of the protein/enzyme between various conformational substates (2, 3). The rates of enzyme-catalyzed reactions themselves occur typically on the milliseconds to seconds time scale, and the millisecond dynamics of enzymes are believed to contribute to the ‘functional dynamics’ of the enzyme (8). Single molecule enzyme experiments on cholesterol oxidase revealed an autocorrelation function of the rate of catalysis that decayed on a time scale about the same as that for the decay of the autocorrelation function of the spectral diffusion of a chromophore in the same enzyme in the absence of the substrate (1), thus suggesting a common origin for the two fluctuations.

Significant insight into the functioning of enzymes has been achieved using computer simulations (9-11), using empirical valence bond (EVB) (9) and hybrid quantum mechanical/molecular mechanics (QM/MM) (10) methods among others. In these studies the catalysis is affected by several factors - electrostatic effects of the enzyme on the substrate (9), and coupling of protein fluctuations with motions of the substrate-coenzyme pair in the transition state [e.g., ref. (8)]. Electrostatic effects have been seen to be significant in enzymatic catalysis (9, 12-25). Direct molecular dynamics simulations of protein dynamics are typically restricted to tens of nanoseconds and so a detailed dynamical analysis of the observed millisecond rate fluctuations via an integration of the equations of motion of the atoms is presently beyond the scope of such simulations. Simulations with bias potentials using methods such as accelerated molecular dynamics (26), which allow long time scale trajectories up to milliseconds, have not yet been performed to study the equilibrium conformational fluctuations in enzymes.
Spectral diffusion of a chromophore has been interpreted as due to transitions of the molecule between different chromophore conformations (27) or in terms of the density fluctuations of the dielectric matrix leading to polarization fluctuations (28). Previous studies of a different nature have included the role of the electric field on time-dependent vibrational Stark shift at the heme site of myoglobin (29) and of the nitrile stretching mode in human aldose reductase (30), both in the picosecond regime. Considering the importance of electrostatics in enzyme catalysis (9, 12-25) and in spectral diffusion ($\delta \omega_0(t)$), we explore the possibility that $\delta k(t)$ and $\delta \omega_0(t)$ may be related to each other via the time-dependent fluctuations in the local electrostatic interaction energy, $\delta E(t)$.

The present work on correlation functions of different enzyme properties was prompted by
an experimental observation of the autocorrelation functions of catalysis rate of oxidation of cholesterol \( (C_k(t)) \) and the spectral diffusion \( (C_{\omega_0}(t)) \) for cholesterol oxidase \( (1) \). The two autocorrelation functions are compared in the present Fig. 2.1. The \( C_{\omega_0}(t) \) in Fig 2. of ref. \( (1) \) has a fast initial decay, followed by a slow decay. The fast initial decay is attributed to the noise in the spectral means and/or fluctuations on a time scale faster than the experimental resolution \( (31) \). In the present Fig. 2.1 only the slow decay component is shown, by excluding the data point at \( t = 0 \). The result is seen to have the same functional form as the \( C_k(t) \). To compare the time behavior of these two different physical measurements, the absolute value of \( C_k(t) \) from ref. \( (1) \) was rescaled to match that of \( C_{\omega_0}(t) \). The comparison in Fig. 2.1 highlights a similarity of the decay of the two autocorrelations with time. By examining the reduced autocorrelation functions, such as \( \langle \delta \omega_0(t) \delta \omega_0(0) \rangle/\langle \delta \omega_0(0) \rangle^2 \), the focus is on the time scale rather than on absolute values.

With a common theme of fluctuations in the local electrostatic interaction energy three different observables are examined - catalysis rate fluctuations \( (\delta k(t)) \), spectral diffusion \( (\delta \omega_0(t)) \) and fluctuations in the radiative component of fluorescence decay \( (\delta \gamma_r^{-1}) \). In the following analysis the \( \delta k(t) \) and \( \delta \omega_0(t) \) are first related to the fluctuations local electrostatic interaction energy \( (\delta E(t)) \) and then to each other. These fluctuations \( \delta E(t) \) are used later to describe \( \delta \gamma_r^{-1} \) by relating it to \( \delta \omega_0 \). Experimental tests are suggested for exploring the suggested relationships between the three quantities. A quantity not specifically treated but discussed later is the fluctuation in the nonradiative component \( \gamma_{nr}^{-1} \) of the lifetime decay of a fluorescing protein, which may have a different origin as studied by Xie and coworkers \( (32, 33) \). These two components of fluorescence decay, \( \gamma_r \) and \( \gamma_{nr} \), can be distinguished by an experiment suggested later in the article to be performed in the total absence in the enzyme of any fluorescence quencher that is responsible for the nonradiative fluorescence decay \( \gamma_{nr} \) by electron transfer.
II. Enzyme fluctuations

A. Fluctuations in catalysis rate and in local electrostatic interaction energy

The autocorrelation function $C_E(t)$ of the fluctuations in local electrostatic interaction energy at the active site, $\delta E(t)$, can be defined as

$$C_E(t) = \frac{\langle \delta E(t) \delta E(0) \rangle}{\langle \delta E(0) \delta E(0) \rangle}$$

(2.1)

Experimentally the catalysis rate $k$ is obtained by averaging the turnover times from several cycles of the enzyme (1), over which the enzyme is assumed to be in the same conformation. We assume that there is some slow protein coordinate $X(t)$ representing this conformation and the local electrostatic interaction energy at the active site $E$ depends on this $X$, and since $X$ varies with $t$ we write the slowly fluctuating $E(X(t))$ as $E(t)$. Fluctuations in the catalysis rate $(\delta k(t))$ depend, among other factors, upon these slow fluctuations in the electrostatic energy $(\delta E(t))$ occurring on the time scale of the order of the reciprocal of the rate constant for the hydride (or other) transfer within the bound substrate and enzyme complex. We write $\delta k(\delta E(t))$ as $\delta k(t)$.

Fluctuations of $k$ with time, $\delta k(t)$, around a mean value $k_0$, are related to the time-dependent fluctuations in $E$, $\delta E(t)$, around a mean value $E_0$. The relation can be regarded as occurring via a dependence of the activation free energy on $E(t)$ through the dipole moment difference ($\Delta \mu_r$) of the transition state and the reactants. We assume for simplicity that fluctuations in $X$ mainly affect those in $E$ rather than those in $\Delta \mu_r$. The approximate relationship can be written as

$$k(t) = A e^{-E_0/k_B T} e^{-\delta E(t)/k_B T} = k_0 e^{-\delta u(t)}$$

(2.2a)
where the notation

\[ \delta u(t) = \delta E(t)/k_B T \]  \hspace{1cm} (2.2b)

is used for convenience and \( A \) is a proportionality factor that can depend on other factors affecting the reaction rate. Assuming the fluctuations \( \delta u(t) \) are Gaussian about a mean value \( \langle \delta u \rangle = 0 \), using a cumulant expansion (34) and neglecting the terms beyond the quadratic the following relation can be obtained

\[
\langle k(t)k(0) \rangle = k_0^2 e^{-\delta u(t)} e^{-\delta u(0)} = k_0^2 e^{\langle \delta u(t) \delta u(0) \rangle} \]  \hspace{1cm} (2.3a)

and

\[
\langle \delta k(t)\delta k(0) \rangle = \langle (k(t) - k_0) (k(0) - k_0) \rangle = k_0^2 e^{\langle \delta u(t) \delta u(0) \rangle} - 1 \]  \hspace{1cm} (2.3b)

It was seen in ref. (1) that the ratio of the catalysis rate maximum to minimum was about a factor of 10. The root mean square fluctuation of \( k \) is much less, perhaps a factor of 2, as in Fig. 5C of ref. (3). These results mean that the catalysis rate fluctuates from the mean by a factor of about 3 (\( \approx \sqrt{10} \)), so in Eq. (2.2a), \( \delta u(t) \) ranges from about -1.09 to 1.09, and the variance, \( \langle \delta u(0)^2 \rangle \), is about 0.3. With this variance for \( \delta u \), the following approximation can be made

\[ \langle \delta k(t)\delta k(0) \rangle = k_0^2 \langle \delta u(t) \delta u(0) \rangle \]  \hspace{1cm} (2.3c)

After normalization by division by the appropriate factors, \( \langle \delta k(t)\delta k(0) \rangle \), \( \langle \delta u(0) \delta u(0) \rangle \), the autocorrelation function \( C_k(t) \) is approximated to that of \( \delta u(t) \). We thus have

\[ C_k(t) = \frac{\langle \delta k(t)\delta k(0) \rangle}{\langle \delta k(0)\delta k(0) \rangle} \approx C_u(t) \]  \hspace{1cm} (2.4)
Using Eqs. (2.2b) and (2.4), we have

\[ C_k(t) \approx C_E(t) \]  \hspace{1cm} (2.5)

Thereby, the fluctuations in the catalysis rate of the enzyme are interpreted in terms of the fluctuations in the local electric field.

**B. Spectral diffusion and fluctuations in electrostatic energy**

The emission spectrum was obtained by collecting fluorescence emissions of photons for about 100 ms (1) at different time intervals. The spectral mean of broad emission spectrum is calculated by averaging over the spectrum. The spectral mean so obtained undergoes fluctuations, spectral diffusion (1). To relate the fluctuations in local electrostatic interaction energy to spectral diffusion in enzymes and so relate the latter to catalysis we note that to first-order in \( \delta E \) the change in emission frequency \( \delta \omega_0 \) of the chromophore is given as

\[ \hbar \delta \omega_0 = -\delta E \]  \hspace{1cm} (2.6)

In this case of spectral diffusion, the electrostatic interaction energy \( \delta E(t) \) depends upon \( \Delta \mu \), the change in dipole moment of the chromophore upon electronic excitation. The autocorrelation function of the spectral diffusion is

\[ C_{\omega_0}(t) = \frac{\langle \delta \omega_0(t)\delta \omega_0(0) \rangle}{\langle \delta \omega_0(0)^2 \rangle} \]  \hspace{1cm} (2.7a)

Using Eqs. (2.6) and (2.7a), we have

\[ C_{\omega_0}(t) = C_E(t) \]  \hspace{1cm} (2.7b)
where the equality between $C_E$ and $C_{\omega_0}$ in Eq. (2.7b) follows from Eqs. (2.6) and 2.7a. Comparing Eqs. (2.5) and (2.7b), we then have $C_k(t) = C_{\omega_0}(t)$.

C. Fluctuations in radiative component of the fluorescence decay rate

Fluorescence decay lifetime ($\gamma^{-1}$) was obtained experimentally by averaging the delay times between the excitation of the chromophore and emission of photons (32), and fluctuations in $\gamma^{-1}$ were observed (32, 33). The fluorescence decay lifetime of a chromophore in the protein, $\gamma^{-1}$, depends upon the rate constants of radiative ($\gamma_r$) and nonradiative ($\gamma_{nr}$) components, with possible fluctuations in either or both of these quantities:

$$\gamma^{-1} = (\gamma_r + \gamma_{nr})^{-1} \quad (2.8)$$

Eq. (2.8) with a single exponential decay of fluorescence intensity was assumed in refs. (32, 33). The decay of fluorescence intensity of the chromophore on the nanosecond time scale could in principle be a multiexponential. However, in the current absence of detailed single molecule on a nanosecond time scale studies showing an evidence to the contrary (a point we discuss further below) a single exponential decay is assumed, as in refs. (32, 33).

We examine now a modeling of fluctuations in the radiative component of the fluorescence decay lifetime ($\delta\gamma_r^{-1}$) of a chromophore in the protein in terms of $\delta E(t)$. $\gamma_r^{-1}$ and the spectral frequency ($\omega_0$) are related by (28):

$$\gamma_r^{-1} \propto \frac{1}{\omega_0^3} \quad (2.9)$$

This relation was also observed experimentally in ref. (35), with a mostly linear relation between the $\delta\gamma_r$ and $\delta\omega_0$ over the observed range $\delta\omega_0$ of spectral diffusion.

The variations in the observables $k$, $\omega_0$ and $\gamma^{-1}$ can be discussed using either the standard deviation of their distribution or the variation between the maximum and minimum
of the observable (amplitude). In the following, we refer to the latter extreme variation (amplitudes) in all these observables, unless explicitly mentioned that it is the root mean square deviation. For a spectral diffusion between the extreme values of 550 nm and 580 nm for carbocyanine dye molecules in a polymeric matrix, a purely radiative decay coupled to the environmental fluctuations can explain the maximum fluctuations of lifetime $\approx \pm 0.5$ ns about a 2 ns fluorescence lifetime (35). In other experiments with chromophores embedded in polymeric matrix, a maximum variation in spectral diffusion between 650 nm and 670 nm for sulphorhodamine 101 (27) and fluorescence lifetime between 2 ns and 4 ns for the chromophore 1,10-dioctadecyl-3,3,30,30-tetramethylindodicarbocyanine (28) were observed. For the entire range of spectral diffusion between 520 nm and 535 nm observed in cholesterol oxidase-flavin adenine dinucleotide complex in ref. (1), a nearly linear relation between $\delta \gamma_r^{-1}$ and $\delta \omega_0$ is valid since $\delta \omega_0/\omega_0 = \pm 0.015$.

$$\gamma_r^{-1} + \delta \gamma_r^{-1} \sim (\omega_0 + \delta \omega_0)^{-3} \approx \frac{1}{\omega_0^3}(1 - 3 \frac{\delta \omega_0}{\omega_0})$$  (2.10)

From Eqs. (2.7b) and (2.10), the autocorrelation function of the radiative component of the lifetime is

$$C_{\gamma_r^{-1}}(t) = \frac{\langle \delta \gamma_r^{-1}(t) \delta \gamma_r^{-1}(0) \rangle}{\langle \delta \gamma_r^{-1}(0) \delta \gamma_r^{-1}(0) \rangle} = C_E(t)$$  (2.11)

We then have from Eqs. (2.5), (2.7b) and (2.11)

$$C_k(t) = C_{\omega_0}(t) = C_{\gamma_r^{-1}}(t) = C_E(t)$$  (2.12)

If other contributions to the radiationless transitions are minor, the autocorrelation of $\gamma_r^{-1}$ can be obtained from single molecule experiments for mutated Tyr35 flavin reductase. This autocorrelation function of $\gamma_r^{-1}$ does not appear to have been given explicitly in ref. (32). If for that system, the fluctuations in $\gamma_r^{-1}$ prove to be negligible, then the fluctuations in $\gamma^{-1}$
in refs. (32, 33) are solely due to nonradiative fluorescence decay, $\gamma_{nr}^{-1}$. Fluctuations in $\gamma_{nr}^{-1}$ have been treated in terms of fluctuations in donor-acceptor distance $\delta r_{DA}$ for quenching of fluorescence by electron transfer (32, 33). Only if $\delta r_{DA}$ and $\delta E$ have a common origin, for example due to conformational fluctuations of the enzyme, could one then write $C_{\gamma^{-1}}(t) = C_{\gamma_{nr}^{-1}}(t) = C_{E}(t)$ and hence $C_k(t) = C_{\omega_0}(t) = C_{\gamma^{-1}}(t)$.

III. Discussion

Different facets of enzyme catalysis have been examined previously (8, 9). For example, Warshel et al. (9) discussed the role of electrostatics at the active site in affecting the activation barrier for the reaction and Agarwal et al. (11) discussed statistical correlations of the dynamics of the different residues of the enzyme by mapping out the network of correlated motions using NMR. These discussions have not yet been applied to time-dependent fluctuations of the enzymatic catalysis rate observed in refs. (3) and (36), as noted earlier. Catalysis rate fluctuations have been interpreted qualitatively as due to conformational fluctuations of the enzyme, each rate corresponding to a different conformation (2, 3). Similarly spectral diffusion was attributed to different conformations of the enzyme (1).

The dynamics in proteins happens on multiple time scales from tens of femtoseconds to hundreds of seconds (37). Each motion in protein is associated with a typical time scale, for example, the vibrations are on the hundreds of femtoseconds and large motions such as domain movements in proteins are on the milliseconds time scales (37). The electric field fluctuations can arise from any or all of these different dynamics and so can last over the whole dynamic range of proteins from femtoseconds to seconds. The experimental techniques used in refs. (1, 3, 30, 31) focus on the slow dynamics on millisecond to second time scales. The dynamics faster than this are averaged over in the observations. One feature of formulating the fluctuations of observables, sometimes termed dynamic disorder (38), in terms of fluctuations in electrostatic interactions is seen from a method of computing the autocorrelation function, $C_{E}(t)$, discussed elsewhere (39), in terms of a measurable
frequency dependent dielectric dispersion \((\varepsilon(\omega))\) of the protein. In that formalism, the dielectric constant varying in the frequency range of kHz to Hz provides an estimate of the electric field fluctuations on the desired milliseconds to seconds time scale.

The experimentally observed similarity in the time scale for decay of the autocorrelation function of catalysis rate fluctuations and the autocorrelation function of spectral diffusion seen in ref. (1) in the absence of the substrate also recalls the empirical relation (40) between organic reaction rates and electric field effects on spectra in different solvents. In the latter formalism, the solvatochromic shift of the spectral frequency of a dye in a solvent indicates the degree of polarity of the solvent and is empirically found to be proportional to the decrease in the activation free energy \(\Delta G^\neq\) for the reaction, expressed in terms of the logarithm of the rate constant. The present model with fluctuations is a dynamic analog of solvatochromism. Although the proportionality constant to \(\Delta G^\neq\) will depend upon the chromophore and the polarity of transition state relative to the reactants, it can be \(\approx 1\) in an order of magnitude estimate (40). With this approximation the reduction in the activation free energy barrier for a reaction is equal to the shift in energy levels of a chromophore placed in the same environment, the enzyme in the present case.

The spectral frequency emitted by the chromophore in the enzyme may be different for every photon. Over a short time (milliseconds), the change in the frequency is due to the homogeneous broadening of the emission because of dynamics happening on time scales faster than nanoseconds. At times longer than a hundreds of milliseconds, as the slow conformational changes of the enzyme happen, the new enzyme environment leads to a new emission spectrum and the shift in the spectral mean is used to interpret the conformational dynamics. It should be noted that the width of the homogeneous broadening is much higher than the shift in the spectral mean (Figs. 5A, 5B of ref. (1)). So, broadening introduced in the emission may be interpreted only by studying the single molecules, since these small changes may not be noticeable in ensembles.
One can estimate the standard deviation of the fluctuations in enzymatic rate constant \( k \) from the standard deviation of the spectral diffusion. Using \( k = k_0 \exp(-\delta u) \), and \( \langle k \rangle = k_0 \exp(-2\langle \delta u^2 \rangle) \) from the cumulant expansion, we have

\[
\sqrt{\frac{(k^2) - \langle k \rangle^2}{\langle k \rangle^2}} = \sqrt{2 \langle \delta u^2 \rangle}
\] (2.13)

The standard deviation of spectral diffusion in cholesterol oxidase as seen from Fig. 5C in ref. (1), after excluding the first data point which can be because of noise as noted earlier, is 46 cm\(^{-1}\) \((\approx 0.13 \text{ kcal.mol}\text{^{-1}})\). It corresponds to \( \sqrt{\langle \delta u^2 \rangle} \approx 0.13 \text{ kcal.mol}\text{^{-1}}/k_B T = 0.22 \). This \( \sqrt{\langle \delta u^2 \rangle} \) using Eq. (2.13) leads to a predicted fluctuation in \( k \) of a \( \sqrt{2} \times 0.22 = 0.31 \). The standard deviation of \( k \) in \( \beta \)-galactosidase from Fig. 5C of ref. (3) is roughly 60 s\(^{-1}\) from mean value of \( k \), 170 s\(^{-1}\). This gives a variation of 60 s\(^{-1}\)/170 s\(^{-1}\) which is approximately 0.35 and so is comparable to that predicted from spectral diffusion above.

Depending upon the specific properties of the chromophore and the polarity of the reaction, the fluctuations between the extreme values can vary by a factor different from this estimated value of 9. The simulations of human aldose reductase (hALR2) containing the inhibitor IDD743 show a distribution of electric fields, corresponding to various orientations of the side chains, ranging between extreme values separated by about 3 \( k_B T/eA \) (= 7.7 MV/cm), 5 \( k_B T/eA \) (= 12.9 MV/cm) for the wildtype and V47D enzymes (Fig. 3C of an article from Boxer’s group (30)). In the introduction to this study (30), an electric field of 9 MV/cm was estimated to stabilize the transition state with a typical charge separation of 1 Å by 2.3 kcal/mol. Using this estimate of 1.8 kcal/mol, the catalysis rate can fluctuate by a factor of \( \exp(-1.8 \text{ kcal.mol}^{-1}/k_B T) \approx 20 \). The latter is approximately of the order of the observed fluctuation of a factor of 10 between the extreme values of \( k \) seen in Fig. 5 of English et al. (3) for \( \beta \)-galactosidase. So, the magnitude of fluctuations in electrostatic interaction energy in proteins are significant enough to be a possible origin of the observed fluctuations in \( k \). Had root mean square values been available, as they were in the previous paragraph, those quantities could also have been compared.
Fluctuations in $\gamma_r^{-1}$ due to electric field fluctuations may be related in the model to catalysis rate fluctuations, $C_k(t) = C_{\gamma_r^{-1}}(t)$ in Eq. (2.12). The relation can be explored experimentally by comparing the two autocorrelation functions, analogous to the comparison of $C_k(t)$ and $C_{\omega_0}(t)$ pointed out in ref. (1). The experimental fluorescence lifetime autocorrelation function, $C_{\gamma^{-1}}(t)$, reported in the literature (32, 33), for flavin reductase and fluorescein-antifluorescein complex were interpreted, as noted earlier, in terms of the non-radiative lifetime fluctuations $\delta \gamma_{nr}^{-1}$ due to fluctuations in an electron donor - electron acceptor distance coordinate, $r_{DA}$ (32). To relate $\gamma_{nr}^{-1}$ fluctuations to $\delta k(t)$, one then uses information on how $r_{DA}$ is related to $k$. The present fluctuation in $\gamma_r^{-1}$ follows instead from the hypothesis of fluctuations in electrostatic interaction energy, which in turn can used to interpret the fluctuations in catalysis rate.

The ensemble data on the enzymes (Fig. 1 of ref (32)) shows a multiexponential decay of fluorescence intensity. This multiexponentiality can arise from the enzyme fluctuating between different conformations, each with a different single exponential decay. Alternately the fluorescence decay can be multiexponential in each of these conformations. As we noted earlier that the data on the delay times for fluorescence emission thus far (32) do not distinguish between single and multiple exponential decay on a nanosecond time scale. Because of the very small intensity of the fluorescence, it was necessary to accumulate delay times for $\approx 1$ ms in order to calculate the an approximate fluorescence lifetime. Despite the long binning time, the number of photons collected were not enough to distinguish a single exponential from a multiexponential on a nanosecond time scale.

Assuming a single exponential decay for each enzyme conformation as in Eq. (2.8), we have the fluctuations in the total radiative lifetime $\gamma^{-1}$ as

$$\delta \gamma^{-1} = -\frac{1}{(\gamma_r + \gamma_{nr})^2} \delta \gamma_{nr} - \frac{1}{(\gamma_r + \gamma_{nr})^2} \delta \gamma_r = \phi_{nr}^2 \delta \gamma_{nr}^{-1} + \phi_{r}^2 \delta \gamma_r^{-1}$$

where $\phi_{nr}$ and $\phi_{r}$ are the quantum yields of nonradiative and radiative fluorescence decays,
respectively, $\gamma_{nr}/(\gamma_r + \gamma_{nr})$ and $\gamma_r/(\gamma_r + \gamma_{nr})$. In the single molecule experiments (32, 33) the multiexponentiality in the fluorescence decay was interpreted as being due to a distribution of conformations. In these experiments, the fluctuations in total fluorescence lifetime $\delta \gamma^{-1}$ were reported, rather than the individual components $\delta \gamma_r^{-1}$ and $\delta \gamma_{nr}^{-1}$.

To study the fluctuations in the purely radiative component in the enzyme environment from a single molecule experiment, the contribution of the nonradiative effect on the fluorescence decay must be reduced. Ensemble fluorescence decay on flavin reductase performed with and without Tyr35 responsible for fluorescence quenching by electron transfer is available (Fig. S3 of (32)). However, data on single molecule fluorescence lifetime fluctuations in the absence of a quencher are currently not available.

The radiative component we refer to is the radiative component of fluorescence decay of the chromophore in the enzyme environment. The single molecule fluctuations of fluorescence decay of a chromophore embedded in a gel in the absence of a quencher was studied (Fig. S5 of ref. (32)). There was no slow component in the decay in the autocorrelation function of that system. However, what would be particularly interesting is the measurement of the lifetime fluctuation autocorrelation function of the chromophore in the enzyme environment in the absence of a quencher: the slow motion (millisecond) in enzymes may not have a counterpart in gels.

When single molecule data without Tyr35 becomes available it will be possible to test Eq. (2.12) using spectral diffusion data for the same enzyme. If the experiments thus performed by eliminating quencher show an autocorrelation function ($C_{\gamma_r^{-1}}(t)$) similar to that with the quencher ($C_{\gamma^{-1}}(t)$) the result may indicate a common origin for the fluctuations $\delta \gamma_r^{-1}$ and $\delta \gamma_{nr}^{-1}$ in terms of protein conformations.

Molecular dynamics simulations were performed (41) on flavin reductase, an enzyme used in the single molecule experiments on fluctuations in $\gamma^{-1}$ (32). The distribution of electron
transfer donor-acceptor distance fluctuations in these simulations ranging from femtoseconds to nanoseconds was found to be similar to that in the experiments. The next question in using these simulations to interpret the $\delta n_r^{-1}$ fluctuations is to see what molecular aspects of the motions of the protein are preserved between the experimentally observed time scales of milliseconds to seconds and the fast motions accessible to simulations.

The experimental autocorrelations from the observables $C_{\gamma^{-1}}(t)$, $C_k(t)$ and $C_{\omega_0}(t)$ from the enzymes antifluorescein (33), candida antarctica lipase B (2), $\beta$-galactosidase (3) and cholesterol oxidase (1) are compared in Fig. 2.2. In the top panel of Fig. 2.2, the experimental data were shifted in the log-log plot to make the comparison of the decay pattern of the autocorrelations easier. To compare the inherent timescales in different enzymes, the lower panel is shown without any shift in time. The experimental data on $C_{\omega_0}(t)$ and $C_k(t)$ from cholesterol oxidase (1) show the same normalized autocorrelation function, after eliminating the data point at $t = 0$ from the $C_{\omega_0}(t)$ data as noted earlier. The autocorrelation functions from different enzymes in the lower panel of Fig. 2.2 (no scaling in time) are different from one another. Whether the differences in Fig. 2.2 are due to differences in properties of the observables or to differences in enzymes remains to be determined by future experiments. It would be helpful to test the proposed relations between the $C$’s to see whether different $C$’s from the same enzyme fall on the same plot, and whether the differences in Fig. 2.2 are because of the different enzymes used in the experiments. One feature of the present formulation as given in Eq. (2.12), if it is borne out by further experiments, is that it may also serve as a guide in further theoretical analyses. It also reduces the number of necessary independent properties to be evaluated from the computational or other theoretical studies.

IV. Experiments suggested by the analysis

Several experimental measurements can serve to explore the consequences of the present equations and test equations such as Eq. (2.12). These tests involve quantitative comparisons of catalysis rate correlation $C_k(t)$ and spectral diffusion $C_{\omega_0}(t)$ similar to the study
in ref. (1) and new measurements to compare them with fluctuations in the radiative component of fluorescence decay \( C_{\gamma^{-1}}(t) \).

1. A comparison of the autocorrelation function \( C_{\omega_0}(t) \) and \( C_k(t) \) can be made from experimental data and the validity of Eq. (2.12) tested, if possible over a time range longer than the one order of magnitude in ref. (1).

2. The two different measurements for a chromophore in an enzyme, \( C_{\omega_0}(t) \) and \( C_{\gamma^{-1}}(t) \), do not appear to have been made for the same enzyme in the absence of the quencher (so reducing the value of \( \gamma_{nr} \)). The measurements of these two autocorrelation functions provide a test of Eq. (2.12). Green fluorescent protein (GFP) is another possible candidate for the test. Recent experiments have shown a spectral diffusion in GFP (42). Since the fluorescence quantum yield of GFP is very high, about 0.8, it might be a useful system to study the fluctuations in \( \gamma^{-1} \) in a way less affected by the \( \gamma_{nr}^{-1} \) contributions.

3. The fluctuations in fluorescence lifetime \( \gamma^{-1} \) are attributed to \( \gamma_{nr}^{-1} \) through electron transfer (ET) (32). A comparison of \( \delta\gamma_{nr}^{-1} \) and \( \delta\gamma_{r}^{-1} \) for a given system can be obtained most clearly by performing the control experiments with the nonradiative pathways reduced. In flavin reductase, experiments show that Tyr35 is the primary quencher responsible for the electron transfer process (32). If the autocorrelation function measurements can be performed by mutating Tyr35, so as to eliminate the quenching by ET (and also removing less important quenchers), the fluctuations in \( \gamma_{r}^{-1} \) would become more evident and so the data can be used to test Eq. (2.12).

V. Conclusion

A mechanism involving local electrostatic interaction energy fluctuations was explored to interpret an experimentally observed similarity (1) of time scale for spectral diffusion and fluctuations in catalysis rate. A theoretical relation between the two quantities arises if both fluctuations reflect the fluctuations in local electrostatic interaction energy. It can be regarded as a dynamical analog of the solvatochromism used in the catalysis of organic reac-
tions by different solvents. The formalism was also extended to fluctuations of the radiative component $\gamma_r^{-1}$ of the fluorescence decay lifetime, information on which can be obtained when nonradiative pathways such as quenching of fluorescence by electron transfer are reduced. The various tests may help provide a broader framework for relating fluctuations in physical quantities to each other and to enzyme kinetics.
Autocorrelation functions $C_k(t)$, candida antarctica lipase B $C_g(t)$, anti-fluorescein $C_k(t)$, $\beta$-galactosidase $C_w(t)$, cholesterol oxidase

Figure 2.2: Comparison of the fits to experimental autocorrelation functions $C_{\gamma}(t)$, $C_k(t)$ and $C_{\omega_0}(t)$ from three different enzymes. The autocorrelation functions were scaled to the same value at short time for comparison. In the top panel the autocorrelation functions were shifted horizontally in the log-log plot to make the comparison between them easier; the bottom panel is without this shift.
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Chapter 3

Dielectric dispersion interpretation of single enzyme dynamic disorder, spectral diffusion and radiative fluorescence lifetime

A formulation based on measurable dielectric dispersion of enzymes is developed to estimate fluctuations in electrostatic interaction energy on time scales as long as milliseconds to seconds at a local site in enzymes. Several single molecule experimental observations occur on this time scale, currently unreachable by real-time computational trajectory simulations. We compare the experimental results on the autocorrelation function of the fluctuations of catalysis rate with the calculations using the dielectric dispersion formulation. We also discuss the autocorrelation function of the fluorescence lifetime. We use a previously derived relation between these observables and the electric field fluctuations and calculate the latter using dielectric dispersion data for the proteins.

I. Introduction

Recent advances in single molecule spectroscopy allow the observation of real time trajectories of individual molecules. With these experimental techniques several novel observations were made on single proteins: on-off switching of fluorescence in proteins (1-3), oscillations of green fluorescent proteins between neutral and anionic conformations at a near-denatured...
condition (4, 5), spectral diffusion of the chromophore in an enzyme (6), fluctuations of fluorescence lifetime in enzymes (7, 8), and the fluctuations in the rates of enzyme catalysis (6, 9-11). All of these observations have been regarded as reflecting the dynamics of the enzyme between different conformational substates on the milliseconds timescale. For example, several enzyme-catalyzed reactions occur typically on the timescale of milliseconds to seconds, and the millisecond conformational dynamics of enzymes is considered as an important contributor to the ‘functional dynamics’ of the enzyme (12). Fluctuations in catalysis rate observed in single enzymes were also interpreted as being due to fluctuations in the conformation of the enzyme (9, 10).

The ensemble experimental data on enzyme catalysis have often been studied with the aid of computer simulations e.g., Refs. (13-26). In these studies, electrostatic interactions play a key role in enzyme catalysis (13, 16-28). Earlier a relation between three different observables, catalysis rate fluctuations ($\delta k(t)$), spectral diffusion ($\delta \omega_0(t)$) and radiative fluorescence lifetime fluctuations ($\delta \gamma_r^{-1}(t)$), was derived on the basis of fluctuations of electrostatic interaction energy ($\delta E(t)$) (29). Computer simulations of protein dynamics in real time are currently limited to tens of nanoseconds. Accordingly a detailed dynamical analysis for the estimation of $\delta E(t)$ on the milliseconds timescale is not analyzable by current real-time trajectory computational methods, and resort to other methods must be made. As a step towards estimating the $\delta E(t)$, we model the autocorrelation function of $\delta E(t)$ by relating it to another experimental observable, the frequency-dependent dielectric response function $\epsilon(\omega)$ of the protein. The experimentally obtainable $\epsilon(\omega)$ makes possible the comparison of experimental and theoretical autocorrelation function of fluctuations in $\delta k$, $\delta \omega_0$ and $\delta \gamma_r^{-1}$ that are observables from single molecule experiments. This comparison of experiment and theoretically derived relations is the essence of the present chapter.

The chapter is organized as follows. Equations for the autocorrelation of $\delta k$, $\delta \omega_0$ and $\delta \gamma_r^{-1}$ are given in terms of those in $\delta E(t)$ in Section II, using results derived previously (29), and the autocorrelation function for $\delta E(t)$ is also given in terms of the dielectric dispersion of
the protein. The comparison of experimental and theoretical results is given in Section III and some general remarks on the treatment are given in Section IV, together with suggested further experiments.

II. Dielectric dispersion and fluctuations in electrostatic interaction

A. Relation among observables

In Chapter 2 on the observables in single molecule experiments (29), the fluctuations in the rate of catalysis of a substrate by the enzyme ($\delta k(t)$), spectral diffusion of the fluorescence emission ($\delta \omega_0(t)$) and the radiative part of the fluorescence lifetime ($\delta \gamma^{-1}(t)$) of a chromophore in the enzyme were treated as arising from the fluctuations of electrostatic interaction energy $\delta E(t)$ at the local site in the enzyme. Based on this assumption, a relation was derived for the autocorrelation functions of each of these quantities in terms of the autocorrelation function $C_E(t)$ of fluctuations in electrostatic interactions at that active site, $\delta E(t)$. The latter correlation function is defined by

$$C_E(t) = \frac{\langle \delta E(t)\delta E(0) \rangle}{\langle \delta E(0)^2 \rangle}.$$ (3.1a)

For the autocorrelation of the catalysis rate fluctuations, $C_k(t)$, we had (29)

$$C_k(t) = \frac{\langle \delta k(t)\delta k(0) \rangle}{\langle \delta k(0)\delta k(0) \rangle} \approx C_E(t),$$ (3.1b)

for the autocorrelation of the spectral diffusion, $C_{\omega_0}(t)$,

$$C_{\omega_0}(t) = \frac{\langle \delta \omega_0(t)\delta \omega_0(0) \rangle}{\langle \delta \omega_0(0)^2 \rangle} \approx C_E(t),$$ (3.1c)
and for the autocorrelation function of the radiative component of the fluorescence lifetime, 
\[ C_{\gamma^{-1}}(t) \]

\[ C_{\gamma^{-1}}(t) = \frac{\langle \delta \gamma_{\gamma^{-1}}(t) \delta \gamma_{\gamma^{-1}}(0) \rangle}{\langle \delta \gamma_{\gamma^{-1}}(0) \delta \gamma_{\gamma^{-1}}(0) \rangle} \approx C_E(t). \] (3.1d)

We consider next a way of evaluating \( C_E(t) \) in terms of the overall dielectric dispersion \( \epsilon(\omega) \) for the protein and then relate the experimental observables to the calculations based on these equations. While the protein itself is heterogeneous we use its averaged property in the form of \( \epsilon(\omega) \) as a first approximation, and then compare predictions from the model with experiments.

B. Autocorrelation of \( \delta E(t) \)

Using Onsager regression hypothesis (32), the autocorrelation function of the fluctuations of electrostatic interaction energy \( E(t) \) about the equilibrium is related to the decay of interaction energy in a nonequilibrium process following an initial excitation

\[ \frac{\langle \delta E(t) \delta E(0) \rangle}{\langle \delta E(0) \delta E(0) \rangle} = \frac{E(t) - E(\infty)}{E(0) - E(\infty)}. \] (3.2)

The interaction energy \( E(t) \) can be calculated by approximating the enzyme as a homogeneous dielectric with a frequency dependent dielectric constant \( \epsilon(\omega) \) and the reactants/chromophore as a dipole embedded in a spherical cavity of dielectric constant \( \epsilon_c \) in the enzyme. Using Eq. (3.2), the autocorrelation function of the equilibrium fluctuations of \( E \) can be studied by considering a model nonequilibrium system formed by the creation of a dipole \( \Delta \mu(t) = \Delta \mu \theta(t) \) in the cavity at \( t = 0 \), where \( \theta(t) \) is the unit step function. \( \Delta \mu \) is the dipole moment created by electronic excitation of the chromophore in the case of spectral diffusion and the dipole moment difference between the transition state and the reactants in enzymatic catalysis. In the case of single enzyme experiments on catalysis rate (10), the rate is obtained by averaging the turnover times for several cycles of the enzyme over which the enzyme is assumed to be in the same conformation. \( \Delta \mu \) of the reaction has
an electrostatic interaction with this conformation of the enzyme. On longer time periods there are changes in conformations, resulting in fluctuations in this energy difference and so in the rate constant for the enzymatic catalysis.

The time-dependent interaction energy $E(t)$ of dipole in a spherical cavity of radius $r$ following an initial creation of the dipole is given in terms of the time-dependent reaction field $R(t)$ due to the protein environment acting on the dipole $\Delta \mu(t)$ and the response function $r(t)$ as (33)

$$R(t) = \int_{-\infty}^{t} r(t - t') \cdot \Delta \mu(t').$$  (3.3)

The Fourier-Laplace transform, $\mathcal{L}$ defined as $\mathcal{L} (f(t)) = \int_{0}^{\infty} \exp(-i\omega t)f(t)\,dt$, of the response function $r(t)$ is given as

$$r(\omega) = \frac{2}{r_0^3} \frac{\epsilon(\omega) - \epsilon_e}{2\epsilon(\omega) + \epsilon_e}.$$  (3.4)

The interaction energy defined as

$$E(t) = -\Delta \mu(t) \cdot R(t)$$  (3.5)

is obtained using the above relations as (33)

$$E(t) = \frac{4\Delta \mu^2}{\pi r_0^3} \mathcal{L}^{-1} \left[- \frac{1}{i\omega} \frac{\epsilon(\omega) - \epsilon_e}{2\epsilon(\omega) + \epsilon_e}\right].$$  (3.6)

C. Dielectric dispersion of proteins

The continuum dielectric response of proteins has been modeled in the literature (35; 36) using the Havriliak-Negami behavior (34) with $a$ and $b$ in the range $[0,1]$

$$\frac{\epsilon(\omega) - \epsilon_\infty}{\epsilon_s - \epsilon_\infty} = \frac{1}{[1 + (i\omega\tau_0)^b]^a}.$$  (3.7)
This dielectric response becomes a Cole-Cole dispersion when $b = 1$ and a Cole-Davidson dispersion when $a = 1$.

Dielectric dispersion measurements of some proteins are available for a frequency range corresponding to the time scale of milliseconds to seconds (Hz - kHz) (34-36). Dielectric properties of proteins were also used to study protein denaturation (38). One interest in the dielectric relaxation measurements of proteins in the millisecond timescale has been in the possible relation to biological activity (37).

In the case of hemoglobin, a Cole-Cole behavior with $a = 0.7, b = 1$ in Eq. (3.7) was observed for $2\pi/\omega$ in the range of milliseconds to seconds (35). For hydrated lysozyme powder, the imaginary part of the dielectric response was found to behave as $\varepsilon''(\omega) \sim 1/\omega^\alpha$, $\alpha$ varying from 0.3 to 0.7 when temperature was changed from 260 K to 280 K (37). This imaginary part $\varepsilon''(\omega)$ can correspond to $a = 0.3-0.7, b = 1$ in Eq. (3.7). Other dielectric measurements in this time range yield $a$ decreasing from 0.50 to 0.36 for candida antarctica lipase B and from 0.8 to 0.6 for lysozyme and $b = 0.3$ for both these enzymes (36) as the temperature is changed from approximately 195 K to 255 K. The parameter $a$ in the above experiments saturates and becomes a constant value at temperatures higher than 243 K. Among glassy materials, Cole-Cole behavior $\varepsilon''(\omega) = \omega^{-1/2}$, (which can correspond to $a = 0.5, b = 1$) in the milliseconds range is commonly observed (39).

III. Comparison with experiments

A. Catalysis rate fluctuations

As noted in Section II C, the dielectric dispersion behavior of candida antarctica lipase B shows $b = 0.3$ and a saturation in parameter $a$ at 0.36 at temperatures higher than 243 K (36). The autocorrelation $C_k(t)$ in Eq. (3.1b) calculated with these parameters in Eq. (3.7), and using Eqs. (3.2) and (3.6) is compared in the present Fig. 3.1 with the experimental data of Ref. (8) (Fig. 4A there). Numerical inversion of the Laplace transform
was performed using the method in Ref. (41). In the calculation, $\epsilon_c$ of the cavity is assumed to be 2. The parameters $\epsilon_s, \epsilon_\infty$ and $\tau$ were not given in Ref. (36). We assume $\epsilon_s = 40$, $\epsilon_\infty = 4$, similar to the parameters observed experimentally for lysozyme (37). For those values of $\epsilon_s$ and $\epsilon_\infty$, a calculation using Eq. (3.2) with $\tau = 1$ s in Eq. (3.7) gives a good agreement with the $C_k(t)$ in Fig. 3.1 for the candida antarctica lipase B over the time range considered. With a different choice of $\epsilon_s, \epsilon_\infty$, the calculations can again be matched with the experiments by choosing an appropriate value for $\tau$. The calculation of $C_k(t)$ is not very sensitive to $a$ and $C_k(t)$ calculated using $a$ in the range 0.25 to 0.4 fits the experimental data well. The experimental data on the autocorrelation function $C_k(t)$ for $\beta$-galactosidase (10) are compared with the calculated $C_k(t)$ using Eq. (3.2) in Fig. 3.2. The calculation was performed with $a = 0.6$ and $b = 1$ in Eq. (3.7), again assuming $\epsilon_0 = 40, \epsilon_\infty = 4$. The dielectric dispersion data on $\beta$-galactosidase are not presently available. However, the parameters $a, b$ needed in Eq. (3.7) for the fit in Fig. 3.2 are close to those available for
hemoglobin (35) and lysozyme (37).

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure3.2}
\caption{Comparison of experimental data from Ref. (10) and calculated correlation using Cole-Cole relation using $a = 0.60, b = 1$ in Eq. (3.7). The data points from Fig. S7 of English et al. [2006] were extracted using Adobe Illustrator.}
\end{figure}

B. Fluctuations in fluorescence lifetime

The fluorescence lifetime of a chromophore in the protein, $\gamma^{-1}$, depends upon the rate constants of radiative ($\gamma_r$) and nonradiative ($\gamma_{nr}$) decays of fluorescence, with possible fluctuations in either or both of these:

$$\gamma^{-1} = (\gamma_{nr} + \gamma_r)^{-1}. \quad (3.8)$$

Regardless of the relative roles of fluctuations in $\gamma_{nr}$ and $\gamma_r$ they can have a common origin in fluctuations in conformation that lead to reorientations of polar groups and in the case of $\gamma_{nr}$ fluctuations in donor-acceptor separation distance for electron transfer. With a common origin, the fluctuations in the radiative and nonradiative components can be represented by
the fluctuations in electrostatic interactions $\delta E(t)$, thereby yielding

$$C_{\gamma^{-1}}(t) = C_{\gamma^{-1}}(t) = C_E(t)$$  \hspace{1cm} (3.9)$$

and the results of the previous section can be applied to the experimentally observed $C_{\gamma^{-1}}$ (7; 8).

To compare the calculated autocorrelation for $C_{\gamma^{-1}}(t)$ with the experimentally observed ones from Ref. (8), we use Eq. (3.1d) and $a = 0.5$ and $b = 1$ for the Cole-Cole exponents in Eq. (3.7). A comparison of the experimental data on antifluorescein from Ref. (8) with the calculated $C_{\gamma^{-1}}$ is shown in Fig. 3.3, using Eq. (3.9). To test the sensitivity of the calculated correlation to the value of $a$, numerical Laplace inversion was performed for the cases $b = 1$ and $a = 0.40$ to 0.65 in Eq. (3.7), and the results are shown in Fig. 3.3. The value of $a = 0.5$ and $b = 1$ gives the best agreement with the experiment on $\gamma^{-1}$ fluctuations. From the discussion in Section II C, the assumption of a Cole-Cole exponent of $a = 0.5$ is not unreasonable, when the dielectric dispersion data on an enzyme are not available.

When $\epsilon_\infty = \epsilon_c$, an analytical relation can be derived from Eqs. (3.2) and (3.6) for the autocorrelation function $C_{\gamma^{-1}}(t)$ as

$$C_{\gamma^{-1}}(t) = \exp\left(\frac{t}{t_0}\right) \ erfc\left(\sqrt{\frac{t}{t_0}}\right)$$ \hspace{1cm} (3.10)$$

where $erfc$ is the complementary error function, defined as $erfc(u) = (2/\sqrt{\pi}) \int_u^{\infty} \exp(-v^2)dv$ and $t_0 = \tau(\epsilon_\infty + 1)^2/(\epsilon_0 + 1)^2$. Eq. (3.10) is functionally the same as the experimental fluorescence lifetime autocorrelation function reported in the literature (6, 7). A test is proposed later to help identify the relative importance of the radiative and nonradiative contributions to $\delta \gamma^{-1}$.

Since the Gaussian nature of protein fluctuations is assumed in studies of solvation of chromophores by protein dynamics (45) and is also seen in computer simulations (46), the
Figure 3.3: Comparison of the experimental data from Ref. (8) along with the errorbars and calculated correlation using Cole-Cole relation using $a = 0.40, 0.50, 0.65$ and $b = 1$ in Eq. (3.7). The normalized autocorrelation $C_{\gamma-1}(t)$ was obtained by using Eq. (3) of Ref. (8) and $C_x(t)$ from Fig. 4 of Ref. (8)

higher-order correlations of lifetime fluctuations can be immediately calculated from the second order ones. They are obtained directly, for example, using Wick’s theorem (47) and will be the same as the experimental observations. Results for the fourth order correlation for $a = 0.43, 0.5, 0.65$ are compared with the experimental data on flavin reductase from Ref. (48) in Fig. 3.4, to test the sensitivity of the calculation to the parameter $a$.

C. Memory kernel

The Cole-Cole relaxation has been mathematically cast into the formalism of continuous time random walk (CTRW), a diffusion with an associated memory kernel (32, 33). The difference between the usual random walk and CTRW is that in CTRW there is a distribution of times at which the random walker can take a step, unlike in conventional random walk where each step happens at a regular interval (50). This distribution of waiting times
Figure 3.4: Comparison of fourth order correlation from the experimental data of Ref. (48) with the calculated correlation using Cole-Cole relation using $a = 0.40, 0.50, 0.65$ and $b = 1$ in Eq. (3.7) and Wick’s theorem leads to a lasting memory in the diffusive dynamics in CTRW (50). The Cole-Cole dielectric response ($0 < a < 1$, $b = 1$) has been modeled mathematically (50) as a problem of anomalous diffusion using the formalism of CTRW with a memory kernel of

$$K(t) \sim \frac{1}{t^{1-a}}.$$ \hspace{1cm} (3.11)

For $a = 0.5$, this expression gives a memory kernel $K(t)$ of

$$K(t) \sim \frac{1}{\sqrt{t}}.$$ \hspace{1cm} (3.12)

Thus, an alternative way of representing the Cole-Cole relaxation mathematically for the present problem, when $a = 0.5$ and $b = 1$, involves a diffusive dynamics of the protein structure with a memory kernel of $1/\sqrt{t}$. This memory kernel is the same as that assumed
in Ref. (8) to fit the correlation to the observed fluorescence lifetime autocorrelation data, attributed there to $\delta \gamma_{nr}^{-1}$. It has been shown (8) that this memory kernel approach provides a useful mathematical model for summarizing the data although the origin of the memory kernel remains to be addressed. Thus one feature in the $\gamma^{-1}$ fluctuations modeled using dielectric dispersion is that the memory kernel can be obtained from the measurable $\epsilon(\omega)$.

IV. Discussion

A. General remarks

In the present chapter, a relation between the dynamic disorder (42), observed as catalysis rate fluctuations, to another experimental observable $\epsilon(\omega)$ is developed. This formulation is based on a role of electrostatic interactions in enzymatic catalysis (13, 16-28) and the relations derived previously relating various observables in single molecule experiments and fluctuations in electrostatic interaction energy (29). The possible origins of $\epsilon(\omega)$ in proteins and glasses have been discussed extensively in the literature (34-36, 38, 42), and are not the focus of the present article.

A relation between the autocorrelation function of fluorescence lifetime fluctuations and that of electron transfer donor-acceptor distance $(x)$ fluctuations was derived in Eq. (3) of Ref. (8). For the range of parameters involved, it can be verified using a perturbation expansion that the autocorrelations of the fluorescence lifetime and that of $x$ are the same after normalization. Because of this similarity, the functional form of the autocorrelation $C_x(t)$ shown in Ref. (8) is the same, to within a normalization constant, to that of $C_{\gamma^{-1}}(t)$, which in turn is equal to the present Eq. (3.10).

Other potential approaches interpreting the fluorescence lifetime autocorrelation function without invoking a memory kernel can be explored. In one of them a polymer dynamics model was used for the primary chain of the protein (35, 36). However, it was shown (52)
that the nanosecond timescale for the transition of $C^{-1}_\gamma(t)$ to $1/\sqrt{t}$ behavior in this model is not consistent with the experimental millisecond timescale.

B. Suggested experiments

1. Dielectric dispersion of proteins for which single molecule data on the fluctuations $\delta k(t)$, $\delta\gamma^{-1}(t)$ and $\delta\omega_0(t)$ are available, will be helpful in testing the present expressions. It would be helpful to have dielectric dispersion data on the milliseconds to seconds timescale for $\beta$-galactosidase and cholesterol oxidase enzymes on which $\delta k(t)$ were observed (6; 10) and flavin reductase on which $\delta\gamma^{-1}(t)$ were observed (7).

2. The fluorescence lifetime measurements can be performed by removing the quencher, for example Tyr35 in flavin reductase (7). Autocorrelation function measured in the absence of the quencher will be helpful in interpreting the relative contributions of the radiative and nonradiative components to $\delta\gamma^{-1}$. However, as noted earlier, if there is a common origin to both of these components, both $\delta\gamma_{nr}^{-1}$ and $\delta\gamma_r^{-1}$ can still be modeled using the present method.

V. Conclusion

The local fluctuations in the electrostatic interactions occurring in the milliseconds to seconds time scale in enzymes are modeled using the dielectric dispersion of the proteins. This model provides a formalism for interpreting the fluctuations in the observables on these timescales, which is presently not readily addressed using real time computational methods. Using the formulation presented earlier (29) relating various observables to the electrostatic interactions, both the stretched exponential behavior of the autocorrelation of catalysis rate and the power-law memory kernel in the fluorescence lifetime fluctuations can be modeled using a Cole-Cole dielectric behavior.
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Part II

Nonequilibrium fluctuations in single molecules
Chapter 4

Crooks’ fluctuation theorem for an activated process: relevance to single molecule unfolding experiments

The applicability of Crooks’ fluctuation theorem to systems with an activated process, especially with a coarse grained trajectory, is studied. The meaning of free-energy ($\Delta G$) obtained in that context is also given. While noting the experimental conditions for single molecule mechanical unfolding experiments, it is shown that when the applied force drops upon unfolding, as it happens in the experiments, the existing derivations of Crooks’ fluctuation theorem under nonequilibrium conditions are not applicable. It is, however, noted that the theorem is recovered for a quasiequilibrium case.

I. Introduction

When nonequilibrium work ($W$) is performed on a system, varying an external parameter ($\lambda$) of the system, the average work done, $\langle W \rangle$, is related to the free-energy difference ($\Delta G$) between the initial and final states by an inequality

$$\langle W \rangle \geq \Delta G .$$

(4.1)
The nonequilibrium work theorem or Jarzynski’s equality (1) focuses on a special way of averaging the nonequilibrium $W$ leading to an exact equality

$$\langle e^{-\beta W} \rangle = e^{-\beta \Delta G}. \quad (4.2)$$

The fluctuation theorem by Crooks (2) is about a relation between the nonequilibrium probability distributions of work done on the system and by the system when $\lambda$ is varied in forward ($F$) and reverse ($R$) directions in a predetermined way.

$$\frac{P_F(W)}{P_R(-W)} = e^{-\beta(\Delta G - W)} \quad (4.3)$$

In the simplest case $\lambda$ could be increased at a constant rate for the forward process and decreased at the same constant rate during the reverse process. Crooks’ theorem is a more general equality and Jarzynski’s equality follows from this fluctuation theorem.

The interest in these theorems is two-fold: 1. from the perspective of nonequilibrium statistical physics to verify these exact equalities and 2. from the interest in performing nonequilibrium experiments and simulations on biological molecules to obtain the free-energy differences.

There was a debate on the correctness of these theorems (3,4): that a comparison of the rate of work being done and the rate of heat loss leading to equilibration was not explicit in the derivation given by Jarzynski (1); and that Crooks theorem (2) needed equilibration at intermediate steps and the use of detailed balance condition. The proof for Crooks’ fluctuation theorem derived under certain conditions - markovian and instantaneous transition between the energy levels, in Refs. 5, 6 address the latter concern on the need for equilibration. Here, we specifically study the relevance of the derivations to the experimental system of unfolding single molecules. The present chapter does not focus on providing a new derivation, but re-examines the existing proofs for the subtleties of the assumptions. We point out that when the external parameter changes during unfolding, as in the single molecule
experiments, the existing derivations are not applicable. The need for the re-examination of the subtleties in the derivation comes from the fact that although Crooks’ theorem is understood when the external parameter is varied in a predetermined way, there is presently no discussion on the consequences of the jump in force mentioned above. However, it will be shown that the theorem is still applicable under quasiequilibrium conditions.

The previous studies on these nonequilibrium theorems for specific systems have focused on the Crooks' theorem for: (i) a classical gas in a diathermal cylinder and (ii) a fluid under constant shear (2) and on Jarzynski’s equality for: (i) a dilute classical gas system (7) (ii) an overdamped particle in a potential (8,9) and (iii) a Rouse polymer (10). These model systems do not have any activated process in them. We perform the analysis on a system with activated process to study the single molecule unfolding work distribution (11) experiments which were used to verify the fluctuation theorem (12).

II. Crooks’ theorem for an activated process

The goal of the present section is to extend the derivation existing in the literature to the case of activated coarse grained trajectories and to extract the meaning of $\Delta G$ when Crooks’ theorem is applicable. So we will only present the intermediate steps which are relevant to the present analysis. The proof in the present section goes through the route of fluctuation theorem for a Markovian system as given in Ref. 6. In the following we give specific references to some equations in Ref. 6 to complement our arguments. $P_F(W), P_R(-W)$ denote the probability distributions of work ($W$) in forward ($\mathcal{F}$) and reverse ($\mathcal{R}$) processes respectively. Positive work is done on the system during the forward process and negative work is done by the system during the reverse trajectory. The system considered has a series of energy levels. The state of the system is defined as the occupied energy level ($n_i$). The gap between the energy levels changes with the external parameter ($\lambda$), which is varied according to a predetermined protocol for all the trajectories. The statistical mechanical definition of work $W$ and heat $Q$ are used (13): $W$ is the change in energy of the occupied
level without any transitions between the different levels and \( Q \) is due to the transitions.

For a process with activation the trajectories involve occasional transitions between the macrostates, states 1 and 2 (which is the activation step), and more frequent transitions between the associated microstates. Some of the trajectories in that scenario may have a single transition between the two macrostates as shown below:

\[
\begin{align*}
n_{(A)} = n_0 \rightarrow n_1 \rightarrow \cdots \rightarrow n_i \rightarrow \text{activation} \rightarrow n_{i+1} \rightarrow \cdots \rightarrow n_N .
\end{align*}
\]  
\[ (4.4) \]

The above trajectory now includes activation as one of the steps. Also there will be other trajectories where no transitions to the second macrostate happen:

\[
\begin{align*}
n_{(B)} = n_0 \rightarrow n_1 \rightarrow \cdots \rightarrow n_N .
\end{align*}
\]  
\[ (4.5) \]

some other trajectories involving multiple transitions between the two macrostates:

\[
\begin{align*}
n_{(C)} = n_0 \rightarrow n_1 \rightarrow \cdots \rightarrow n_i \rightarrow \text{activation} \rightarrow n_{i+1} \rightarrow \cdots \rightarrow n_N ,
\end{align*}
\]  
\[ (4.6) \]

and several other possible combinations. We denote the generic stochastic trajectory corresponding to all the trajectories described above as:

\[
\begin{align*}
n_{(\tau)} = n_0 \rightarrow n_1 \rightarrow n_2 \rightarrow \cdots \rightarrow n_N
\end{align*}
\]  
\[ (4.7) \]

similar to Eq. (53) of Ref. 6. The system is in an initial state (energy level) \( n_0 \) at time \( \tau_0 = 0 \), undergoes transitions at time \( \tau_j \) from \( n_{j-1} \) to \( n_j \), and ends in \( n_N \) at time \( \tau_{N+1} = t \). As in Ref. 6, the considered trajectories have two parts to them: during the first part the external parameter \( \lambda \) is varied from \( \lambda_i \) to \( \lambda_f \) according to a predetermined protocol, and in the second part the system is allowed to equilibrate at the external parameter \( \lambda_f \). The reverse trajectory \( n(\bar{\tau}) \) is defined as that passing through exactly the same states as in the forward one, but in a time-reversed way. The ratio of the probabilities of the forward
and reverse trajectories is given in Eqs. (68), (69) and (75) of Ref. 6:

\[
\frac{P_F(n(\tau))}{P_R(n(\tau))} = \frac{P_0(n_0)}{P_0(n_N)} \left[ \prod_{j=1}^{N} W(n_{j-1}, n_j; \lambda(\tau)) \right] = \frac{P_0(n_0)}{P_0(n_N)} \left[ \prod_{j=1}^{N} W(n_{j-1}, n_j; \lambda(\tau)) \right]
\]

(4.8)

where \( P_0(n_0) \) and \( P_0(n_N) \) denote the equilibrium probabilities of states \( n_0 \) and \( n_N \) at the beginning of the forward and reverse trajectories respectively. \( W \) is the probability of transition between the states at a \( \lambda \) corresponding to time \( \tau \). The standard relation of the ratio of the transition probabilities in the forward and reverse directions is (Eq. (48) of Ref. 6)

\[
\frac{W(n_{j-1}, n_j; \lambda(\tau))}{W(n_j, n_{j-1}; \lambda(\tau))} = e^{-\beta(E_j - E_{j-1})}
\]

(4.9)

where \( E_j \) is the energy of the state \( n_j \). It should be noted that the above relation for transition probabilities is valid arbitrarily far from equilibrium, although the detailed balance condition involving the occupancy probabilities is an equilibrium condition.

Using the statistical physics definitions of \( W \) and \( Q \) during the trajectory, noted earlier, the heat lost during the jump from \( n_j \) to \( n_{j-1} \) is \( \delta Q_j = E_j - E_{j-1} \). Using this condition in Eq. (4.9) it can be shown that

\[
\frac{P_F(n(\tau))}{P_R(n(\tau))} = \frac{P_0(n_0)}{P_0(n_N)} e^{-\beta Q}
\]

(4.10)

where \( Q \) is the total heat loss over the forward trajectory composed of the heat lost over each of the transitions between the energy levels.

As \( \lambda \) is varied, the probabilities of occupancies of each of the microscopic states and the probability of transition between the macrostates change, but there is a non-zero probability of occupying both the macrostates at any value of \( \lambda \). So \( P_0(n_0) \) is given with respect to the
combined free-energy of both the macrostates 1 and 2.

\[
P_0(n_0) = \frac{e^{-\beta E_{n_0}(\lambda_i)}}{\sum_1 e^{-\beta E(\lambda_i)} + \sum_2 e^{-\beta E(\lambda_i)}} = \frac{e^{-\beta E_{n_0}(\lambda_i)}}{e^{-\beta G_1(\lambda_i)} + e^{-\beta G_2(\lambda_i)}} = \frac{e^{-\beta E_{n_0}(\lambda_i)}}{e^{-\beta G(\lambda_i)}}
\]

\[
P_0(n_N) = \frac{e^{-\beta E_{n_N}(\lambda_f)}}{\sum_1 e^{-\beta E(\lambda_f)} + \sum_2 e^{-\beta E(\lambda_f)}} = \frac{e^{-\beta E_{n_N}(\lambda_f)}}{e^{-\beta G_1(\lambda_f)} + e^{-\beta G_2(\lambda_f)}} = \frac{e^{-\beta E_{n_N}(\lambda_f)}}{e^{-\beta G(\lambda_f)}}
\]

(4.11)

where \(\sum_1, \sum_2\) denote the sums over all microstates corresponding to the macrostates 1 and 2 respectively, and the following notation was used

\[
e^{-\beta G(\lambda)} = e^{-\beta G_1(\lambda)} + e^{-\beta G_2(\lambda)}.
\]

(4.12)

With a similar definition for \(\hat{P}_0(n_N)\) and further algebra as given in Section X of Ref. 6, it can be shown that

\[
\frac{P_{\mathcal{F}}(n(\tau))}{P_{\mathcal{R}}(n(\tilde{\tau}))} = e^{-\beta(\Delta G - W)}
\]

(4.13)

where \(\Delta G\) is the difference between the equilibrium free energies of the system at \(\lambda_f\) and \(\lambda_i\)

\[
\Delta G = G(\lambda_f) - G(\lambda_i)
\]

(4.14)

\(G(\lambda)\) defined as in Eq. (4.12). Eq. (4.13) is the Crooks’ theorem for activated process, where the ratio of the probabilities of the same trajectory in the forward and backward directions in terms of the work done during the nonequilibrium trajectory and the equilibrium \(\Delta G\) given by

\[
\Delta G = -k_B T \ln \left[ e^{-G_1(\lambda_f)/k_B T} + e^{-G_2(\lambda_f)/k_B T} \right] + k_B T \ln \left[ e^{-G_1(\lambda_i)/k_B T} + e^{-G_2(\lambda_i)/k_B T} \right]
\]

(4.15)

Although the probabilities \(P_{\mathcal{F}}(n(\tau)), P_{\mathcal{R}}(n(\tilde{\tau}))\) change with the protocol for varying \(\lambda\), the relation in Eq. (4.13) with their ratio is independent of the protocol. It should be noted
that $\mathcal{W}(n_{j-1}, n_j; \lambda(\tau))$ is required for calculating $P_F(n(\tau))$ and $P_R(n(\tilde{\tau}))$ individually, but the ratio is independent of the actual functional form of $\mathcal{W}(n_{j-1}, n_j; \lambda(\tau))$.

III. Application to single molecule unfolding experiments

The differences in analyzing single molecule data will be described after the experimental conditions are described below. In the measured force-extension ($F - x$) curves of P5ab (14), there is a sudden drop in the force at about 14 pN indicating the folding $\rightarrow$ unfolding transition. This unfolding leads to an extension of $\sim 18$ nm and the composite system of beads, handles and RNA hops from the folded to unfolded states. During the trajectory with a given force ramp rate, the only measurable feature is the hop between two macrostates - folded and unfolded and not the corresponding microstates. So until the point of transition, neither the work done nor the heat transferred is measurably different for different runs of the experiment. For example the curve at 1 pN/s can be exactly overlapped on the 10pN/s curve up to the point of transition (14). In some experiments on DNA unfolding, there were several intermediates for very long DNA, with each step ranging up to hundreds of base pairs (15, 16). When the number of base pairs in RNA/DNA is small, the unfolding happens in one step (17) without any intermediates. This is a cooperative transition which can be modeled by a two-state process.(18)

To make the Crooks’ theorem and Jarzynski’s equality applicable, a clear definition of the trajectories is needed, and the ratio of the forward and reverse trajectories can then be obtained following the analysis in the previous section. Because of the experimental observation, the system can be redefined as a two-state process with transitions between the folded and unfolded states, similar to Fig. 2C of Ref. 14. The validity of fluctuation theorem for a two-state system in an entirely different context was verified recently (19).

Also, it can be seen from Fig. 1 of Ref. 12 that the control parameter $F$ drops during the unfolding. So, the equivalent of Eq. (4.9) for the single molecule unfolding trajectory with
unfolding/refolding is

\[
\frac{\mathcal{W}(f, u; F_u)}{\mathcal{W}(u, f; F_f)} = \frac{\mathcal{W}(f, u; F_u)}{\mathcal{W}(u, f, F_u - \delta F)}
\]  \hspace{1cm} (4.16)

where \(\delta F\) is the drop in the force when the molecule unfolds and so the difference between the unfolding force \(F_u\) and refolding force \(F_f\) for the same trajectory. \(\delta F\) is experimentally seen to be a significant value of about 1.9 pN in Ref. 12. The same problem also appears in the proof given in Ref. (20) where

\[
P(A^\lambda B) = e^{-\beta(E_{B,\lambda} - E_{A,\lambda})}
\]  \hspace{1cm} (4.17)

was used to derive the final result. As pointed out earlier, \(\lambda\), which is the applied force on a RNA hairpin, for \(A \rightarrow B\) is different from the \(\lambda\) for \(A \leftarrow B\), when \(A\) and \(B\) represent the folded and unfolded states. The analysis differs from that in Eq. (4.9) because corresponding to the same work done, the unfolding and refolding happen at forces separated by \(\delta F\). In a nonequilibrium experiment, the ratio in Eq. (4.16) will be independent of the functional form of \(\mathcal{W}\) only when both unfolding and refolding in a given trajectory happen at the same external parameter, i.e.,

\[
\delta F \approx 0,
\]  \hspace{1cm} (4.18)

otherwise the functional form of \(\mathcal{W}\) is needed for the evaluating the ratio in Eq. (4.16). In the framework of the existing proofs to the Crooks’ theorem (Refs. 2, 5 and 6), this is an assumption and so these derivations are not suited for the nonequilibrium single molecule unfolding/refolding trajectories with a finite \(\delta F\).

However, when the experiments are performed under quasi-equilibrium conditions, the functional form of \(\mathcal{W}\) is known. The probability of unfolding or refolding at a force \(F\) and \(F - \delta F\) respectively will depend upon the activation barriers to unfolding and refolding as
The ratio of these two transition probabilities yields

\[
\frac{W(f, u; F_u)}{W(u, f; F_u - \delta F)} = e^{-(\Delta G_u(F) - \Delta G_f(F - \delta F))/k_B T} = e^{-\delta Q/k_B T}
\]

where \(\delta Q\) is the heat lost in the step involving an activation. Using Eq. (4.19), Crooks’ theorem can be recovered under quasi-equilibrium condition following steps similar to those following Eq. (4.9).

IV. Discussion

The result in Eq. (4.8) was previously derived in the literature (6). The current work focuses on the subtleties in the two parts in this equation. The first is on the meaning of \(P_0(n_0)/\tilde{P}_0(n_N)\) for the activated process, which gives rise to the equation for \(\Delta G\) in Eq. (4.15). If Eq. (4.15) is applied under quasi-equilibrium conditions to single molecule experiments performed such that the molecule is extremely likely to be in the unfolded (folded) state at the minimum (maximum) force applied on the system, the \(\Delta G\) obtained by applying Crooks’ theorem is given by using Eq. (4.15) as

\[
\Delta G = G_u(F = F_m) - G_f(F = 0)
\]

where \(G_u(F = F_m)\) is the free-energy of unfolded state at the maximum force \(F_m\) applied on the molecule and \(G_f\) is defined similarly. However, when the experimental conditions are such that both the states are likely with comparable probabilities at the maximum and minimum applied forces, then the complete expression in Eq. (4.15) should be used. This could be the case when \(\lambda\) is varied to study the free-energy difference between two allosteric forms of an enzyme, with comparable probabilities of occupancy.

The second part was on the ratio \(W(n_{j-1}, n_j; \lambda(\tau))/W(n_j, n_{j-1}; \lambda(\tau))\) in Eq. (4.8), when the molecule undergoes unfolding. Because of the drop in the force upon unfolding, for the same trajectory, the external parameter values are different for the forward and reverse
trajectories. The condition relating the transition probabilities between forward and reverse
directions at the same \( \lambda \) to the energy difference between the states (Eq. (4.9)) is then not
applicable. However as noted earlier, under quasi-equilibrium conditions, the functional
forms of \( W(f, u, F) \) and \( W(u, f, F - \delta F) \) can be obtained in terms of activation barriers
and Crooks' theorem can be derived under the quasi-equilibrium conditions.

V. Conclusions

Crooks' theorem as applicable to coarse-grained activated process with two state trajectories
in single molecules was analyzed. It is shown that one of the experimental conditions that
the force drops significantly as the molecule undergoes folding to unfolding transition makes
the existing derivations for the identity inapplicable under nonequilibrium conditions. It was
also shown that the equality in Crooks' theorem can be recovered under quasi-equilibrium
conditions.
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Chapter 5

Single molecule unfolding experiments: generalized Bell’s formula and Crooks’ theorem

The use of Bell’s escape rate to model the single molecule mechanical unfolding experiments and to verify Crooks’ theorem for such a model are explored. Bell’s analysis models the distortion of free-energy surface of a molecule under an applied force. Using Bell’s analysis for modeling unfolding and refolding force distributions, the difference between satisfying Crooks’ theorem for the ratios of the forward and backward probability distributions and having a common intersection point for the two distributions is highlighted. The former is important to extract a meaningful free-energy (ΔG) from the measurements.

I. Introduction

With the recent advances in experimental techniques, several single molecule experiments have become possible. Such experiments include mechanical unfolding of RNA (1;2), proteins (3,4) and simultaneous measurements of force and velocity of optical beads (5). There are also theoretical studies related to such single molecule experiments (6,7). A few experiments used overdamped optical beads (5,8) and the unfolding of single molecules (9, 10) to verify Jarzynski’s equality (11) and Crooks’ fluctuation theorem (12). Jarzynski’s equality and Crooks’ theorem, described briefly in the introduction to Chapter 4, can be used to
extract free-energy difference ($\Delta G$) between two equilibrium states (folded and unfolded for example) of the system using the work performed in nonequilibrium experiments. The indistinguishability of the force-extension trajectories of the single RNA and the handles system for various pulling rates up to the unfolding point (1) is noted; this encourages application of Bell’s escape rate analysis to the unfolding/refolding force distribution. In this chapter, we explore the possibility of using Bell’s escape rate analysis to gain insight into the use of experiments used to verify Crooks’ theorem for single molecule unfolding experiments. The externally controlled parameter in these experiments, force, undergoes a jump as the molecule unfolds. This jump in the external parameter is not one of the conditions in the derivation of the Crook’s theorem and so it motivates the present study on an alternative interpretation of the experiments.

II. Unfolding force and work distributions

A critical unfolding force of $\sim 13 - 14$ pN is experimentally observed (1,2,13) obtained for basepairs of different lengths with up to hundreds of base pairs being broken simultaneously (13,14). This critical force suggests that the activation barrier involved in the cooperative folded to unfolded transition is probably due to the block caused by a few base pairs. G-C rich areas usually form such bottlenecks in DNA (13,15). Similarly for the refolding transition, the activation is probably the nucleation of a few basepairs, which is followed by a zipping of the rest of the base pairs (2).

In the RNA P5ab mechanical unfolding experiments, multiple transitions between the folded and the unfolded states (recrossings) were seen within the experimental sensitivity of 20 Hz - 20 kHz at slow velocities (1,9). Since the recrossings were not explicitly discussed in the data of Collin et al. (10) or Manosas et al. (16), we will consider only the trajectories that do not have any recrossings. The probability of such a trajectory with no recrossings is essentially given by the probability for the first folded to unfolded transition (or unfolded to folded in the reverse trajectory).
This unfolding transition can be modeled as an escape over an activation barrier where the applied force distorts the barrier to change the escape rate $\nu_u(t)$ from the folded to unfolded states (17). The probability of having the unfolding at time $t$ during the forward trajectory is:

$$P_u(t) = \nu_u(t) \left[ \exp \left( - \int_0^t \nu_u(\tau) d\tau \right) \right]$$

(5.1)

where the term in the square brackets is the survival probability in the folded state up to time $t$ and $\nu_u(t)$ is the probability of escape from the folded to unfolded states at time $t$. The probability for the activated refolding process can be written similarly. From Fig. 1 of Ref. (10), it can be seen that the area under the $F-x$ curve (the work done) is linearly dependent on the unfolding force. And the work distribution can be computed using unfolding force distribution.

As noted earlier, the escape from folded to unfolded states happens because of the distortion of the free-energy surface and the reduction of the activation barrier with the applied force $F$ (17). An exact computation of $\Delta G_u$ (or $\Delta G_f$) dependence on $F$ will require a knowledge of the energy landscape of the RNA and we do not discuss it here. So, the dependence of $\Delta G_u$ (or $\Delta G_f$) on $F$ will be treated phenomenologically to gain insight into the applicability of the fluctuation theorem to the unfolding experiments. The effect of having a linear and nonlinear dependence of the activation free energies for unfolding ($\Delta G_u$) and refolding processes ($\Delta G_f$), on $F$ are considered.

**Linear $\Delta G_u(F)$ and $\Delta G_f(F)$**

A common assumption is that the effective activation free-energy changes linearly with the applied force (18):

$$\Delta G_u(F) = \Delta G_u(0) - F\Delta x$$

(5.2)
where $\Delta x$ is usually interpreted as the difference in the position between the equilibrium value and the transition state (1;17). Substituting Eq. (5.2) in Eq. (5.1), the probability distribution of the unfolding force is given in terms of the frequency of escape at time $t$ given by $\nu_u(t) = \nu_0 \exp(-\mu t \Delta x/k_B T)$ and the force ramp rate $\mu = F/t$ as (17):

$$P_u(F) = \frac{1}{\mu} \nu_0 e^{F \Delta x / k_B T} e^{-\frac{1}{\mu} \int_0^F \nu_0 e^{F \Delta x / k_B T} dF}$$  \hspace{1cm} (5.3a)$$

$$P_u(F) = \nu_0 e^{F \Delta x / k_B T} - \ln(\mu) - \frac{\nu_0 k_B T}{\Delta x} e^{-\ln(\mu)} \left( e^{F \Delta x / k_B T} - 1 \right)$$  \hspace{1cm} (5.3b)$$

Eq. (5.3b) is obtained performing the integrations in Eq. (5.3a) and by using the identity $1/\mu = \exp(-\ln(\mu))$. As can be clearly seen from Eq. (5.3b), the probability distribution gets shifted without any change in the variance of the distribution as the force ramp rate $\mu$ changes. This can also be guessed based on Eq. (14) of (17) which gives an expression for the variance of the distribution in terms of the rate. However it was seen experimentally that the distribution of $W$ widens with increasing $\mu$ (c.f. Fig. 2 of Ref. (10)).

The work distribution for unfolding and refolding calculated using $P_u(F)$, $P_f(F)$ and the relation between $F$ and $W$

$$W = 23 k_B T + 4.76 (k_B T/pN) F$$  \hspace{1cm} (5.4)$$

obtained from Fig. 1 of Ref. (10) is shown in the present Fig. 5.1. It should be noted that although the variance of the calculated distribution does not change with $\mu$ as it does in the experiments, the crossing of the unfolding and refolding work distributions happens at the same $W$ irrespective of $\mu$. We will comment on this behavior later. Thus the linear dependence of the unfolding barrier on $F$ is inadequate to model the experimental probability distributions. As shown in Fig. 5.2, the log of the ratio of the forward and reverse distributions has a slope of 1.8 in a plot against $W$. If Crooks’ theorem is applicable
Figure 5.1: Probability distribution of work using the unfolding force distribution from Eq. 5.3b. The inset is a zoom of the curves highlighting that the crossing of the forward and reverse trajectories happens at the same point irrespective of $\mu$

to the model we considered, the slope would be 1.

**Nonlinear $\Delta G_u(F)$**

As the linear $\Delta G_u(F)$ did not yield the correct behavior, we consider other models for $\Delta G_u$ which were used to account for the change in the variance of the distributions with $\mu$ (6,18). Essentially the broadening of the distribution at higher $\mu$’s is because of the nonlinear $\Delta G_u(F)$. One of the reasons for the the nonlinear dependence of of $\Delta G_u$ on $F$ is that although the free-energy landscape changes linearly with the applied force and also the positions of the minima and maxima themselves change (19). The logarithm of the average lifetime in each of the states as a function of applied force as measured by (2) and the logarithm of the equilibrium constant as a function of the applied force as measured by (1) are almost linear, however the nonlinearity needed in the present analysis can be within the errorbars of the experiments.
Figure 5.2: $\ln(P_u(W)/P_f(-W))$ vs. $W$ to check the validity of Crooks theorem for the model used. The slope of the above plot is $\approx 1.8$

A phenomenological functional form is used for the activation free-energy for unfolding

$$\Delta G_u(F) = a - bF + cF^2.$$  \hfill (5.5)

By performing the integration as in Eq. (5.3a) but with a nonlinear $\Delta G_u(F)$ from Eq. (5.5), the unfolding force distribution is given as:

$$P_u(F) = \frac{1}{\mu}e^{-a+bF-cF^2} e^{-\frac{\sqrt{\pi}}{2\sqrt{a}} \left( \text{erf}\left(\frac{b-2\sqrt{a}F}{2\sqrt{a}c}\right) - \text{erf}\left(\frac{b}{2\sqrt{a}c}\right) \right)}$$  \hfill (5.6)

where $\text{erf}$ is the error function. The work distribution obtained using this unfolding force distribution was fitted to the distributions measured in Ref. (10) for all three force ramp rates. A comparison of the calculated unfolding distributions with experimental observations is given in Fig. 5.3. We used $a = 67 \ k_B T$, $b = 5.7 \ k_B T/pN$ and $c = 0.11 \ k_B T/pN^2$ for the barrier to unfolding were used in the calculations.
It should be noted that the fit is not to each of the distributions at different force-ramp rates independently, but a common $\Delta G_u$ which gives all the distributions simultaneously depending upon the ramp rates. With data at more ramp rates ($\mu$) than the presently available one at three $\mu$’s (1), possibly the $\Delta G_u$ can be extracted with minimal errors in the parameters in Eq. 5.5.

For the refolding trajectories, a second order nonlinearity was not sufficient to fit all the three distributions, so we used

$$\Delta G_f(F) = a' - b'(F_m - F) + c'(F_m - F)^2 + d'(F_m - F)^3 + e'(F_m - F)^4 \quad (5.7)$$

and the integrations were performed numerically to obtain the distribution. Here $F_m$ is the maximum force applied to the molecule in the experiment. The calculations were performed with parameters $a' = 84.1 \, k_B T, b' = 6.9 \, k_B T/pN, c' = 0.126 \, k_B T/pN^2, d' = 2.94 \times 10^{-5} \, k_B T/pN^3, e' = 7 \times 10^{-6} \, k_B T/pN^4$ and the experimental parameter $F_m = 23 \, pN$ and were compared with experiments in Fig. 5.3.

### III. Crooks’ theorem for the model

In Ref. (10), the $P_u(W)$ and $P_f(-W)$ curves cross at the same $W$ irrespective of the $\mu$. It was shown (10) that if Crooks’ theorem is obeyed, the crossing points are expected to be the same as $\Delta G$

$$\frac{P_u(W)}{P_f(-W)} = e^{-\beta(\Delta G - W)} = 1$$

and so

$$W = \Delta G \quad (5.8)$$

However the converse need not be true. The work distributions for unfolding and refolding, $P_u(W)$ and $P_f(-W)$, in our model may intersect at a common $W$ for different $\mu$’s, but may not satisfy Crooks’ theorem as illustrated in Fig. 5.2.
Figure 5.3: Calculated unfolding and refolding work distributions compared with the experiments. Solid lines are from the calculations and the dashed lines from Ref. (6)

According to Eqs. (5.1) and (5.6) for the unfolding distribution, the first part ($\nu_u(t)$) contributes to the rising part of $P_u(F)$ and the second - survival probability - to the decay of $P_u(F)$. As long as the crossing of the two distributions happens with in the region where survival probability is nearly equal to 1, the probability of intersection is seen to be independent of $\mu$. So, the crossing happens at $F$ defined by

$$\nu_u(F) = \nu_f(F) \Rightarrow \Delta G_u(F) = \Delta G_f(F).$$  \hspace{1cm} (5.9)

The common crossing point corresponds to the force at which the effective barrier in the forward direction equals that in the reverse direction and so is independent of the rate $\mu$ which only governs the survival probability. However it can be verified numerically that the more the character of the survival probability part of $P_u(F)$ is seen i.e., the intersection point close to the peaks of the distributions, the more the crossing point differs for various
\( \mu \). Similarly the following ratio of forward and reverse probabilities can also be evaluated.

\[
\ln \left( \frac{P_u(F)}{P_f(F)} \right) = -\Delta G_u(F) + \Delta G_f(F).
\]  

(5.10)

This means that the slope of \( \ln (P_u(W)/P_f(-W)) \) vs. \( W \) in the present model will depend upon the system dependent parameters such as \( a, a', b, b' \ldots \) in Eqs. (5.5) and (5.7) and the relationship between unfolding force \( F \) and the work done \( W \). Although we find in Fig. 5.4 a slope of 0.75, close to 1, for \( \mu = 7.5 \) pN/s, 20 pN/s, it is a pure coincidence for our model. For \( \mu = 1.5 \) pN/s the slope differs a lot from unity and the plot itself deviates significantly from linearity. This shows that to be sure that the result obtained from the intersection of \( P_u(W) \) and \( P_f(-W) \) is actually the free-energy difference (\( \Delta G \)) between the unfolded state at \( F = F_m \) and the folded state at \( F = 0 \), one needs to verify the Crooks’ theorem for the ratios of trajectories besides just the common intersection point for various \( \mu \)'s.
IV. Unfolding experiments vs. fluctuation theorem

The model system in the previous sections thus shows the importance of recognizing the
following features in single molecule unfolding experiments for verifying Crooks theorem
and using it to extract $\Delta G$: 1. intersection of the forward and reverse probability distrib-
utions happens at a common value of $W$ for various $\mu$’s 2. the range of $W$ over which
the plot of $ln \left( \frac{P_u(W)}{P_f(-W)} \right)$ vs. $W$ is linear and 3. the verification of the slope of
$ln \left( \frac{P_u(W)}{P_f(-W)} \right)$ vs. $W$ to be 1 in this linear range to test the Crooks’ theorem.

V. Conclusions

We analyzed single molecule unfolding/refolding experimental data using Bell’s escape rate
formalism with a phenomenological activation barrier that depends $(i)$ linearly and $(ii)$
nonlinearly on the applied force $F$. Using the Bell’s escape rate analysis we note that the
crossing of forward and backward probability trajectories at the same $W$ for various $\mu$’s is
different from obeying Crooks’ theorem, and that the latter is needed to estimate $\Delta G$. 
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Part III

UV photodissociation of $\text{N}_2\text{O}$
Chapter 6

Isotopomer fractionation in the UV photolysis of N$_2$O: comparison of theory and experiment. I

In the photodissociation of N$_2$O, absorption cross sections differ with isotopic substitution, leading to a wavelength-dependent fractionation of the various isotopomers. Several models ranging from shifts by zero-point energy differences to propagation of wave packets on the excited electronic state potential energy surface have been proposed to explain the observed fractionations. We present time-independent fractionation calculations for the absorption cross section of N$_2$O using multidimensional reflection principle and the ab initio potential energy surface for N$_2$O. An empirical broadening was used in the calculated cross-section to match with the experiments. Using this absorption cross section calculation, the fractionation of isotopologues 447 (notation for $^{14}$N$^{14}$N$^{17}$O), 448, 456, 546 and 556 were calculated and compared with the experiments. Besides largely agreeing with the experimental data, these calculations have the advantage of not being computationally intensive. The present computations also provide data for the slope of a three-isotope plot of the fractionation of 447/446 relative to 448/446, using the fractionations at different wavelengths. The resulting slope is compared with a perturbation theoretical expression for direct photodissociation given in Chapter 7.
I. Introduction

Nitrous oxide ($\text{N}_2\text{O}$) is an efficient greenhouse gas and a source of singlet oxygen. Even though its concentration in the atmosphere is about three orders of magnitude less than that of $\text{CO}_2$, it gains its importance because its per-molecule global warming potential is about $200 \text{–} 300$ times that of $\text{CO}_2$ (1). Isotopomer fractionation measurements are important in determining sources and sinks of atmospheric gases (2; 3). The sources and sinks and the isotopic behaviour of $\text{N}_2\text{O}$ has been the subject of many studies (3; 4; 5), due to the atmospheric importance of $\text{N}_2\text{O}$. In the atmosphere there are two main pathways for removal of $\text{N}_2\text{O}$, photolysis and photo-oxidation by $\text{O}^1\text{D}$:

\[
\text{N}_2\text{O} + h\nu \rightarrow \text{N}_2^1\Sigma^+ + \text{O}^1\text{D} \quad (6.1)
\]

\[
\text{N}_2\text{O} + \text{O}^1\text{D} \rightarrow \text{N}_2 + \text{O}_2 \text{ or } 2\text{NO} \quad (6.2)
\]

Although a photo-dissociation can also yield triplet oxygen $\text{O}^3\text{P}$, this reaction has a negligible quantum yield (6), compared to the quantum yield of Reaction (6.1) that is nearly unity (6; 7). The quantum yield of the triplet formation was recently measured (8) to be about 0.5%. Reactions (6.1) and (6.2) form the principal means of $\text{N}_2\text{O}$ dissociation in the stratosphere, with contributions of about 90% and 10% respectively (9). The absorption in $\text{N}_2\text{O}$ is peaked at around 182 nm and is dominated by a singlet-singlet transition (10). The transition dipole moment for the particular transition is zero when the molecule is linear and so the transition is electronic-dipole-forbidden. The transition, however, becomes allowed when the molecule deviates from linearity.

Selwyn and Johnston (11) measured the ultraviolet absorption cross sections of various isotopomers of $\text{N}_2\text{O}$ over the wavelength range 172 to 197 nm and between 150 K and 500 K. In the analysis of their data, they concluded that the temperature dependence of the
absorption spectrum is due to the thermal activation of the bending mode. Further, no rotational structure was observed in their measurements. Several authors have performed laboratory experiments to study the relative absorption cross-sections/photolysis rates of various isotopomers (12; 13; 14). Atmospheric observations have been made to obtain the relative abundances of various isotopomers of N$_2$O (4; 15; 16). Prasad (17) proposed the possibility of new atmospheric sources of N$_2$O to account for the isotopomer fractionations. Yung and Miller (18) explained the lack of isotopomer enrichment in N$_2$O at 185 nm (12) by introducing a model for isotopomer fractionation that varied with absorption wavelength. In their model, isotopomer fractionation was calculated based on changes in the wavelength-dependent isotopomer optical absorption cross section due to differences in the zero-point energy (ZPE) of the isotopomers. While this model could provide only qualitative agreement with the experimental results, it motivated many wavelength dependent fractionation measurements (13; 14; 19; 20).

After this 1997 advance, efforts were made to bring the model into closer agreement with experimental measurements, and a time-dependent quantum mechanical calculation was made (21) based on ab initio potential energy surfaces obtained in Ref. (10) and using a propagated wave packet. The inclusion of the details of the potential energy and dipole moment surfaces into the analysis was a significant improvement. The results of their insightful work do not provide a full explanation of the experimental results (compare Figs. 6.2-6.4 given later). One possibility, as indicated in the normalization constant used for the ground vibrational state in their Eq. (10) and confirmed by private communication [Johnson, private communication, April 2005], was that the two-dimensional (2-D) nature of the bending vibration was treated as a bending in a plane for calculating bending mode wavefunctions, then treating the 2-D aspect only by a degeneracy factor. The 2-D bending vibrational wavefunctions differ from those for a single bending vibration in a plane. Using the present calculational method, the effect of using a single bending mode method as a substitute for the 2-D one is given later in Section IV.
In the experiments of Kaiser et al. (20), a depletion of some heavier isotopomers at 185 nm was recorded for the first time, while Johnson et al. (21) predict enrichment or near-zero fractionation. Blake et al. (22) achieved good results for the fractionation of 448 by adding a new feature to the ZPE model: the zero-point energy of the isotopomer affects not only the position of the absorption cross-section but also the width. They fitted the absorption spectrum to a Gaussian form to extract the parameters for the most abundant isotopomer, 446. Liang et al. (23), continued in a similar direction but they assumed, instead, that the ZPE contribution was from the two stretching modes rather than from all the modes, presumably because it yielded good results even for 546.

However, the actual experiment-based physics of the dissociation show that the two stretching modes play a very different role from each other, and the bending modes also play a very important role. Hanisco and Kummel (24) showed that the photodissociation of N$_2$O yields vibrationally cold (about 98% of dissociated N$_2$ is in the $\nu'' = 0$ state) and rotationally hot ($J = 74$) molecular nitrogen. Upon excitation to the higher electronic state, the N-O stretching mode becomes a repulsion and leads to a dissociation, while the N-N is not significantly excited. So, treating the two stretching modes on the same basis and excluding the bending is at odds with these observations.

Von Hessberg et al. (14) have published high precision cross-section measurements of 456, 546 and 556, over a wavelength range 181 nm-218 nm at 233 K and 283 K. The fractionation values computed from these cross-section measurements form an extensive set of data that can help in understanding the atmospheric measurements. Nanbu and Johnson (25) have removed a restriction present in the earlier $ab$ initio calculations by calculating the full three-coordinate potential energy surface and using it for the cross-section and isotopomer fractionation computations. The wavefunctions used in this chapter for forming the wavepacket are the 2-D bending ones [Johnson, private communication, April 2005].

In the present chapter, a time-independent multidimensional reflection principle is used
for the calculation of the absorption cross sections of the N$_2$O isotopomers and thereby the fractionations of the heavy isotopomers relative to the 446. This method, described in section II, focuses on the envelope of the absorption cross-section rather than on the weak superimposed structure. We use the experimental force constant data to calculate the normal mode frequencies of the N$_2$O molecules in their initial vibrational state and hence calculate the wavefunctions. We use the \textit{ab initio} potential energy surfaces calculated in Ref. (26). These potential energy surfaces depend on two coordinates, like the ones in Ref. (10). Experimentally, the N-N bond distance changes by only 3% during dissociation and was assumed constant in these two coordinate potential energy surface calculations. Nanbu and Johnson (25) have relaxed this restriction of keeping the N-N bond fixed. However, their potential energy surface data have not been published as yet and we have used the latest surfaces published in Ref. (26).

The article is organized as follows: the theory is presented in Section II, the detailed procedure for the present calculations in Section III, the results are presented and discussed in Section IV and conclusions are drawn in Section V.

II. Theory

Photodissociation is classified as either indirect (or predissociation) or direct. In the latter, the parent molecule dissociates immediately upon excitation to the upper electronic state. In indirect photofragmentation a potential barrier hinders direct fragmentation of the excited complex and the wavepacket spends a finite lifetime in the local potential energy well before dissociating. Direct dissociation is characterized by a diffuse, almost structureless absorption spectrum. A comparison among the absorption cross-sections of bands corresponding to direct, nearly-direct and indirect dissociations can be found in Fig. 1.6 of Ref. (27). In the case of N$_2$O, the broad envelope, with a superimposed weak structure, indicates that the dissociation proceeds primarily in a direct way. We are interested in the envelope of the absorption cross section, and calculate the energies absorbed in a vertical transition
from electronic ground to excited state. This procedure automatically includes the contribution due to the partial absorption cross sections corresponding to various quantum states of dissociating molecule. The formal theory for this behavior for multidimensional systems is due to Heller (28) and an early version is described in Ref. (27). It is summarized here, together with a more accurate version given in (29).

A. Absorption cross section

The molecular quantum states are given in terms of all electronic \((X)\) and nuclear \((R)\) coordinates. We consider the transition of the molecule from the initial molecular quantum state \(I\), with energy \(E_I\), to a final quantum state \(F\), with energy \(E_F\). The absorption cross section, \(\sigma_{FI}(\omega)\), for an allowed transition is given in terms of the electric dipole operator \(d\) of the molecule as in Eq. (6.3), an example of Fermi’s Golden rule.

\[
\sigma_{FI}(\omega) = \frac{\pi}{\hbar \epsilon_0 c} \omega \delta(\omega_{FI} - \omega) |\langle F | e \cdot d | I \rangle|^2 \tag{6.3}
\]

where \(\omega_{FI} = (E_F - E_I)/\hbar\) is the corresponding ‘transition frequency’, \(e\) is a unit vector in the direction of the polarization of the electric field and \(|\langle F | e \cdot d | I \rangle|\) is the matrix element for the transition from the initial to the final states. Eq. (6.3) is applicable equally to bound-bound, bound-free and free-free transitions and is the key equation for the time-independent photodissociation for spin-allowed, dipole allowed transitions.

To compute the absorption cross section in the present case, the Born-Oppenheimer approximation is introduced, separating the molecular wavefunction into a nuclear part \(\Psi(R)\) and an electronic part \(\Phi(X,R)\). The electronic wavefunction will be indexed by \(i,f\) and the nuclear wavefunction by \(\nu,\nu'\), respectively, corresponding to the initial and final states. The absorption cross section \(\sigma_{i\nu}(\omega)\) for transition from the initial electronic and vibrational
(vibronic) state \((i, \nu)\), to the possibly degenerate final vibronic states \((f, \nu')\) is given as:

\[
\sigma_{i\nu}(\omega) = \frac{\pi}{\hbar \epsilon_0 c} \sum_{\nu'} \omega \delta(\omega_{f\nu',i\nu} - \omega) \left| \langle \Psi_{\nu'} | \langle \Phi_f | e, d | \Phi_i \rangle | \Psi_{\nu} \rangle \right|^2 \\
= \frac{\pi}{\hbar \epsilon_0 c} \sum_{\nu'} \omega \delta(\omega_{f\nu',i\nu} - \omega) \left| \langle \Psi_{\nu'} | e, \mu_{f_i} | \Psi_{\nu} \rangle \right|^2
\]

(6.4)

where \(\mu_{f_i} = \langle \Phi_f | d | \Phi_i \rangle\) is the transition dipole moment, \(\omega_{f\nu',i\nu} = (E_{f\nu'} - E_{i\nu})/\hbar\) and the sum is over the nuclear vibrational states \(\nu'\) in the given final electronic state \(f\). When the initial state \(\nu\) is degenerate, one sums \(\sigma_{i\nu}\) over the degenerate states \(\nu\).

The above expression for the absorption cross section is in the time-independent form, and its calculation requires a knowledge of the nuclear wavefunctions in the upper electronic state. The calculation of the wavefunctions in the excited electronic state would normally be complicated, unlike that of the ground electronic state vibrational wavefunctions which can be found easily using a harmonic oscillator approximation for the vibrational potential energy. To circumvent this problem, we use a Franck-Condon type approximation, which is more easily seen in the time-dependent form (29; 30). Using the details sketched in Appendix A, one obtains the expression for the absorption cross section as:

\[
\sigma_{i\nu} = \frac{\pi \omega}{3 \hbar \epsilon_0 c} \int \left| \Psi_{\nu}(R) \right|^2 |\mu_{f_i}(R)|^2 \delta \left( \omega - (V_f(R) - \frac{1}{2} E_{i\nu})/\hbar \right) dR
\]

(6.5)

where \(\mu_{f_i}\) is the magnitude of the vector \(\mu_{f_i}\), \(V_f(R)\) is the potential energy of the excited state, \(E_{i\nu}\) is the average vibrational energy in the ground electronic state, and \(\frac{1}{2} E_{i\nu}\) is the average potential energy for the case of a harmonic oscillator.

In this final form for the absorption cross-section only the excited state potential surface, transition dipole moment surface, and the probability density in the ground electronic state are needed to calculate the absorption cross section. The wavefunctions in the excited electronic state are not needed. A reflection principle for the one-vibration coordinate case was used by Winans and Steuckelberg (31) and is also given in Herzberg (32). It was
generalized in Ref. (28) for the multidimensional case. However, in that expression, at the vibrational turning point the kinetic energy in the direction of steepest descent as well as normal to it was taken to be zero. This approximation was corrected later by Lee et al. (29) and our Eq. (6.5) is this corrected form of multi-dimensional reflection principle. In the present case the $\mathbf{R}$ in Eq. (6.5) denotes the internal coordinates for the asymmetric stretching vibration and the doubly degenerate bending vibration.

According to Eq. (6.5), the absorption at any frequency, $\omega$, is proportional to the probability that the initial state is at a $\mathbf{R}$ for which the vertical transition, given by the delta function in Eq. (6.5), is equal to the potential energy of the electronically excited state at $\mathbf{R}$ minus an average potential energy $\frac{1}{2}E_{iv}$, in the lower electronic vibrational state. Eq. (6.5) is implemented in section 4 to calculate the absorption cross section from each vibrational level in the ground electronic state and then the total absorption cross-section $\sigma(\omega)$ by using the thermal population as a weight.

B. Enrichment

Different isotopomers have the same potential energy function but differ in their normal mode frequencies and normal coordinates, and hence have different widths of the electronic ground-state wavefunctions. As such, they have different absorption cross sections $\sigma_{iv}(\omega)$, resulting in a wavelength dependent fractionation of isotopomers. Once the absorption cross sections for various isotopomers are calculated, the fractionation of the different isotopomers relative to the most common isotopomer can be found. The photodissociation rate $J(\omega)$ of a single molecule is given in terms of an absorption cross section $\sigma_{total}(\omega)$ calculated from $\sigma_{iv}$’s (Eq. (6.9)) as

$$J(\omega) = \sigma_{total}(\omega) I(\omega) \phi(\omega)$$

(6.6)

where $I(\omega)$ is the photon flux and $\phi(\omega)$ is the quantum yield at energy, $\hbar \omega$. The fractionation $\epsilon(\omega)$ of one isotopomer relative to another due to a one-step photolysis reaction can be
defined as the ratio of photodissociation rates,

$$
\epsilon(\omega) = \frac{J'(\omega)}{J(\omega)} - 1 = \frac{\sigma'_{\text{total}}(\omega)\phi'(\omega)}{\sigma_{\text{total}}(\omega)\phi(\omega)} - 1 = \frac{\sigma'_{\text{total}}(\omega)}{\sigma_{\text{total}}(\omega)} - 1
$$

(6.7)

where the last equality ($\phi'(\omega) = \phi(\omega) = 1$) holds when the upper state is purely dissociative with no singlet-triplet intersystem crossing in the dissociative state (Triplet-singlet spin-forbidden transitions are enhanced by nuclear spin-electron spin coupling (‘hyperfine interactions’) when one of the nuclei has a non-zero nuclear spin).

III. Procedure

The isotope effects enter into the calculation only through the ground electronic state vibrational wavefunctions and the energy $E_{iv}$. The potential energy surfaces and dipole moment function expressed in mass-independent internal coordinates are independent of isotopic substitution. The results of the potential energy and dipole moment surface calculations by Daud et al. (26) are given in terms of mass-dependent Jacobi coordinates and for the present use, they had to be re-expressed in terms of the internal coordinates (Appendix B).

In its electronic ground state $N_2O$ is a linear triatomic molecule and hence has four normal modes of vibration, the symmetric and asymmetric stretching modes and a doubly degenerate bending mode. As usual the wavefunctions for the ground electronic state are written in terms of the normal mode coordinates for these vibrations, and the total vibrational wavefunction is the product of the individual wavefunctions for each of the modes. In the normal coordinates the harmonic oscillator wavefunctions (for the asymmetric stretching and each of the two degenerate bending modes) are given in terms of the well-known Hermite polynomials (33). The vibrational ground state wavefunction for the asymmetric stretching mode is given, for example, as $(\alpha^2/\pi)^{1/4} e^{\exp (-\alpha^2r^2/2)}$, where $\alpha$ is a constant depending on normal mode frequencies, discussed in Appendix B and conversion factors from internal to normal coordinates, as discussed in Appendix C. Since the potential energy is dependent
only upon the magnitude of a bending angle \( \theta \) and not upon the angle \( \phi \) about the linear axis, the wavefunctions for the two degenerate bending modes can be combined so that the integrand in the Eq. (6.5) depends on wavefunctions as a function of \( \theta \) and not of the azimuthal angle \( \phi \). The corresponding wavefunctions for such a case are given in terms of Laguerre polynomials \((54; 33)\). For convenience, the first three wavefunctions for the degenerate bending vibrations are given in Table A in Appendix D.

Once the total wavefunction is found in terms of the normal coordinates, using the relationship between the internal and normal coordinates, also given in Appendix B, the wavefunctions are converted into functions of internal coordinates. The procedure and data needed for this transformation are given there.

For our calculations, the electronically excited state potential is approximated in the vicinity of the most probable initial spatial region by

\[ V = V_e - V_1(r_{NO}) - V_2(\theta), \]

where \( V_e \) is the difference of the potential energy of the excited electronic state from the average potential energy of ground electronic state, at the electronic ground state equilibrium position and \( (r_{NO}, \theta) \) denote the deviations from the equilibrium internal coordinates \( (r_{NO}^{eq}, \theta^{eq} = 0) \) in the lower electronic state. \( V_1(r_{NO}) \) and \( V_2(\theta) \) are the changes in potential energy as a function of the displacements \( r_{NO} \) and \( \theta \). In evaluating the \( \sigma_{iv} \) given by Eq. (6.5), \( \mathbf{R} = (r_{NO}, \theta) \) would thus be the relevant nuclear coordinates. The volume element for angles is \( \sin \theta d\theta d\phi \). Given that the potential energy, dipole-moment surfaces and \( |\Psi_\nu|^2 \) are independent of \( \phi \), the integration over \( \phi \) yields \( 2\pi \). Using the delta function in Eq. (6.5), an integration is first performed over the coordinate \( r_{NO} \). This step results in the replacing of \( r_{NO} \) in the integrand by \( r_{NO}^{s} \), where \( r_{NO}^{s} \) is the function of \( \theta \) obtained by solving the equation

\[ \frac{1}{2}E_{iv} + \hbar \omega = V_e - V_1(r_{NO}) - V_2(\theta), \]

a cubic in \( r_{NO} \). One obtains

\[
\sigma_{iv}(\omega) = \frac{\pi \omega}{3h\epsilon_0c} 2\pi \int \frac{-1}{(\partial V_1(r_{NO})/\partial r_{NO})_{r_{NO}}^{s}} |\Psi_\nu(r_{NO}^{s}, \theta)|^2 |\mu_{fi}(r_{NO}^{s}, \theta)|^2 \sin \theta d\theta \tag{6.8}
\]

where the first term in the integrand appears because the argument of the \( \delta \)-function is not
the integration variable $r_{NO}$, but a function of it. The integration over the coordinate $\theta$ was then performed numerically using Mathematica.

The absorption cross section was thus obtained as a continuous function of $\omega$ because the transition from any vibrational state in the ground electronic state occurs to a continuum of states in the excited electronic state. If the transition were instead to a single state, the absorption cross section would be a line spectrum rather than a continuum. For $r_{NN}$, it was observed (24), as noted earlier, that 98% of the dissociated N-N is formed in ground vibrational state. So, for the purpose of this work, we can assume that the transition is to the N-N ground vibrational state in the excited electronic state. The only effect of including this ground-vibrational mode of N-N in the calculations is to shift the absorption cross section by the difference in zero-point energy of N-N in ground and excited electronic states. We need the excited state potential surface along N-N coordinate to compute the N-N frequency, and not for obtaining a 'reflection principle' method based on that surface. To this end, we used Ref. (34) since this information was not reported in a later publication of Nanbu and Johnson (25). Within the wavelengths of interest, the calculations differ from those based on a fixed N-N coordinate by a maximum of about 10 per mil for 556 and 5 per mil for the other isotopomers.

Selwyn and Johnston (11) discuss the importance of the bending mode. In the analysis of their data they concluded that the temperature dependence of the absorption cross-section is due to the excitation of the bending mode. To explore this point we used the contributions to the absorption cross section calculated from the ground, first and second excited bending vibrational states denoted by [000], [010] and [020]. The stretching modes in this designation are in the vibrational ground state. The total absorption cross section is given by the formula:

$$
\sigma_{\text{total}}(T) = \sigma_{[000]} + (\sigma_{[01+10]} + \sigma_{[01-10]}) e^{rac{-h\omega}{kBT}} + (\sigma_{[02+20]} + \sigma_{[02-20]} + \sigma_{[02-20]}) e^{rac{-2h\omega}{kBT}} + \frac{e^{rac{-h\omega}{kBT}}}{1 + 2e^{rac{-h\omega}{kBT}} + 3e^{rac{2h\omega}{kBT}}} \quad (6.9)
$$
<table>
<thead>
<tr>
<th>Isotopomer</th>
<th>$\nu_1$</th>
<th>$\nu_2$</th>
<th>$\nu_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>446</td>
<td>1284.903$^a$</td>
<td>588.768$^b$</td>
<td>2223.757$^d$</td>
</tr>
<tr>
<td></td>
<td>1297.4</td>
<td>593.3</td>
<td>2280.5</td>
</tr>
<tr>
<td>447</td>
<td>1264.704$^a$</td>
<td>586.362$^c$</td>
<td>2220.074$^d$</td>
</tr>
<tr>
<td></td>
<td>1274.8</td>
<td>590.8</td>
<td>2276.8</td>
</tr>
<tr>
<td>448</td>
<td>1246.885$^a$</td>
<td>584.225$^c$</td>
<td>2216.711$^d$</td>
</tr>
<tr>
<td></td>
<td>1254.3</td>
<td>588.6</td>
<td>2273.7</td>
</tr>
<tr>
<td>456</td>
<td>1280.354$^a$</td>
<td>575.434$^b$</td>
<td>2177.657$^d$</td>
</tr>
<tr>
<td></td>
<td>1295.6</td>
<td>579.7</td>
<td>2231.4</td>
</tr>
<tr>
<td>546</td>
<td>1269.892$^a$</td>
<td>585.312$^b$</td>
<td>2201.605$^d$</td>
</tr>
<tr>
<td></td>
<td>1280.4</td>
<td>589.7</td>
<td>2257.8</td>
</tr>
<tr>
<td>556</td>
<td>1265.334$^a$</td>
<td>571.894$^c$</td>
<td>2154.726$^d$</td>
</tr>
<tr>
<td></td>
<td>1279.0</td>
<td>576.1</td>
<td>2207.9</td>
</tr>
</tbody>
</table>

Table 6.1: Normal mode frequencies of the isotopomers in cm$^{-1}$: lower rows - this work, upper rows - experimental values.$^a$[Toth, 1986]; $^b$[Jolma et al., 1983]; $^c$[Amiot, 1976]; $^d$[Toth, 1987]

where $\omega_2 = 2\pi \nu_2$, with $\nu_2$, as given in Table 6.1, being the frequency of the bending mode, where the notation such as $[0n^{\pm l}0]$ is used for the degenerate or nearly degenerate states of $[0n0]$, distinguished by a vibrational quantum number $l$ that varies from $-n$ to $n$ in increments of $\pm 2$ (54). The coefficients 1, 2, 3 in the denominator account for the degeneracy of the states $[000]$, $[010]$ and $[020]$, respectively in the thermal population. Although the energy of $[100]$ mode is less than that of $[020]$ mode, in our calculations, the contribution of $[100]$ to the absorption cross section is less than 1% of the total absorption cross-section at the same wavelength and we calculated that the difference it makes to fractionation calculations is less than 1 per mil. The reason for this low contribution is, besides the low thermal population of this non-degenerate mode, the low transition dipole moment, because the bending vibration is not in an the excited state in that thermal excitation. In the results presented in the next section, these small contributions from $[100]$ state are omitted.
Selwyn and Johnston (11) attributed the weak structure in the absorption cross section to an effect of the bending vibrational state in the excited electronic state, although the origin of the weak structure is uncertain (26; 25). Our approximation, which smoothes over the weak structure, should not however be confused with the neglect of bending vibrations. The result obtained in the present study is a mean absorption cross section, on which the weak structure will be superimposed if the time evolution were indeed performed for long times instead of using the short-time approximation in Appendix A.

IV. Results and discussion

The normal mode frequencies for each of the isotopomers were obtained using the method described in Appendix B and are given in Table 6.1. The method of calculating the parameter $\alpha$, as it appears in the N-O stretching wavefunction in section 3 and $\beta$, as it appears in the bending wavefunctions given in Table A in Appendix D, is also given in the Appendix C. $\alpha^2$ and $\beta^2$ are defined there and their values for the various isotopomers are also given. These values were introduced into the wavefunctions for the further calculation.

Using these values the calculated absorption cross section for 446 at 297 K is compared in Fig. 6.1 with the experimental absorption cross sections from Ref. (35) at 299 K, Ref. (14) at 283 K, and with the spectra calculated numerically from wave packet propagation in Ref. (21) at 300 K and in Ref. (25) at 283 K. During these calculations (36), the calculated absorption cross section was inadvertently broadened by the use of a scaling factor 1.57 for the potential energy difference between the ground and the excited electronic states. The absorption cross section will be narrower than the one shown in Fig. 6.2 without this factor. A broadening was also needed in the wavepacket calculations (26). Although the broadening factor is empirical, the merit of the rest of the calculations lies in the ability to predict the isotopologue fractionations (Figs. 6.2-6.4) once this broadening is assumed for $^{14}$N$^{14}$N$^{16}$O. Our peak value in the absorption and its position that we obtained are $1.53 \times 10^{-19}$ cm$^2$ and 53,600 cm$^{-1}$, as compared to the measured values of about $1.4 \times 10^{-19}$ cm$^2$ and 55,000
Figure 6.1: Absorption cross section of 446, peaks shifted and peak height rescaled for all the three calculations

...
The fractionations for the isotopomers relative to the most abundant isotopomer $446$, calculated as described in the previous section, are given in the Figs. 6.2-6.6. Because of the weak structure it is possible that there could be substantial fluctuations in the local frac-

A. Wavelength dependent fractionation

The fractionations for the isotopomers relative to the most abundant isotopomer $446$, calculated as described in the previous section, are given in the Figs. 6.2-6.6. Because of the weak structure it is possible that there could be substantial fluctuations in the local frac-

Figure 6.2: Fractionation of 456, 546 at 233 K and 283 K

zero-point energy corresponding to N-N stretching in the excited electronic state to be less than that in the ground state by approximately $0.17\nu_3$ for a given isotopomer. This zero-point energy difference ($\Delta ZPE$) reduces the vertical transition energy by $0.17\nu_3$ and was used in the absorption cross-section calculations. Since we are adjusting the position of the peak of $446$, it is the difference in the $\Delta ZPE$'s of different isotopomers, and not the absolute value of $\Delta ZPE$, that effects the fractionation calculations. When a more accurate local ZPE of $N_2$ in the excited $N_2O$ electronic state becomes available, the calculated spectra can be shifted by the difference from the value used here.
tionation as a function of the wavenumber, perhaps reflected in the measurements in the form of error bars in fractionation. In the calculations, by neglecting the weak structure, we smooth over the fluctuations and so obtain the mean line for comparison with the mean line for the experiments. In application to atmospheric systems the breadth of the light source averages over fine structure. The results of the current calculation are compared in these Figs. 6.2-6.4 with the experimental data of Refs. (13; 19; 20; 37; 38) and the wide range of wavelength measurements of Ref. (14). The results are also compared with the wave packet calculations of Refs. (21; 25), without applying any shift of the peak position to their results. A comparison of the semi-empirical calculations of Ref. (18), using the differences in zero-point energy (ZPE) of all the modes, by Liang et al. (23), using the difference in ZPE of the two stretching modes, with some experimental measurements and also with the results of Ref. (21) has been given in Ref. (23). Only a comparison with the experiments and with the detailed theoretical calculations is given here.
Figure 6.4: Fractionation of 447, 448 at 233 K and 283 K

The sensitivity of the variation of the fractionations of the various isotopomers to changes in wavenumber of the absorption, in both experiment and our calculations, is $456 > 446 > 448 > 447 \sim 546$. The small variation between 546 and 447 relative to that in others reflects the fact that the normal mode frequencies for 546 and 447 differ very little from those of the 446 (Table 6.1). In most cases the present treatment yields improved results compared with the time-dependent treatments in Refs. (21; 25). This improvement can be seen even if appropriate peak shifts were applied to these time-dependent cases, although that was not done in Figs. 6.2-6.4 of this work. The present result and that of Johnson et al. (21) show the maximum deviation for 546 at the longest wavelengths. The freezing of N-N bond was suspected to be the reason, but Nanbu and Johnson’s work (25) which included the N-N bond changes, as seen in Figs. 6.2-6.4, yielded poorer results in this region. In another vein, zeroth order correction to our fractionation calculations, made by matching the measured and calculated absorption frequencies at a given intensity of the absorption
cross-section is given in Appendix E. The correction is seen there to be small but to be closer to experimental value.

The absorption spectrum has contributions from the ground, first and the second bending vibrations, the higher ‘hot band’ contributions occurring at higher temperatures. The transition dipole-moment increases with the bending angle, and at the same time the vibrationally excited bending states in which high bending angles are possible have a lower thermal population. The contribution from different vibration modes is shown for 456 in Fig. 6.5. At room temperature, the total fraction of the first excited bending state, including the different initial state wavefunctions describing the degeneracy, is 10%, and that of the second excited state is less than 1%. However, at wavelengths longer than 200 nm, the excited bending modes contribute significantly to the fractionation, as seen from the ‘total’ differing from the ground state alone fractionation by more than 30 per mil. It should be noted that the ‘total’, indicated in the Fig. 6.5, is not the sum of the fractionations due to individual modes, but it is the fractionation calculated after summing the individual mode contributions to the absorption cross section of 456 and dividing by that of 446. At some wavenumbers, the ‘total’ fractionation could be more positive than it is in each of the indi-
Figure 6.6: Fractionation of 556 at 283 K using 1-D and 2-D bending wavefunctions

Individual modes, because at a given temperature, the thermal population of the excited states in 456 is slightly more than that of 446 because of the different vibrational frequencies of the isotopomers, leading to a slightly higher photolysis cross-section of 456.

The laboratory fractionation studies of 447 and 448 (12) were performed at 185 nm and this choice of wavelength resulted in near-zero fractionations of both 447 and 448. A later analysis (39) showed that for these values of measured fractionations the scatter was too large for a suitable fractionation line to be drawn, presumably because of the high noise in the near-zero fractionations (39). So, no comparison with this data set was made.

Before the results of Daud et al. (26) were published, our calculations were based on the potential energy and dipole moment surfaces of Brown et al. (10). The results obtained with that are comparable to the ones reported in this chapter, with the absorption cross section about 1.15 times the current value and the fractionations within a maximum of 20 per mil of the results reported here.

To estimate the error in using 1-D instead of 2-D bending wavefunctions, the total absorption cross-section was calculated by summing the absorption cross-section for each initial
vibrational energy using 1-D harmonic oscillator wavefunctions, weighted by a degeneracy factor. The resulting cross-section has the same shape as that obtained using 2-D bending wavefunctions. The peak intensity is about 2 times smaller and the peak position occurs at about 800 cm\(^{-1}\) higher than before. The fractionations calculated with the 1-D wavefunctions, after accounting for the appropriate peak shift, are approximately 20-25% different from those calculated with the 2-D bending wavefunctions. The difference between the two results for the case of 556 is illustrated in Fig. 8. This difference is qualitatively the same for all the other isotopomers. After considering the shift in the absorption cross-section that would be needed for Johnson et al. (21), the 1-D wavefunction results at around 47500 cm\(^{-1}\) account for about 70% of the difference between the calculations of Johnson et al (21) and the measurements.

B. Broadband calculations and atmospheric relevance

In the above discussion, the results of our calculations were compared with the wavelength dependent fractionation measurements. In the atmosphere, there is a flux of photons over a wide range of wavelengths, and the resultant fractionation occurs because of the simultane-
ous fractionation at all those wavelengths. Here we make a comparison with the broadband (185-225 nm) photolysis results of Ref. (40). Using an antimony (Sb) lamp at room temperature, Rockmann et al. (40) obtained fractionations of -34.2±0.8, -54±1.6 and -21.9±1.1 for $\epsilon^{448}$, $\epsilon^{456}$ and $\epsilon^{546}$ respectively. When a 207 nm filter was used on the lamp, there was no noticeable change in their experimental results. However, the fractionation constants compared with and without the filter differed by about 2 to 4 per mil in the later experiments of Kaiser (39). The wavelength dependent fractionations that we obtained, averaged using the relative overlap of the N$_2$O absorption and Sb emission spectrum (Plate 4, Ref. (40)) as the weighting factor, gives ($\epsilon^{447}$, $\epsilon^{448}$, $\epsilon^{456}$, $\epsilon^{546}$, $\epsilon^{556}$) as (-19.2, -36.1, -68.0, -21.1, -88.4) and (-22.9, -43.1, -82.1, -25.2, -106.1) at 297 K and 233 K. With the 207 nm filter our results are (-23.7, -44.7, -82.3, -25.3, -106.4) and (-28.1, -52.8, -98.6, -30.1, -127.0) at 297 K and 233 K. The ratio of $\epsilon^{447}/\epsilon^{448}$ from our calculations in all the above cases is between 0.530 and 0.532. In a detailed analysis of the atmospheric relevance the results of the current calculation can be incorporated into a model which contains the transport of N$_2$O in the atmosphere (41; 42), in addition to these photolysis results.

A significant overlap of the N$_2$O absorption spectrum with the actinic fluxes in stratosphere exists in the wavenumber range 45,000 to 53,500 cm$^{-1}$ (Plate 4, Ref. (40)). For the wavenumbers in this range, using the detailed calculations in the present chapter, the slope of the three-isotopic plot of $\ln(1 + \epsilon^{447})$ at each wavenumber, vs. $\ln(1 + \epsilon^{448})$ at the same wavenumber, is calculated to be 0.525.

A perturbation theoretical expression for the slope of the three-isotope plot in the case of photolytic fractionation, obtained analytically with no computation, is given in (44). The result obtained to first order in mass-effects is the same as that obtained in Ref. (43) for chemical equilibria (44). The slope by perturbation analysis for $\ln(1 + \epsilon^{447})$ vs. $\ln(1 + \epsilon^{448})$ plot is $(1/m_{O^{16}} - 1/m_{O^{17}})/(1/m_{O^{16}} - 1/m_{O^{18}}) = 0.529$.

In virtue of the close agreement between the slope 0.525 obtained by detailed calculations
and the slope obtained with no computation 0.529, we suggest that the slope for mass-dependent photolytic fractionation is 0.525. In another form of presenting the fractionation, a $\epsilon^{447}$ vs. $\epsilon^{448}$ plot, the slope with our detailed calculations is 0.530. A slope of 0.515 was obtained from an assortment of non-photolytic thermal data [Cliff and Thiemens, 1997]. We suggest that a slope of $\epsilon^{447}$ vs. $\epsilon^{448}$ plot differing from 0.530 for photolysis be considered an anomalous fractionation. However, a small deviation from this slope is not as striking as the mass-independent fractionation found in O$_3$ formation (45) governed by the symmetry effects (46).

The question of the contribution of photolytic fractionation to ‘anomalous’ atmospheric observations (47) has been previously discussed (41; 49). The result of the present chapter, in conjunction with a transport model, can be used to see what fraction of the enrichment of 447 in the stratosphere can be accounted for by photodissociation.

V. Conclusions

In absorption cross sections of N$_2$O isotopomers calculated using a computationally simple time-independent multidimensional reflection principle, the cross-section obtained for 446 is in good agreement with the broad envelope of the experimental cross section, with a shift in peak position. The fractionation of heavy isotopomers obtained in this relatively simple calculation as a function of the wavelength, after introducing this peak shift in all isotopomers correctly accounts for the observed fractionation of 448, 456, 546 and 556. The method does require potential energy and dipole moment surfaces obtained from \textit{ab initio} calculations. Once the potential energy surfaces are obtained the calculation is not computationally intensive. Specific quantities of atmospheric relevance can be calculated by incorporating the results of the present chapter into a transport model.
VI. Appendix A: Approximate expression for the absorption cross-section

Eq. (6.4) gives a time-independent expression for the absorption cross-section as:

$$\sigma_{i\nu}(\omega) = \frac{\pi}{\hbar \epsilon_0 c} \sum_{\nu'} \omega \delta(\omega_{f\nu',\nu} - \omega) \left| \langle \Psi_{\nu'}| \mathbf{e} \cdot \mathbf{\mu}_i | \Psi_{\nu} \rangle \right|^2$$

(4)

This equation can be converted into a time-dependent form (50) using the identity:

$$\delta(\omega - \omega_{f\nu',\nu}) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i(\omega - \omega_{f\nu',\nu})t} dt$$

(6.10)

in Eq. (6.4). Using another identity

$$e^{-iH_2 t/\hbar} = \sum_{\nu'} \langle \Psi_{f\nu'}| e^{-iE_{f\nu'} t/\hbar} \langle \Psi_{f\nu'}|$$

(6.11)

where $H_2$ is the Hamiltonian of the excited state and $E_{f\nu'}$ the energy of the final vibronic state ($f\nu'$). $\sigma_{i\nu}$ can be rewritten as (50):

$$\sigma_{i\nu} = \frac{\pi \omega}{\hbar \epsilon_0 c 2\pi} \int_{-\infty}^{\infty} \left( \langle \Psi_{\nu'}| \mathbf{e} \cdot \mathbf{\mu}_i | \Psi_{\nu} \rangle \right) e^{i(\omega + E_\nu/\hbar)t} dt$$

$$\quad = \frac{\pi \omega}{\hbar \epsilon_0 c 2\pi} \int_{-\infty}^{\infty} \left( \langle y(0)| y(t) \rangle \right) e^{i(\omega + E_\nu/\hbar)t} dt$$

(6.12)

where $|y(t)\rangle = e^{-iH_f t/\hbar}|y(0)\rangle = e^{-iH_f t/\hbar} \mathbf{e} \cdot \mathbf{\mu}_i | \Psi_{\nu} \rangle$. In this form it is seen that $\sigma_{i\nu}$ is proportional to the Fourier transform of the autocorrelation function $\langle y(0)| y(t) \rangle$.

The time-dependent approach involves finding the time-evolution of the autocorrelation function under the Hamiltonian $H_f$ and then its Fourier transform. To obtain a simpler form in the time-independent approach, an approximation is made, shown to be valid to first order in time $t$ (29), that at short times of evolution the operator $H_f$ can be replaced by $\langle T_{i\nu}^{(\nu)} \rangle + V_f$, where $V_f$ is the potential energy operator of the excited state. $T$ is the kinetic energy operator, which is the same in ground and excited electronic states and
\[ \langle T \rangle_{i\nu}^{(\mu)} = \langle \Psi_{i\nu} | e. \mu_{f_i} \hat{T} e. \mu_{f_i} | \Psi_{i\nu} \rangle / \langle \Psi_{i\nu} | e. \mu_{f_i} | \Psi_{i\nu} \rangle. \]

The averaged kinetic energy \( \langle T \rangle_{i\nu} = \langle \Psi_{i\nu} | T | \Psi_{i\nu} \rangle / \langle \Psi_{i\nu} | \Psi_{i\nu} \rangle \) of the vibrational state \( \nu \) in the ground electronic state \( i \), equal to \( \frac{1}{2} E_{i\nu} \) for a harmonic approximation to the potential energy (29) we found by calculation that it differs from \( \langle T \rangle_{i\nu}^{(\mu)} \) by only about 10 cm\(^{-1}\). This spectral shift is negligible. So in the present chapter \( \langle T \rangle_{i\nu}^{(\mu)} \) is approximated by \( \frac{1}{2} E_{i\nu} \).

Physically, time-dependent picture means that because of the excitation, the wavepacket from the ground electronic state is promoted to the excited electronic surface instantaneously and the dynamics of the autocorrelation is considered as the wave packet evolves under excited state Hamiltonian. Since \( \sigma_{i\nu} \) is given by the Fourier transform of the autocorrelation function in Eq. (12), the present short-time approximation for the time evolution has as a consequence that one can only obtain the broad features of the absorption cross-section (the envelope) rather than its fine structure. The method is well suited to the analysis of direct or nearly-direct dissociation problems, where the lifetime of the wavepacket is small in the excited electronic state and the superimposed structure is not dominant over the broad background of the absorption. Using the identity in Eq. (6.10), the absorption cross-section is converted back into the time-independent form using the short-time approximation given in Ref. (29):

\[
\sigma_{i\nu} = \frac{\pi \omega}{\hbar \epsilon_0 c} \langle \Psi_{\nu} | e. \mu_{f_i} \delta \left( \omega - (V_f + \langle T \rangle_{i\nu} - E_{i\nu}) / \hbar \right) e. \mu_{f_i} | \Psi_{\nu} \rangle \\
= \frac{\pi \omega}{\hbar \epsilon_0 c} \int |\Psi_{\nu}(Q)|^2 |e. \mu_{f_i}(R)|^2 \delta \left( \omega - (V_f - \frac{1}{2} E_{i\nu}) / \hbar \right) dR \tag{6.13}
\]

where the second line in the equation above is a coordinate representation of the first line.

The dipole moment function \( \mu_{f_i}(R) \) is obtained by \textit{ab initio} calculations. Averaging over all possible directions, \( e \), of the electric field, we get the absorption cross section by replacing \( |e. \mu_{f_i}|^2 \) with \( \frac{1}{3} |\mu_{f_i}|^2 \), \( \mu_{f_i} \) being the magnitude of the vector \( \mu_{f_i} \).

\[
\sigma_{i\nu} = \frac{\pi \omega}{3 \hbar \epsilon_0 c} \int |\Psi_{\nu}(R)|^2 |\mu_{f_i}(R)|^2 \delta \left( \omega - (V_f - \frac{1}{2} E_{i\nu}) / \hbar \right) dR \tag{6.14}
\]
VII. Appendix B: Normal mode calculation

The procedure for finding the normal modes of vibration and the normal coordinates in terms of the internal coordinates is described in Califano (51) and Steele (52). The inertia matrix \( G^{-1} \), which has the details of the masses and moments of inertia of the molecule, and the force constant matrix \( F \) are used for this transformation. We denote the deviations of the internal coordinates from the equilibrium values \( (r_{NN}^{eq}, r_{NO}^{eq}, \theta^{eq}) \) by \( (r_{NN}, r_{NO}, \theta) \). The inertia matrix \( G \) for the linear molecule \( N_2O \) is defined by Califano (51) \(( G_{\theta \theta}, \text{not discussed by Califano, is given by Ferigle et al. (53)})\).

\[
G = \begin{pmatrix}
\mu_1 + \mu_2 & \mu_2 & 0 \\
\mu_2 & \mu_2 + \mu_3 & 0 \\
0 & 0 & \frac{\mu_1}{(r_{NN})^2} + \frac{\mu_3}{(r_{NO})^2} + \mu_2 \left( \frac{1}{(r_{NN})^2} + \frac{1}{(r_{NO})^2} \right)^2
\end{pmatrix}
\]

where \( \mu_i = 1/m_i \), \( m_i \) being the mass of the atom in the \( i \)th position \((N^{(1)}, N^{(2)}, O^{(3)})\).

The potential and kinetic energy expressions in the matrix form are: 

\[
2V = R^T FR \quad \text{and} \quad 2T = P^T GP,
\]

where \( R \) is a column matrix whose rows \( R_1, R_2 \) and \( R_3 \) are \( r_{NN}, r_{NO} \) and \( \theta \), and \( P \) is the momentum matrix conjugate to \( R \). Using the Hamilton’s equation, we have \( \dot{R} = \partial T/\partial P = GP \). Using this relation and the symmetry of \( G \) (namely that its transpose, \( G^T \), equals itself, \( G \)), 

\[
2T = R^T (G^{-1})^T GG^{-1} \dot{R} = R^T G^{-1} \dot{R}.
\]

The normal coordinates \( Q \) are transformed in terms of the internal coordinates \( R \). Using a linear transformation \( L \) from \( Q \) to \( R \), \( R = LX \) the expressions for the kinetic and potential energies can be rewritten as: 

\[
2V = Q^T L^T FLQ \quad \text{and} \quad 2T = Q^T L^T G^{-1} L \dot{Q}.
\]

To reduce these into the standard forms for normal coordinates, we use the conditions that:

i. \( L^T G^{-1} L \) and \( L^T FL \) are diagonal. This transformation can be achieved by forming \( L \) from the eigenvectors of the \( GF \) matrix. Then, \( L \) simultaneously diagonalizes \( F \) and \( G^{-1} \).

ii. Comparison with the standard form of normal coordinate kinetic energy gives \( L^T G^{-1} L = I \) and removes the arbitrary scaling factors in the eigenvectors that form \( L \),
thus making the transformation \( R = LQ \) unique.

The natural frequencies for the normal modes are calculated using \( \frac{1}{2} Q^T L^T G^{-1} L Q - L^T F L = 0 \) i.e., \( W - L^T F L = 0 \), where \( W \) is a diagonal matrix with elements \( W_{ii} = \omega_i^2 \). In conformity with the standard notation, we choose the order of \( \omega_i \)'s such that \( \omega_2 \) corresponds to the bending vibration and \( \omega_1 \) and \( \omega_3 \) to the stretching vibrations. The \( \omega_i \)'s are related to the \( \nu_i \)'s in Table 1 as \( \nu_i = 2\pi \nu_i \). The data required for the calculation of \( G \) matrix are: atomic masses of isotopes in amu \( ^{14}\text{N} - 14.0; \ ^{15}\text{N} - 15.0; \ ^{16}\text{O} - 16.0; \ ^{18}\text{O} - 18.0 \); equilibrium bondlengths \( r_{NN}^e = 1.1273 \) A; \( r_{NO}^e = 1.1851 \) A.

VIII. Appendix C: Calculation of \( \alpha \) and \( \beta \)

In the ground vibrational state, the amplitude of the wavefunction is given in terms of the normal coordinates as: \( |\Psi|^2 \propto \exp \left( -\Sigma \omega_i Q_i^2 / \hbar \right) \), where \( Q_i \) are the elements of the normal coordinate matrix \( Q \), defined in the previous section. Converting these normal coordinates into internal displacement coordinates, \( R_i \) and leaving the normalization factor that includes the Jacobian of the transformation, we have:

\[
|\Psi|^2 \propto \exp \left( -\Sigma \omega_i \left( L^{-1}_{ij} R_j \right)^2 / \hbar \right) = \exp \left( -A_1 r_{NN}^2 - A_2 r_{NO}^2 - 2A_3 r_{NN}r_{NO} - A_4 \theta^2 \right) \propto \exp \left( -A_1 (r_{NN} + A_3/A_1 r_{NO})^2 - (A_1 A_2 - A_3^2) r_{NO}^2/A_1 - A_4 \theta^2 \right) \tag{6.16}
\]

where \( L^{-1}_{ij} \) are the elements of the inverse of the matrix \( L \) defined in the previous section, \( R_j \) are the internal displacement coordinates \( r_{NN}, r_{NO} \) and \( \theta \). The coefficients \( A_i \)'s were obtained in terms of \( \omega, L^{-1}_{ij} \) and \( \hbar \), by the rearrangement of the internal coordinate terms in Eq. (6.15): \( A_1 = 1/\hbar \left( \omega_1(L^{-1}_{11})^2 + \omega_3(L^{-1}_{31})^2 \right), A_2 = 1/\hbar \left( \omega_1(L^{-1}_{13})^2 + \omega_3(L^{-1}_{33})^2 \right), A_3 = 1/\hbar \left( \omega_1(L^{-1}_{11}L^{-1}_{13}) + \omega_3(L^{-1}_{31}L^{-1}_{33}) \right) \) and \( A_4 = 1/\hbar \left( \omega_2(L^{-1}_{22})^2 \right) \).

Defining \( r_{NN} + A_3/A_1 r_{NO} \) and \( r_{NN} \) as the two independent coordinates, the former is
seen to be irrelevant for the absorption analysis since the potentials and dipole moments are independent of that coordinate. In the expression for the absorption cross section, the term corresponding to this coordinate would thus on integration, yield unity. Comparing the coefficient of $\theta^2$ with that for the ground-state wavefunction in Table A in Appendix D, we obtain the parameter $\beta^2 = A_4$. Similarly, $\alpha^2$ is $(A_1A_2 - A_3^2)/A_1$.

In this chapter, we use the force constant data $F$ for $\text{N}_2\text{O}$ available from Csaszar [1994] and obtained by their fit to the experimental data on vibration frequencies. These force constants in the units of aJ/A$^2$ are: $F_{\text{NN}^\text{NN}}$ - 18.251; $F_{\text{NO}^\text{NO}}$ - 11.960; $F_{\text{NN}^\text{NO}}$ - 1.028; $F_{\theta\theta}$ - 0.666; $F_{\text{NN}\theta}$ - 0; $F_{\text{NO}\theta}$ - 0.

The values of $(\alpha^2, \beta^2)$ thus obtained, in units of $(10^4/\text{nm}^2, \text{rad}^2)$ are (3.7847, 55.9644), (3.8457, 56.1997), (3.9023, 56.4105), (3.8418, 57.2736), (3.7881, 56.2995) and (3.8450, 57.6329) for 466, 447, 448, 456, 546 and 556 isotopomers.

**IX. Appendix D: Wavefunctions**

The first three degenerate bending vibrational wavefunctions are given here in Table A.

<table>
<thead>
<tr>
<th>n=0</th>
<th>m = 0</th>
<th>$\frac{\beta}{\sqrt{\pi}} e^{-\beta^2\theta^2/2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>m = 1</td>
<td>$\frac{\beta}{\sqrt{\pi}} \beta \theta e^{-\beta^2\theta^2/2} e^{i\phi}$</td>
</tr>
<tr>
<td></td>
<td>m = -1</td>
<td>$\frac{\beta}{\sqrt{\pi}} \beta \theta e^{-\beta^2\theta^2/2} e^{-i\phi}$</td>
</tr>
<tr>
<td></td>
<td>m = 2</td>
<td>$\frac{\beta}{\sqrt{2\pi}} (\beta \theta)^2 e^{-\beta^2\theta^2/2} e^{2i\phi}$</td>
</tr>
<tr>
<td></td>
<td>m = 0</td>
<td>$\frac{\beta}{\sqrt{2\pi}} (\beta \theta)^2 e^{-\beta^2\theta^2/2} e^{2i\phi}$</td>
</tr>
<tr>
<td></td>
<td>m = -2</td>
<td>$\frac{\beta}{\sqrt{2\pi}} (\beta \theta)^2 e^{-\beta^2\theta^2/2} e^{2i\phi}$</td>
</tr>
</tbody>
</table>
X. Appendix E: Zeroth order correction to the calculations

In Fig. 6.1, we see that the absorption cross-section calculated in this work, based on vibronic transitions alone, is slightly narrower than the measured absorption cross-section. There can be a broadening in this absorption cross-section if we also include the contribution of the transitions between the rotational states, say $J$ to $J + 1$, with thermal populations that depend upon the energies of the states, $E_J = B(J + 1)$ and $E_{J+1} = B(J + 1)(J + 2)$. Here, $B$ is the rotational constant. For such a case, corresponding to a total absorption frequency, the vibronic transition will happen at a frequency less by the energy difference $\Delta E = E_{J+1} - E_J = 2B(J + 1)$. The total absorption cross-section would be obtained as the sum of the vibronic cross-sections, shifted by the rotational excitation and weighted by the thermal probability of being in the rotational state $J$. With the total cross-section given by the convolution of the thermal probability distribution as a function of the $\Delta E$ and the vibronic cross-section, if we approximate both of these by Gaussian distributions with variances $s^2_{vib}$ and $s^2_{rot}$, the variance of the total absorption cross-section will be $s^2_{vib} + s^2_{rot}$. Since in the case of $\text{N}_2\text{O}$, $s_{vib} \sim 2750 \text{ cm}^{-1}$ and $s_{rot} \sim 10 \text{ cm}^{-1}$, the effect of the inclusion of the rotation on the width of the total absorption cross-section is negligible. Including the other branches $\Delta J = 0, -1$ also has a negligible effect on the width.

It is assumed that the difference between the measured and the calculated cross-sections was due to the potential energy surfaces as one of at least two possibilities, a zeroth order correction to our calculation of fractionation calculations can be made as follows. To implement this correction, after rescaling the height and shifting the peak of the calculated cross-section, corresponding to an intensity in the calculated cross-section, the actual absorption wavenumber ($\omega_{meas}$), which is slightly higher or lower than the calculated one ($\omega_{calc}$) is noted. Then the fractionations calculated as a function of $\omega_{calc}$ are plotted as functions of $\omega_{meas}$ instead. This new plot is illustrated for the case of 556 isotopomer in
Fig. 6.9. The difference in the fractionation obtained by such a correction is small, but noticeable in the scale of the plots. This correction would be applicable to calculations at temperatures $\sim 283$ K or $233$ K, for which we know the absorption cross-section (14; 35)
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Chapter 7
Isotopomer fractionation in the UV photolysis of N$_2$O: comparison of theory and experiment II

Wavelength-dependent fractionation of various isotopomers in the photodissociation of N$_2$O is studied. The absorption cross sections are calculated by a time-independent reflection principle, similar to the treatment in Chapter 6, but now with the inclusion of the NN stretching coordinate, and both the 2A" and 1A' electronic excited states. The 1A' state is found to have little effect on both the absorption cross section and the fractionation. The improvements include more physical details in the photodissociation of N$_2$O, while maintaining an advantage of a treatment in Chapter 6 that was not computationally intensive. The present calculated fractionation, without a significant adjustable parameter, gives good agreement with experiments in the absorption cross section in the low-energy region, the important region for the experimentally observed isotopic fractionation.

I. Introduction

The photolytic dissociation of molecules is important in stratospheric and atmospheric chemistry (e.g. (1)). N$_2$O, in particular, is an effective greenhouse gas and a source of singlet oxygen atoms. Isotopomer fractionation measurements help in determining the sources and sinks of atmospheric gases (2; 3). The isotopic fractionation photodissociation
behavior of \( \text{N}_2\text{O} \) has been the subject of many studies (3; 4; 5), including wavelength-dependent measurements (6-11). These studies motivated both empirical (12; 13) and more theoretical (14-16) models to explain the wavelength-dependent fractionation.

Frequently, the process is treated as a two-electronic state process in which the lower electronic state is excited to the upper state by absorption of radiation (e.g. (17)). However, for polyatomic molecules, \( \text{N}_2\text{O} \) being an example, there are usually a number of excited electronic states which are accessible even though the excitation to only one of them may be dominant in the wavelength region of interest. It has been convenient in such work to ‘broaden’ the calculated absorption spectrum as a way of simulating the optical absorption into the other nearby electronic states, as in the treatment of the photolysis \( \text{N}_2\text{O} \) in the work of (18). Analogously, in Chapter 6 such a broadening was included tacitly by using a scaling factor\(^a\) for the potential energy curve of the excited electronic state (16).

In the present paper, we extend the work of Chapter 6 on \( \text{N}_2\text{O} \) by including the effect of the changes in the NN bond length in \( \text{N}_2\text{O} \), investigating the absorption to an additional electronic state, and using an absorption expression (19) that preserves both the momentum and coordinate parts of Franck-Condon principle. The calculated cross section without any broadening factor gives good agreement with experiment in the energy region of interest for the fractionation measurements (apart from a small shift of the absorption maximum). The fractionation of the various isotopomers is then obtained from these calculated absorption cross sections. We use the results of the vibrational analysis in Chapter 6 to calculate the vibrational wave function in the ground state and then invoke the multi-dimensional reflection principle to calculate the absorption spectrum and the isotopic fractionation factors as a function of wavelength.

\(^a\) The scale used is 1.57. This broadening happened inadvertently in (16) and was not reported therein.
II. Theory

A. Absorption cross section

The theoretical procedure used to obtain absorption cross sections for the N$_2$O isotopomers is similar to that described previously by (16), but with some additions described below. UV photolysis of N$_2$O is essentially a direct dissociation, since the shape of the absorption spectrum is a broad envelope with a only weak structure superimposed (see Fig. 7.2). Thereby, the time-dependent expression for the absorption cross section can be rewritten in a time-independent form using the reflection principle in conjunction with the Franck-Condon principle (17; 19). The absorption cross section $\sigma$ is given as

$$
\sigma_{if}(\omega) = \frac{\pi \omega_i}{\hbar \epsilon_0 c} \int_{-\infty}^{\infty} \frac{1}{2\pi} e^{-iHt/\hbar} \psi_f(\Psi_i, \vec{\mu}_f) e^{i(\omega - E_i/\hbar)t} \psi_i \, dt
$$

$$
\approx \frac{\pi \omega_i}{3\epsilon_0 c} \int d\mathbf{Q} \psi_f(\mathbf{Q}) \left| \vec{\mu}_f(\mathbf{R}) \right|^2 \psi_i(\mathbf{Q}) \left| \vec{\mu}_f(\mathbf{Q}) \right|^2 \delta\left(\hbar \omega - V_f(\mathbf{R}) + V_i(\mathbf{R})\right)
$$

$$
\approx \frac{\pi \omega_i}{3\epsilon_0 c} \int dq_1 \cdots dq_{N-1} \psi_f(\mathbf{Q}) \left| \vec{\mu}_f(\mathbf{Q}) \right|^2 \psi_i(\mathbf{Q}) \left| \vec{\mu}_f(\mathbf{Q}) \right|^2 / \Delta S,
$$

where $\Delta S = \left( \frac{\partial[V_i(\mathbf{Q}) - V_f(\mathbf{Q})]}{\partial q_N} \right)_{q_N^e}$. \hspace{1cm} (7.1)

Here, $\mathbf{R}$ and $\mathbf{Q}$ denote internal and normal coordinates, respectively, as before (16), $\mathbf{R} = (q_1, q_2 \cdots q_N)$, $\vec{e}$ is a unit vector, $\vec{\mu}_f(\mathbf{R})$ is the transition dipole moment function for a transition between the ground and the excited electronic states $i$ and $f$, respectively, $V_f(\mathbf{Q})$ and $V_i(\mathbf{Q})$ denote the potential energy surfaces of the electronic excited and ground states, respectively, and $q_N$ is the repulsive coordinate in the excited state $f$, along which dissociation happens, while $q_N^e$ in Eq. (7.2) is the value of $q_N$ where $\hbar \omega$ equals the vertical potential energy difference of the two electronic states:

$$
\hbar \omega - V_f(q_1, \cdots, q_{N-1}, q_N^e) + V_i(q_1, \cdots, q_{N-1}, q_N^e) = 0, \hspace{1cm} (7.3)
$$
$|\Psi_{\nu}(Q)|^2$ in Eq. (7.1) is the probability density function of $Q$ in the initial nuclear vibrational state $\nu$ and ground electronic state $i$. Using the harmonic approximation for the potential energy $V_i$ as a function of the normal coordinates, the probability density function of the vibrational state $\nu$ in the ground electronic state can be written as a product of that of each of the normal vibration modes.

In the present calculation of the absorption cross section in Eq. (7.2), the actual potential of the electronic ground state $V_i(Q)$ at coordinate $Q$ is used (19), instead of the average potential energy $\langle V_i \rangle$ (16; 20). This change corresponds to conserving the momenta in the Franck-Condon principle and enhances the calculated intensity of the absorption cross section on the long wavelength side of absorption maximum. The result obtained with Eq. (7.1) is shown and discussed later in Section IIIA, now without any significant adjustable parameter. \footnote{b The slope of the excited electronic potential in (16) is enlarged by the broadening scale, which also enhances the intensity of the cross section on the long wavelength side of absorption maximum.}

The total absorption cross section is temperature-dependent, due to the dependence of $\sigma_{f\nu}$ on the initial vibrational state $\nu$ and thermal excitation of each vibrational state. The total absorption cross section at temperature $T$ is given by

$$
\sigma_{total}(T) = \sum_{f,\nu} \sigma_{f\nu} \exp \left( \frac{-E_{\nu}}{k_B T} \right) / Q_{vib}(T),
$$

where $Q_{vib}(T)$ is the partition function of the vibrations in the ground electronic state, and $E_{\nu}$ is the vibrational energy of the vibrational state $\nu$. The present calculation for the total absorption cross section of N$_2$O includes excitation from the ground electronic state to two excited states, $2A^\pi$ (1$\Delta$) and $1A^\nu$ (1$\Sigma^-$), and all vibrational states that are significantly populated with energy not more than 1500 cm$^{-1}$ above the zero-point energy. It involves the ground state, the first excited state of NO stretching, and the first and second excited states of the N$_2$O bending. Since the N$_2$O is linear in the electronic ground state, this bending vibration is doubly degenerate, as discussed in Ref. (16).
B. Potential energy

The best currently available potential energy and transition dipole moment surfaces appear to be those of (18). However, these surfaces are given in terms of mass-dependent Jacobi coordinates with a fixed NN distance. The present treatment of the potential energy surfaces includes varying the NN distance by expanding it to second-order in terms of a displacement of the equilibrium NN-distance of both electronic ground and excited states. The details of the potential difference used in Eq. (7.2) are given in Appendix A.

C. Fractionation

The expression for the photodissociation rate at energy $\hbar \omega$ in Eq. (7.1) depends upon three factors: the total absorption cross section $\sigma_{\text{total}}(\omega)$ in Eq. (7.4), the photon flux, and the quantum yield of the photodissociation. The fractionation $\epsilon(\omega)$ of one isotopomer relative to another due to a direct photodissociation reaction can be defined as the ratio of photodissociation rates. When the upper state is dissociative, the quantum yield equals unity for all the isotopomers. The fractionation then is expressed in terms of the ratio of total absorption cross sections,

$$\epsilon(\omega) = \left[ \frac{\sigma'_{\text{total}}(\omega)}{\sigma_{\text{total}}(\omega)} \right] \times 1000 \text{ permil} \quad (7.5)$$

III. Results and discussion

A. Absorption Cross Section

In the present treatment the potential difference between the ground and excited states in Eq. (7.2) includes all vibrational modes of N$_2$O in the calculation. A harmonic approximation is used in the NN-stretching mode, which was fixed in the best currently available potential (18). The N$_2$ vibration is expected as a spectator and its effect on fractionation is mainly via zero-point energies. Although the stretching mode is expected to cause only a
small change in the transition dipole moment of the N$_2$O molecule and to slightly perturb the dissociation reaction in the excited state, it gives a significant broadening effect in the absorption cross section, as shown in Fig. 7.1, since the mode is able to store or release vibrational energy from and to other modes.

The most important spectral region where isotopic fractionation studies of N$_2$O have been reported is the long wavelength side of the absorption maximum (180 nm to 220 nm). The calculated absorption cross section of 446 is compared with experiments (11; 21) in Fig. 7.2, where the result calculated by our previous formula (16), but without their broadening factor, is also shown. The calculated properties needed to obtain the absorption cross section are provided in Appendix C.. In the comparison with the experimental spectrum, the calculated peak is red shifted by 1100 cm$^{-1}$ and rescaled by a factor of 0.69. The need for the shift arises from a possible small error in the difference between the energy of ground and excited electronic states from the $ab$ initio calculations. Such differences are
Figure 7.2: Absorption cross section of $^{14}$N$^{14}$N$^{16}$O. The black line is the current calculation result. The gray dashed line is the calculation result obtained by our previous formula (16), but without using any broadening factor. Both calculation results are rescaled and shifted to overlap their maximum absorption cross section at $\sim$55000 cm$^{-1}$

Indeed expected. A rescaling in height is also expected since the ab initio calculation of the transition dipole moment $\vec{\mu}_{fi}$ is expected to have some error. However, the rescaled factor at the absorption maximum has no effect on the isotopic fractionations since the factor cancels in Eq. (7.5). The total absorption cross sections for other isotopomers are calculated similarly with the same shift in the peak position as that for 446, since the energy difference between potential energy surfaces is independent of isotopic substitution. The red shifted value at the absorption maximum also has a minor red-shifted effect on the isotope fractionations.

The agreement of calculated and measured absorption cross sections in Fig.7.2 is seen to be good on the long wavelength side of absorption maximum, the region of most interest. In the short wavelength side of the absorption spectrum the experimental result has a larger cross section than calculated. A difference is probably due to the presence of higher electronic
Figure 7.3: Fractionation of 456 and 556 calculated at 233 and 283 K.

excited-states than 2A" and 1A’ of N₂O, and perhaps due to the long tail in the cross section that involves the vibrationally excited NN stretching mode in the excited N₂O. Although that mechanism may broaden the absorption cross section at higher energy, it has little effect for the fractionation at the energies of conventional interests since there is less than 2% of products with the vibrationally excited N₂, (22), and (23) both at ~200 nm, where the fractionations are of interest.

B. Wavelength-dependent fractionation

The calculated wavelength-dependent fractionation of isotopomers 456, 556, and 546 relative to the most abundant isotopomer 446 are shown in Figs. 7.3 and 7.4. The calculated values of 456 and 556 agree well with experimental data (6-11). The values of 546 are not so good. Although the calculated fractionation 546 in Fig. 7.4 is higher than the experimental result obtained by (11) at the long wavelength region, our result is still comparable with other data (6-8,10). Comparison with other \textit{ab initio} values was given in Chapter 6. Since the present calculations neglect the weak structure of the absorption cross section, the calculated fractionation is an averaged curve for comparison with the mean of the experiments.
Figure 7.4: Fractionation of 546 calculated at 233 and 283 K.

Compared with the previous paper (16), the current results give a better agreement with experiments and now no *ad hoc* broadening factor is used. This improvement in the results of Chapter 6 is expected since the current treatment includes the effect of the NN stretching and also has a physically more understandable expression, Eq. (7.1-b), for the fractionation.

The calculated fractionations 447 and 448 relative to 446 at 283 K is given in Fig. 7.5. The agreement is very good (7-10). Compared with fractionation of isotopomers, the sensitivity of the calculated fractionation to changes in the wavelength is $556 > 456 > 448 > 447 \sim 546$. This trend is similar to the difference of the vibrational frequency of the bending mode between 446 and the respective isotopomeres since the electronic excitation from the ground state to the excited state is forbidden for a linear $\text{N}_2\text{O}$. This transition is allowed only when the molecule is bent. In the experiments (6-11) the order is $556 > 456 > 448 \sim 546 > 447$. 
C. Excited electronic states

There are two potential energy surfaces (2A' and 1A'') included in these calculations. The 1A'' state has a minor contribution in the calculation of absorption cross section since the peak intensity of the 1A'' state is smaller than that of the 2A' state by a factor of \(\sim 100\). This difference in intensity is similar to that found in the time-dependent calculation by (18). It also has very minor contribution (\(<2\) per mil) to the fractionation in all isotopomers. Since the effect of the 1A'' state is very small, we do not show the results in figures.

IV. Conclusions

The absorption cross section of 446 calculated using a computationally simple time-independent treatment with small adjustments for the position of the peak and its amplitude is in reasonable agreement with the broad envelope of the cross section in experiments. The required computations are similar to that in our previous treatment (16) there are several improvements in the calculations leading to these results, including the effect of NN stretching and
avoiding the need for a broadening parameter. There is a reasonable agreement in the wavelength-dependent fractionations of the isotopomers. The 2A” excited state dominates both the absorption cross section and fractionation in the N₂O photodissociation.

V. Appendix A:

A. Potential energy difference

The potential difference in Eq. (7.2) is expanded as

\[ V_f(R) - V_i(R) \approx V_f(\mathbf{r}) + \frac{1}{2} k_{NN} \left[ (r_{NN} - r_\Delta)^2 - r_\Delta^2 \right] \]

\[ - V_i(\mathbf{r}) - \frac{1}{2} k_{NN,NN} r_{NN}^2 - \frac{1}{2} k_{NO,NO} r_{NO}^2 - k_{NN,NO} r_{NN} r_{NO} \]

where \( r_{NN} \) and \( r_{NO} \) are the displacement of the NN and NO distances, respectively, from the equilibrium at the electronic ground state, and \( r_\Delta \) is the difference in the equilibrium NN distance between N₂ and N₂O. The force constant corresponding to the cross terms of \( r_{NN} \) and \( r_{NO} \) in the excited state is neglected. In Eq. (7.6), \( \mathbf{r} \) has the same meaning as \( R \), but with \( r_{NN} = 0 \); The integration in Eq (7.1) is more easily performed in normal coordinates. The relation between internal and normal coordinates satisfies \( R = LQ \), where \( L \) is a matrix composed of eigenvectors of the \( GF \) matrix (24). The \( G \)- and \( F \)-matrices of N₂O are given in Appendix B.. The potential difference is rewritten as

\[ V_f(R) - V_i(R) = V_f(Q) - V_i(Q) \]

\[ \approx V_f(0, L_{2,i} q_i, L_{3,3} q_3) + \frac{1}{2} k_{NN} \left[ (L_{1,i} q_i - r_\Delta)^2 - r_\Delta^2 \right] \]

\[ - V_i(0, L_{2,i} q_i, L_{3,3} q_3) - \frac{1}{2} \omega^2 \left[ q_i^2 - (L_{1,2}^{-1} L_{2,i} q_i)^2 \right] - \frac{1}{2} \omega^2 \left[ q_3^2 - (L_{2,2}^{-1} L_{2,i} q_i)^2 \right], \]

where \( \sum_{i=1}^2 L_{j,i} q_i \) are abbreviated as \( L_{j,i} q_i \), and \( L_{i,j} \) and \( L_{i,j}^{-1} \) are the (ith, jth) elements of the matrices \( L \) and \( L^{-1} \), respectively.
B. The \( \mathcal{G} \)- and \( \mathcal{F} \)-matrices

The \( \mathcal{G} \)- and \( \mathcal{F} \)-matrices of \( ^1N^2O \) are defined as

\[
\mathcal{G} = \begin{pmatrix}
\frac{1}{m_{N_1}} + \frac{1}{m_{N_2}} & -\frac{1}{m_{N_2}} & 0 \\
-\frac{1}{m_{N_2}} & \frac{1}{m_{N_2}} + \frac{1}{m_O} & 0 \\
0 & 0 & \frac{1}{m_{N_1}} \left( \frac{1}{r_{NN}^2} + \frac{1}{r_{NO}^2} \right) + \frac{1}{m_{N_2}} \left( \frac{1}{r_{NN}^2} + \frac{1}{r_{NO}^2} \right) + \frac{1}{m_O} \left( \frac{1}{r_{NO}^2} \right)
\end{pmatrix}
\]

\[ (7.8) \]

\[
\mathcal{F} = \begin{pmatrix}
k_{NN,NN} & k_{NN,NO} & 0 \\
k_{NN,NO} & k_{NO,NO} & 0 \\
0 & 0 & k_{\theta,\theta}
\end{pmatrix}
\]

\[ (7.9) \]

The mass of each isotope is available from (25). The equilibrium NN and NO distances for \( N_2O \) are 1.1273 and 1.1851 Å, respectively (18). The force constants of the \( \mathcal{F} \)-matrix are given in Appendix C. The \( \mathcal{L} \)-matrix is obtained by solving the eigenvectors of the \( \mathcal{G}\mathcal{F} \)-matrix.

C. Properties of isotopomers

This appendix provides the parameters used for obtaining the absorption cross section of various isotopomers. The mass of each isotope is available from (25). The equilibrium bond length for \( N_2 \) is 1.09768 Å.\(^c\) The force constant in the ground state \( k_{N_2} \) is 22.948 aJ/Å\(^2\). The force constants for \( N_2O \) are: \( k_{NN,NN}=17.655 \) aJ/Å\(^2\); \( k_{NO,NO}=11.559 \) aJ/Å\(^2\); \( k_{NN,NO}=1.260 \) aJ/Å\(^2\); and \( k_{\theta,\theta} \) 0.649 aJ/rad\(^2\) (26). The force constants are calculated by fitting the experimental vibrational frequencies of various \( N_2O \) isotopomers. The difference between calculated and experimental frequencies, as shown in Table 7.1, are smaller than \( \pm 3.7 \) cm\(^{-1}\) in the two stretching modes and \( \pm 0.3 \) cm\(^{-1}\) in the bending mode. The force constants used in the present work are slightly different from the experimental values obtained by (27), used in our previous work (16).

\(^c\) http://webbook.nist.gov/cgi/cbook.cgi?Formula=n2&NoIon=on&Units=SI&cDI=on
Table 7.1: The calculated and experimental normal-mode frequencies of various isotopomers in cm$^{-1}$.

<table>
<thead>
<tr>
<th></th>
<th>$\nu_1$</th>
<th>$\nu_1^{expt,27}$</th>
<th>$\nu_2$</th>
<th>$\nu_2^{expt,28,29}$</th>
<th>$\nu_3$</th>
<th>$\nu_3^{expt,30}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>446</td>
<td>2224.424</td>
<td>2223.757</td>
<td>1286.003</td>
<td>1284.903</td>
<td>588.729</td>
<td>588.768</td>
</tr>
<tr>
<td>447</td>
<td>2221.012</td>
<td>2220.074</td>
<td>1263.532</td>
<td>1264.704</td>
<td>586.264</td>
<td>586.362</td>
</tr>
<tr>
<td>448</td>
<td>2218.085</td>
<td>2216.711</td>
<td>1243.136</td>
<td>1246.885</td>
<td>584.074</td>
<td>584.225</td>
</tr>
<tr>
<td>456</td>
<td>2176.677</td>
<td>2177.657</td>
<td>1284.090</td>
<td>1280.354</td>
<td>575.272</td>
<td>575.434</td>
</tr>
<tr>
<td>546</td>
<td>2201.880</td>
<td>2201.605</td>
<td>1269.392</td>
<td>1269.892</td>
<td>585.225</td>
<td>585.312</td>
</tr>
<tr>
<td>556</td>
<td>2153.347</td>
<td>2154.726</td>
<td>1267.940</td>
<td>1265.334</td>
<td>571.685</td>
<td>571.894</td>
</tr>
</tbody>
</table>
Bibliography


Chapter 8

Three-isotope plot of fractionation in photolysis: a perturbation theoretical expression

The slope of the three-isotope plot for the isotopomer fractionation by direct or nearly-direct photodissociation is obtained using a perturbation theoretical analysis. This result, correct to first order in the mass difference, is the same as that for equilibrium chemical exchange reactions, a similarity unexpected a priori. Comparison is made with computational results for \( \text{N}_2\text{O} \) photodissociation. This theoretical slope for mass-dependent photolytic fractionation can be used to analyze the data for isotopic anomalies in spin-allowed photodissociation reactions. Earlier work on chemical equilibria is extended by avoiding a high-temperature approximation.

I. Introduction

Isotopomer fractionation for chemical equilibrium systems is described in the classic papers by Bigeleisen and Mayer (1) and Urey (2). When the isotopic effect for the chemical systems in equilibrium or otherwise follows the conventionally described effect, it is termed as mass-dependent. The slope of 3-isotope plots (defined below) for the mass-dependent oxygen isotopic fractionation in various thermal processes is about 0.52 (3). Slopes substantially different from the mass-dependent value are usually referred to in the literature
as anomalous mass dependent or mass-independent. In some rare and interesting cases a striking mass-independence with a slope of unity (4; 5) has been found.

Mass-dependent fractionation of isotopomers occurs in various geochemical processes (6). The deviations from such mass-dependent behavior are one source of information on geochemical processes (5; 7). Three ways of presenting the isotopic fractionation information are: (1) give the fractionation $Q\delta$, the relative rate of reaction of one isotopomer $Q$ relative to another, (2) construct a three-isotope plot by plotting the $\delta$ value of one isotopomer against another, each $\delta$ value being relative to the same reference isotopomer or (3) give the enrichment $Q\Delta$, which represents the difference of the measured fractionation $Q\delta$ of an isotope $Q$ from the expected mass-dependent value calculated from the normal isotope. Unless the fractionation is large, the three-isotope plot shows a linear relation between the fractionation of the two isotopomers relative to the third. The slope of this line depends upon the isotopic masses, and can depend on the fractionation of the geochemical process which induces the observed enrichment. The $Q\delta$’s and $Q\Delta$’s are widely used in atmospheric chemistry.

Deviations of $Q\Delta$ from zero are considered as anomalies (7), and to identify anomalies a mass-dependent value appropriate to the process should be used. We note that kinetic processes can have a mass dependent value different from that for chemical equilibria (8). For example, in collisions with a surface the dependence on mass varies as $1/\sqrt{m}$, where $m$ is the mass of the colliding particle, while in Bigeleisen-Mayer-Urey expression, which contains vibrational partition functions, it varies as $1/m$.

Isotopomer fractionation also occurs in photodissociation reactions, a process important to atmospheric chemistry. The observed enrichment is explained in terms of the enrichments and magnitudes of the various sources of a given gas and the fractionations and magnitudes of the various loss mechanisms. In this way the enrichments in atmospheric samples can be used to study and quantify specific generating processes.
Using the theory of nearly-direct photodissociation discussed in chapters 6 and 7 and also described later in the present chapter, we computed the fractionation factor, as defined in Section II.A., of oxygen isotopes in the photolysis of N₂O at different wavelengths (9). In the present chapter we present these wavelength-dependent fractionation factors as a three-isotope plot. To our surprise the slope of the plot was the same as the mass-dependent value predicted by Bigeleisen-Mayer theory for a purely chemical equilibrium system. This similarity is quite unexpected \textit{a priori} since the two processes are different and the functional dependence of the fractionation factors on the mass can be different for kinetic and chemical equilibrium processes. The present perturbation theoretical work on an expression for the slope of a three-isotope plot for photodissociation was undertaken to both understand this computational result and for applications in atmospheric and laboratory systems.

II. Analysis

A. Photodissociation theory

In the absorption of light in the UV or visible region, leading to electronic transitions in molecules, a transition frequently occurs to a repulsive electronic state of the molecule and a direct photodissociation results. The detailed theory for the calculation of photodissociation cross-sections is available (10; 11) The molecule undergoes a direct dissociation when the lifetime of the molecule in the excited electronic state is less than or comparable to a vibrational period of the molecule, and an indirect dissociation when it is much longer. Long lifetimes in the excited state lead to the well known prominent structure in the absorption cross-section (10) and hence the presence of a more diffuse structure can be considered as a nearly direct-dissociation problem. (12)

The absorption cross-sections for direct and nearly-direct photodissociations can be obtained by a simple analysis using the multidimensional reflection principle(11; 13). We use a form of the reflection principle (10) for the absorption cross-section $\sigma$ at a frequency $\omega$ which is
more accurate than an earlier\(^{11,13}\) version of the principle. There are several expressions in the literature \(^{10,13}\) and one of the expressions we found \(^{9}\) to represent the absorption cross-section \(\sigma\) data best for a spin-allowed transition is given by \(^{10}\):

\[
\sigma_{\nu}(\omega) = \frac{\pi \omega}{3 \hbar \epsilon_0 c} \int |\psi_{\nu}(Q)|^2 |\mu_{fi}(R)|^2 \delta \left( \omega - (E_f(R) - \frac{1}{2} E_{iv})/\hbar \right) dQ \tag{8.1}
\]

where \(R\) denotes internal coordinates and \(Q\) the normal coordinates. \(\mu_{fi}(R)\) is the transition dipole moment function for a transition between the ground and the excited electronic states \(i\) and \(f\) respectively, \(V_f(R)\) the potential energy surface of the excited electronic state, and \(E_{iv}\) the energy of the initial nuclear vibrational state, \(\nu\). \(|\psi_{\nu}(Q)|^2 dQ\) is the probability density of the initial nuclear vibrational state \(\nu\) in the ground electronic state \(i\).

For the latter we use as a zeroth order approximation the harmonic oscillator wavefunctions corresponding to the normal coordinates \(Q\).

The difference in the absorption cross-sections of various isotopomers leads to a fractionation of the isotopomers during photodissociation. The rate of photodissociation for each isotopomer is given as \(J(\omega) = \sigma_{\text{total}}(\omega) I(\omega) \phi(\omega)\), where \(I(\omega)\) is the intensity of the incident light at frequency \(\omega\). \(I(\omega)\) is independent of the molecule; \(\phi(\omega)\) is the quantum yield of the reaction at that \(\omega\) and is usually unity for direct or nearly-direct photodissociation and \(\sigma_{\text{total}}\) is the total absorption cross-section obtained by adding the contributions from all vibrational states in the ground electronic state, weighted by their thermal populations.

The fractionation factor is dependent upon the ratio of the rates of photodissociation of two isotopomers, say \(A\) and \(A'\) as:

\[
\epsilon^{(A',A)} = \frac{J^{(A')}(\omega)}{J^{(A)}(\omega)} - 1 = \frac{\sigma^{(A')}(\omega)}{\sigma^{(A)}(\omega)} - 1 \tag{8.2}
\]

As expected from Eq. (8.1) the fractionation factor arises mainly from isotopic differences in the wings of the wavefunction, and so is least at the absorption maximum. Indeed, using \(\text{N}_2\text{O}\) as an example, Yung and Miller \(^{14}\) found zero fractionation near the absorption
maximum of 185 nm.

B. Slope of the three-isotope plot

In the present note we derive a perturbation theoretical expression for the slope of the three-isotope plot of $\epsilon^{(A'',A)}(\omega)$ vs. $\epsilon^{(A',A)}(\omega)$, for three isotopomers $A, A'$ and $A''$. Our derivation of the perturbation theoretical expression is as follows: in evaluating the integral in Eq. (8.1), the Q’s are transformed into mass-independent internal coordinates R, because the fact that $V_i(R)$, $V_f(R)$ and $\mu_{fi}(R)$ are independent of isotopic substitutions simplifies the analysis. The mass effects occur in the vibrational frequencies, the normal coordinates $Q$ in the ground electronic state vibrational wavefunctions and in the energies $E_{i\nu}$. The method used to relate $Q$ in the $|\Psi(Q)|^2 dQ$ to internal coordinates $R$ depends functionally on the $G$ matrix (9; 15) and the latter depends on masses in the functional form of reciprocal masses, $1/m_i$. Similarly the vibrational frequency and hence the energy $E_{i\nu}$ depend in a rather complicated way on $G$ and hence on $1/m_i$’s. In summary, the expression for the absorption cross-section is a function of reciprocal masses $1/m_i$, i.e., $\sigma_{\text{total}} = \sigma_{\text{total}}(\omega, 1/m_1, 1/m_2, \ldots)$. To find the first-order isotopic perturbation in $\sigma_{\text{total}}$, a Taylor series expansion of $\sigma_{\text{total}}$ is used to the first-order. The perturbation treatment for the entire expression of the cross-section when the mass $m_i$ is isotopically substituted involves a differentiation of the expression for the cross-section with respect to $1/m_i$ and multiplied by the first-order difference $\Delta(1/m_i) = 1/m_i^{(A')} - 1/m_i^{(A)}$ in the two isotopes, i.e.,

$$1 + \epsilon^{(A',A)}(\omega) = \frac{\sigma^{(A')}}{\sigma^{(A)}} \approx \left(1 + \sum_i \frac{\partial \sigma^{(A)}}{\partial (1/m_i)} \Delta(1/m_i)\right)$$  (8.3)

where the subscript $\text{total}$ is omitted and where the sum is over all the masses that are isotopically substituted. The factor $\partial \sigma^{(A)}/\partial (1/m_i)$ that is common to both the abscissa and the ordinate has no effect on the slope of the three-isotope plot. Thus, the slope $\beta$ of
the $\epsilon(A''A)(\omega)$ vs. $\epsilon(A'A)(\omega)$ plot based on the above perturbation method is obtained as:

$$\beta = \frac{1/m_i^{(A'')}}{1/m_i^{(A)}} / \frac{1/m_i^{(A')}}{1/m_i^{(A)}}$$

(8.4a)

and

$$\epsilon(A''A) = \beta \epsilon(A'A)$$

(8.4b)

Thus, in this perturbation treatment of the three-isotope plot, it is the form $(1/m$ in the above case) in which the masses appear in the function, rather than the function itself that is important.

Like the isotopic fractionation in chemical equilibrium the present isotopic fractionation in the photolysis is a quantum effect: if the probability distribution in the coordinates $|\Psi_i(R)|^2$ were replaced by a thermally equilibrated classical Boltzmann probability distribution that is proportional to $exp(-V_i(R)/k_B T)$, the result for $\sigma_{total}$ in the reflection principle approximation would be:

$$\sigma_{total}(\omega) = \frac{\pi \omega^2}{3e_0ck_BT} \int e^{-V_i(R)/k_BT} \frac{\mu_{fi}(R)^2 \delta(\omega - \omega_{fi}(R))dR}{\int e^{-V_i(R)/k_BT}dR}$$

(8.5)

where $\omega_{fi}(R) = (V_f(R) - V_i(R))/\hbar$, $V_i(R)$ is the potential energy function in the ground electronic state whose averaged value $\frac{1}{2}E_{iv}$ appears in the quantum case as given in Eq. (1) of Ref. (10). For a comparison with this classical equation, the quantum mechanical one in Eq. (1) should have an extra factor of $(1 - e^{-\hbar\omega/k_BT})$ to include emission in the net absorption (16). In the classical limit, $\hbar \to 0$, the coefficient with this added factor reduces to that in Eq. (8.5) (17). $V_i(R)$, $V_f(R)$ is dependent upon the electronic nature of the molecule alone and is unaffected by isotopic substitution, as is the $\sigma_{total}$ with the classical distribution. In the classical Franck-Condon approximation, since the momenta cancel in the expression for the absorption, the thermal distribution of the momenta at a
given temperature does not affect the absorption.

C. Three-isotope plot for high conversions

When the photodissociation reaction proceeds to a high conversion to products, the result in Eq. (8.4a) can still be applied to obtain the relative amounts of different isotopomers remaining undissociated after time \( t \): Treating photodissociation as a first-order rate process, the concentration \( Q^A(t) \) of isotopomer \( A \) remaining at time \( t \) decays because of the photodissociation at \( \omega \) as \( Q^A(t) = Q^A(0) \ exp(-J^A(\omega)t) \). The relative amount of isotopomer \( A' \) remaining at time \( t \) can be described by a function \( 1 + \delta^{A',A}(\omega) = \left(\frac{Q^A(t)/Q^A(0)}{Q^{A'}(t)/Q^{A'}(0)}\right) = \exp\left(-(J^{A'} - J^A)t\right) \). Thereby, \( \ln(1 + \delta^{A',A}(\omega)) = -(J^{A'} - J^A)t \). The relative amount of isotopomer \( A' \) surviving, considering the dissociation for the given range of frequencies \( \omega \) of the light source, can be obtained by weighting the contribution from each \( \omega \) by \( I(\omega) \sigma^{(A)}(\omega) \):

\[
\langle \ln(1 + \delta^{A',A}) \rangle = \frac{\int I(\omega) \sigma^{(A)}(\omega) \ln(1 + \delta^{A',A}(\omega)) \ d\omega}{\int I(\omega) \sigma^{(A)}(\omega) d\omega} = -\frac{\int I(\omega) \sigma^{(A)}(\omega) (J^{A'} - J^A) \ t \ d\omega}{\int I(\omega) \sigma^{(A)}(\omega) d\omega}
\]

(8.6)

A photodissociation reaction with broadband absorption and high conversions thus yields a ratio of the relative amounts of isotopomers \( A', A'' \) remaining at time \( t \) as:

\[
S = \frac{\langle (Q^{A''}(t)/Q^{A''}(0))/(Q^A(t)/Q^A(0)) \rangle}{\langle (Q^{A'}(t)/Q^{A'}(0))/(Q^A(t)/Q^A(0)) \rangle} = \frac{\langle \ln(1 + \delta^{A'',A}) \rangle}{\langle \ln(1 + \delta^{A',A}) \rangle} = \frac{\int I(\omega) \sigma^{(A)}(\omega) (J^{A''} - J^A) \ t \ d\omega}{\int I(\omega) \sigma^{(A)}(\omega) (J^{A'} - J^A) \ t \ d\omega} = \frac{\int I(\omega) \sigma^{(A)}(\omega) \epsilon^{(A'',A)} \ d\omega}{\int I(\omega) \sigma^{(A)}(\omega) \epsilon^{(A',A)} \ d\omega}
\]

(8.7)

This \( S \) is the slope of a plot of \( \langle \ln(1 + \delta^{A'',A}) \rangle \) vs. \( \langle \ln(1 + \delta^{A',A}) \rangle \) where the points are taken from different conversions (different reaction times). The value of \( S \) from Eq. (8.7) is seen to be independent of \( t \). Using Eq. (8.4b), \( S = \beta \). That is, the slope of the plot based on different conversions of reactants is equal to the slope of the plot obtained using the values from different frequencies as the points on the plot.
D. General comments

A merit of three-isotope plots is that the slope obtained in the plot is dependent on the isotopic masses and the process that leads to the mass-dependent fractionation, without emphasizing many details of the process. For example, in the case of photodissociation the three-isotope plot only highlights the functional dependence of the absorption cross section $\sigma$ on the reciprocal masses, $1/m_i$. Even though the potential energy and dipole moment surfaces are needed for the exact calculation of the absorption cross section, the three-isotope plot becomes independent of these quantities to a good approximation.

Sometimes, at negligible conversions, the rates of reaction of the three isotopomers are plotted as $\ln(\sigma^{A''}/\sigma^A)$ vs. $\ln(\sigma^{A'}/\sigma^A)$ for various frequencies (18). However, it should be noted that this logarithmic form obtained from different frequencies and used for small conversions is different from the logarithmic form obtained from different times and high conversions discussed in Section II. C. We have given arguments (Eq. (8.7)) showing that for small conversions the slope $\alpha$ of the linear plot, rather than the corresponding log-log plot, is equal to the slope $S$ of the log-log plot at high conversions. The equality is not based on perturbation theory.

The analysis thus far is applicable when the photodissociation process is spin-allowed and the factors governing the rate of the photodissociation in different isotopomers are the mass-dependent frequencies and the normal coordinates. Photodissociation may also involve spin-forbidden processes, such as singlet-triplet transitions that become more allowed with a small probability due to, for example, a spin-orbit coupling perturbation in the Hamiltonian or an electron spin-nuclear spin coupling (hyperfine coupling). The rates of such reactions for isotopes of odd atomic masses with a non-zero nuclear spin and even atomic masses with a zero nuclear spin are different (19; 20). In such spin-forbidden photodissociation reactions, the isotopic fractionation depends on spin as well as mass. Thus, there can then be unusually high isotopic fractionations (19; 20). Also, in a three-isotope plot a slope
of opposite sign compared to that for the regular mass-dependent processes also becomes possible. The result in the present chapter is not applicable to such spin-forbidden cases. However, the fractionation of the two spin-zero isotopomers can be calculated using the present method.

E. Perturbation method applied to other processes

The final result for photodissociation, Eq. (8.4a), is the same as that found for equilibrium chemical exchange reactions to first-order. (1; 21) Bigeleisen and Mayer pointed out that in a chemical separation of isotopes, the fractionation is a quantum effect (1). The ratio of classical partition functions is unity, apart from any symmetry factors. Treating the rotational and translational partition functions classically and the vibrational partition function quantum mechanically, they obtained (22) a ratio of partition functions:

$$\frac{s}{s'} f = \frac{\Pi_{i} \frac{u_i}{u'_i} e^{-u_i/2}/(1 - e^{-u_i})}{F(u_i) / F(u'_i)}$$

$$\approx 1 + \sum_i \frac{\Delta(u_i^2)}{24}$$

(8.8a)

(8.8b)

where $s, s'$ are the symmetry numbers for the isotopomers, $F(u_i) = \Pi_i u_i e^{-u_i/2}/(1 - e^{-u_i})$, $u_i = \hbar \omega_i / k_B T$ where $\omega_i$ is the frequency of the $i^{th}$ vibrational mode, and $u'_i$ is defined similarly for the other isotopomer. The approximation in Eq. (8.8b) is valid for small $u_i$ or at high temperatures. Their analysis then uses the invariance of trace of the characteristic matrix to find the ratios of partition functions in terms of the isotopic masses. Alternatively, following exactly the method we have used in deriving Eq. (8.4a), we see from Eq. (8.8a) that the partition function depends upon the normal mode frequencies $u_i$ and these $u_i$ are the eigenvalues of the characteristic matrix which depends on masses in the form $1/m_i$, i.e., $u_i = u_i(1/m_1, 1/m_2, ...)$ and so $F(1/m_1, 1/m_2, ..., 1/m_i, ...) / F(1/m_1, 1/m_2, ..., 1/m'_i, ...) \approx 1 + (\partial F / \partial (1/m_i)) \Delta(1/m_i)$. Thus we recover the $1/m - 1/m'$ rule for the chemical equilibrium reaction fractionation. In deriving this result, we have avoided the high temperature approximation, used in Bigeleisen and Mayer. So, to first-order in $\Delta(1/m)$, our result is
independent of temperature.

When a different type of mass-dependent process is involved the functional dependence on $m$ can differ, as noted earlier in the introduction. For example if the ratio of condensation rates of a molecule $AB$ onto a surface were proportional to $1/\sqrt{m_{AB}}$, where $m_{AB}$ is the mass of the molecule, then the slope of a three isotope fractionation plot would be $(1/\sqrt{m_{A'B}} - 1/\sqrt{m_{AB}})/(1/\sqrt{m_{A''B}} - 1/\sqrt{m_{AB}})$ to first order in mass differences. This value differs somewhat from the value given in Eq. (8.4a), because of the difference in the nature of isotopic mass-dependence of the rate process.

III. Numerical and analytical example: $\text{N}_2\text{O}$ photolysis

Nitrous oxide ($\text{N}_2\text{O}$) is of considerable atmospheric interest since it is an efficient greenhouse gas, and we select it as an example. In the stratosphere, the photodissociation reaction $\text{N}_2\text{O} + h\nu \rightarrow \text{N}_2(1\Sigma^+) + \text{O}(^1D)$ is the most prominent mechanism for the removal of 446 (abbreviation for $^{14}\text{N}^{14}\text{N}^{16}\text{O}$) and its isotopomers 447, 448, 456 and 546. (23) The principal range of absorption 175nm-215nm corresponds to a singlet-singlet transition.

In Ref. 9 (Chapter 6) detailed computations for the wavelength-dependent absorption cross-sections of the isotopomers and hence the fractionation factors were presented using the multidimensional reflection principle and the \textit{ab initio} potential energy surfaces and transition dipole moment function obtained from Ref. 24. To find $|\Psi_\nu(Q)|^2 dQ$ we first determined the normal mode coordinates and frequencies with the procedure (15) summarized in Appendices B and C of Ref. 9, using the inertia matrix $G^{-1}$ and the force constant matrix $F$ as defined in Ref. 15 and then finding the eigenvectors of the $GF$ matrix. The element $G_{\theta\theta}$ corresponding to the inertia for the bending vibration, not defined in Ref. 15, was obtained from Ref. 25. We expressed the harmonic oscillator wavefunction in terms of the mass-dependent normal mode coordinates $Q$ and vibrational frequencies and $Q$ was then transformed to $R$ with the appropriate transformation matrix that depends on isotopic
substitution (9; 15). The force constants obtained from Ref. 26 were used to form the force constant matrix $F$. Using the results from those detailed calculations the fractionation factors $\epsilon^{447}$ and $\epsilon^{448}$ were obtained as functions of wavelength. In the wavelength range over which calculations were made, these fractionation factors were found to be approximately in the ranges (-0.1, 0.01) and (-0.05, 0.005), respectively, with the zero of fractionation near the absorption maximum, 185 nm. In Ref. 9 calculations were also made for the other isotopomers of N$_2$O: 456, 546 and 556 and comparison with the extensive experimental data on fractionation was given. Oddly, experimental data on the 447 spectral absorption seems to have been not published, even though 447 is commonly used in atmospheric analysis.

The emphasis of the current work is on the relation between $\epsilon^{447}(\omega)$ and $\epsilon^{448}(\omega)$ plotted using results for the different frequencies. A plot of $\epsilon^{448}$ vs. $\epsilon^{447}$ is given in Fig. 8.1, each point obtained from Ref. 9 by evaluating both the fractionation factors 447 and 448 at the same wavelength, using the results from the different wavelengths. This linear plot gives a slope of approximately 0.532 with a zero intercept in the temperature range 233 – 300 K. The slope for the fractionation by photolysis, is close to the perturbation
slope \((1/m_{O^{16}} - 1/m_{O^{17}})/(1/m_{O^{16}} - 1/m_{O^{18}}) = 0.529\) for the mass-dependent fractionation, obtained in the present perturbation analysis. They are not precisely the same, since one is 0.532 and the other is 0.529, because the terms of higher order in \(\Delta(1/m)\) that are present in the computational result are absent in the perturbation treatment.

Using the computational results, we found that the slope of the linear plot \(\epsilon_{448}(\omega) vs. \epsilon_{447}(\omega)\) was 0.5325 at 233 K and 0.5338 at 297 K, while for \(ln(\sigma_{448}(\omega)/\sigma_{446}(\omega)) vs. ln(\sigma_{447}(\omega)/\sigma_{446}(\omega))\) plot the slopes were 0.5248 and 0.5250, respectively, indicating that both plots are relatively unaffected by temperature, although the log-log plot is slightly less affected. The present results for 233 – 300 K show that the slope is nearly the same over this temperature range. At even lower temperatures the contribution to absorption comes significantly from the ground vibrational state of the molecule alone and so the coefficients of the powers of \(\Delta(1/m)\) will depend weakly on temperature. So we expect that the slopes do not change much at lower temperatures, even though one is far from the high temperature regime.

Because of the close comparison between mass-dependent values obtained using computed fractionation factors and the theoretical analysis with no computation, the importance of the perturbation theoretical result for the \(\text{N}_2\text{O}\) test case becomes apparent. The small variation of the absorption cross-section with the mass, as indicated by the fractionation factors less than 0.1, justifies the use of perturbation expansion in \(\sigma\) to the first order.

From data on \(\text{N}_2\text{O}\) fractionation in unspecified processes different from photodissociation, a slope of 0.515 was obtained (27) for a three-isotope plot of \(\epsilon_{448}\) vs. \(\epsilon_{447}\). In their later experiments, Cliff et al., (28) observed an excess of O\(^{17}\) when the samples from lower stratosphere were analyzed using this slope of 0.515. This observation called for an accurate estimate of the three-isotope plot slope obtained by photolysis. An assumed slope of 0.515 for photolysis required additional \(\text{N}_2\text{O}\) sources/sinks to explain the observation. Kaiser et al., (18) used a slope of about 0.520 obtained from the broadband photolysis experiments by Rockmann et al. (29). The measured value of 447 fractionation factor is not published in
Ref. 29, and with slopes between 0.50 and 0.53 are possible with the published data on 448 (30). More refined experiments (31) do not give the measured value of 447 fractionation factor nor the slope of the three-isotope plot. Other theoretical estimates for this slope 0.525 and 0.517 from Refs. 32 and 33 using detailed quantum mechanical wavepacket propagation on the potential energy surface, also could not help resolve the debate about the interpretation of the O\textsuperscript{17} excess in atmospheric samples (28). The slope 0.532 we obtained in a linear plot of fractionation factors from the detailed computation, and supported by the almost similar perturbation theory result, should, we believe, be used as the mass-dependent slope standard for the N\textsubscript{2}O photodissociation. We also believe that this slope of 0.532 should be included in a chemical transport model similar to that of McLinden et al. (34) to see what fraction of the current discrepancy in the atmospheric measurements of Ref. 28 can be accounted for solely by photodissociation. A decision could then be made whether a search for additional sources/sinks of N\textsubscript{2}O is needed.

IV. Conclusions

Using a perturbation theoretical analysis an expression is obtained for the slope of three-isotope plots in photolytic fractionation. The result obtained here is expected to be a good approximation to analyze the mass-dependent effects in the photolytic process when the fractionation factors are small, justifying a first-order perturbation in the absorption cross-section. For N\textsubscript{2}O, the result obtained by the present analysis is a close match with that of detailed computational calculations (9) of photodissociation fractionation. The comparison of the linear and log-log plots is discussed in the context of small and large conversions. This perturbation method given here for photodissociation reactions can be extended to some other kinetic processes once the functional form in which the masses appear in the equation for fractionation is known.
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Chapter 9

Conclusions

In the present thesis, theoretical studies related to three different kinds of experiments have been conducted. In relation to the single molecule enzyme experimental observations on the fluctuations of catalysis rate, spectral diffusion and fluorescence lifetime, a formulation based on fluctuations in the electrostatic interaction energy at a local site in the enzyme was developed. The autocorrelation functions of these three observables were related to that of the fluctuations in electrostatic interaction energy. The autocorrelation functions in the experiments decay on the time scales of milliseconds, and real-time trajectories of the enzyme cannot be obtained by computer simulations. To estimate the fluctuations in electrostatic interactions on these time scales, a formulation based on dielectric measurements of enzymes is developed. The autocorrelation function of the catalysis rates and fluorescence lifetime are compared with the experimental data using dielectric dispersion of proteins.

To understand the single molecule unfolding experiments that were used to verify a nonequilibrium fluctuation theorem (Crooks’ theorem), the subtleties in the derivation of the theorem are studied. We note that the experimental system does not satisfy the condition in the theorem that the external parameter of the system should be varied in a steady way. It was also shown that in the limit of a quasi-static variation of the external parameter, Crooks’ theorem can be recovered for this system. The experimental unfolding and refolding work distribution data are then analyzed using a phenomenological model for distortion of the
free-energy surface under applied forces. Based on the analysis, a few conditions that need to be checked before extracting $\Delta G$ from the experiments are noted.

To model the experimental data on the absorption cross-section of $N_2O$, two different calculations using two variants of the multidimensional reflection principle are performed. The calculated absorption cross sections are compared with the experiments. In the first calculation, an empirical broadening was used to match the experimental data, and in the second calculation the cross section was fit to the data on the lower energy side of the absorption peak where the isotopic fractionation data is available. Using these adjustments for the absorption cross sections, the wavelength-dependent fractionations of $N_2O$ isotopologues by photodissociation are calculated and compared with the experiments. The calculated fractionation of the isotopologue $^{14}N^{14}N^{17}O$ by both these methods showed a simple linear relation to that of $^{14}N^{14}N^{18}O$. A perturbation theoretical method was used to explain this relationship.