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ABSTRACT

The application of Si nanocrystals as floating gate in the metal oxide semiconductor field-effect transistor (MOSFET) based memory, which brings many advantages due to separated charge storage, attracted much attention in recent years. In this work, Si nanocrystal memory with nanocrystals synthesized by ion implantation was characterized to provide a better understanding of the relationship between structure and performance – especially charge retention characteristics.

In the structural characterization it was demonstrated that scanning tunneling microscopy (STM) and non-contact atomic force microscopy (nc-AFM) enable much more accurate measurements of the ensemble size distribution and array density for small Si nanocrystals in SiO$_2$, estimated to be around 2–3 nm and $4 \times 10^{12} - 3 \times 10^{13}$ cm$^{-2}$, respectively. The reflection high energy electron diffraction (RHEED) pattern further verified the existence of nanocrystals in SiO$_2$. Capacitance-voltage (C-V) measurements demonstrated the memory effects. The comparison between charge density and nanocrystal density suggests single charge storage on individual Si nanocrystals.

The electronic property of tunnel oxide layer is a key factor influencing charge retention, and was characterized by conductive atomic force microscopy (C-AFM). An overall high conductance observed between the nanocrystal floating gate and the substrate is believed to be responsible for the relatively short retention time for electrons. A narrowed denuded zone contaminated with nanocrystals is suggested to be the reason for the high conductance, which is further supported by switching events and fluctuations in local current-voltage (I-V) curves. From the results of C-AFM, a better control of
nanocrystal distribution close to the channel is shown to be critical for non-volatile nanocrystal memory made via Si ion implantation.

Nanoscale charge retention characteristics of both electrons and holes were probed directly by ultrahigh vacuum (UHV) nc-AFM, in which a highly doped Si tip was applied to inject charges into the nanocrystal layer and monitor subsequent charge dissipation. The results reveal a much longer hole retention time (e.g., >1 day) than that for electrons (e.g., <1 hour), which is consistent with the charge retention characteristics from electrical characterization of nanocrystal floating gate MOS capacitors as well as time-resolved photoluminescence measurements. The large difference in charge retention times for electrons and holes is attributed to the difference in tunneling barrier heights: 3.1 eV and 4.7 eV for electrons and holes, respectively. Based on the charge injection and retention characteristics obtained from UHV nc-AFM and nanocrystal floating gate MOS devices, we suggest that hole programming in Si nanocrystal memory is an interesting choice in improving data retention or in further device scaling.

UHV nc-AFM guarantees high detection sensitivity and stability in charge imaging experiments due to a lack of air damping, so a three-dimensional (3D) electrostatic model can be developed to provide quantitative information regarding the distribution and evolution of the localized charges. For example, a transition from initial complementary error function distribution to Gaussian distribution was suggested in the simulation. In addition, charge detection sensitivity was found to increase with the scanning height, showing much room for further improvement of the sensitivity in UHV nc-AFM. The limitation of the electrostatic model is also discussed, and some knowledge regarding the
charge distribution obtained from theoretical analysis and other experimental methods is suggested to be necessary supplements to the quantitative charge analysis by nc-AFM.

Finally, the approach used in the electrostatic simulation of nc-AFM was applied in 3D simulation of Si nanocrystal memory. The dependence of Coulomb charging energy on dielectric environment is analyzed. From the local variation of channel minority carrier density due to separated charge storage, the threshold number density of charged nanocrystals for 1D approximation to break down is shown to be $10^{12}$ cm$^{-2}$ in the sample geometry investigated.
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Chapter 1

Introduction

1.1 The era of nanotechnology

Nanotechnology is already a very popular word that frequently appears in mass media. Although this word still remains something of a mystery and a cause for confusion in the popular imagination, even without a clear and strict definition, nobody can deny that an era of nanotechnology is fast approaching. The concept of nanotechnology had its genesis in a lecture by Richard Feynman titled “There’s Plenty of Room at the Bottom”1 given at the annual meeting of the American Physical Society held at California Institute of Technology in 1959, and the term was created in 1974 by Tokyo Science University professor Norio Taniguchi to describe precision manufacturing of materials at the nanometer scale.2 Today the boom of nanotechnology is happening in a wide variety of disciplines, ranging from basic research areas such as chemistry, physics, and biology to application areas such as communication, energy, and medicine. At the same time, nanotechnology is blurring the boundaries between these disciplines.

In microelectronics, complementary metal oxide semiconductor (CMOS) technology has proven itself to be one of the most important achievements in modern engineering history and has become the primary engine driving the world economy. For more than 30 years, the continuous scaling of CMOS transistors predicted by the famous Moore’s law3 has been playing a key role in achieving higher performance and lower costs. With the appearance of 90 nm, 65 nm, and even 45 nm process technology, there is no “plenty of...
room at the bottom” any longer before reaching the fundamental limits set by semiconductor physics and quantum mechanics. Novel ideas such as carbon nanotubes are presented as a possible substitute for transistor-on-silicon chips. However, until an idea can be proven practical in volume production and has advantages large enough to persuade manufacturers to abandon the dominating and mature CMOS technology, this technology is still our most dependable source for further miniaturization. In the meantime, more effort is needed to overcome issues such as overheating and power leakage. As Moore said, “No exponential lasts forever. But it can be postponed.”

1.2 Nanocrystals

Low dimensional materials, including nanowires, nanotubes, and nanocrystals, have attracted much attention in recent years. Nanocrystals typically contain a few tens to a few tens of thousands of atoms following crystalline structure, and their properties are usually quite different from bulk materials. Nanocrystals have very large surface-to-volume ratios, or a high percentage of atoms in the disordered surface region instead of the crystalline phase, which makes nanocrystals highly chemically active and unstable. For nanocrystals with the sizes of a few nanometers, quantum mechanical effects have to be considered when studying their optical and electronic properties. The quantized energy levels even make them behave like “artificial atoms,” so nanocrystals are also called “quantum dots.”

Semiconductor nanocrystals have shown potential applications in many areas. Their first practical use was found in biology as fluorescent probes in biological staining and diagnostics. Light emitting diodes (LEDs) and single electron transistors based
on semiconductor nanocrystals as well as applications in optical amplifiers\textsuperscript{13} and lasers\textsuperscript{14} have been suggested.

Bulk silicon is an indirect bandgap semiconductor, making it an inefficient light emitter. However, the small sizes of silicon nanocrystals enable their properties to approach that of a direct bandgap semiconductor. Silicon nanocrystals have attracted a huge amount of interest since Canham’s discovery of room temperature photoluminescence of porous silicon,\textsuperscript{15} which was attributed to quantum confinement. Since then, more research on light emission has been conducted using porous silicon,\textsuperscript{16,17,18,19} Si/SiO\textsubscript{2} superlattices,\textsuperscript{20} and surface-textured bulk silicon,\textsuperscript{21} as well as silicon nanocrystals fabricated through electrochemical etching and dispersion,\textsuperscript{22} silicon ion implantation plus annealing,\textsuperscript{23,24,25} and annealing of SiO\textsubscript{x} films prepared by plasma enhanced chemical vapor deposition.\textsuperscript{26} Surface passivation was found to play an important role next to the size effect in tuning the band gap or emission wavelength.\textsuperscript{27,28} Although silicon nanocrystals are less optically efficient than many other nanocrystals formed by direct band gap semiconductors, their compatibility with CMOS processing and high quality of surface passivation with SiO\textsubscript{2} make them an ideal candidate for many applications in optoelectronics. The nanocrystal antenna effect found in Si nanocrystal-doped SiO\textsubscript{2} containing erbium,\textsuperscript{29,30,31} or a similar system,\textsuperscript{32,33} shows the ability to increase the effective Er absorption cross section by several orders of magnitude, and was explained theoretically by an energy transfer process from excitons in nanocrystals to surrounding Er ions.\textsuperscript{34,35} Since Er ions emit light at 1.55 µm, the wavelength for optical telecommunication, this effect may help to fabricate efficient LEDs, optical amplifiers, or even a silicon laser.
Silicon nanocrystal fabrication techniques have advanced enough to make it possible to obtain single electron charging effects even at room temperature, and have become a potential way to fabricate nanodevices which have feature sizes beyond the limit set by standard lithographic techniques. This would allow for future ultralow power and ultrahigh density integrated devices. One example is a single electron tunneling device that consists of nanocrystals which constitute active electron transport paths. Fabrication of the Si-nanocrystal-based single electron transistor was first demonstrated by Choi et al. using silicon nanocrystals deposited by low pressure chemical vapor deposition (LPCVD) in 1998, and then by Fu et al with a unique plasma deposition technique for Si nanocrystal deposition. In addition, the charge storage ability of Si nanocrystals was used to control Coulomb blockade oscillations in a single electron transistor structure. More so than in tunneling devices, an immediate and more practical application of Si nanocrystals is in floating gate memory.

1.3 Silicon nanocrystal floating gate memory

The idea of silicon nanocrystal based memory was presented by Sandip Tiwari et al. in 1995. Figure 1.1 shows the schematic of this memory device as well as conventional floating gate memory. Both devices consist of a metal oxide semiconductor field effect transistor (MOSFET) structure and a floating gate which can store charges. Charges can be injected into or erased from the floating gate through a tunnel oxide layer under appropriate gate biases. The key difference exists in the formation of the floating gate, which is a continuous layer of polycrystalline silicon in the conventional version, but a layer of discrete Si nanocrystals embedded in SiO₂ matrix in the nanocrystal version.
Nanocrystal memory has many advantages over conventional floating gate memory due to the separated charge storage. As conventional flash memory devices begin to scale into the sub-100 nm lithography regime, scaling is becoming more challenging especially due to the stringent leakage requirements. For example, one leaking path that connects the channel and the continuous floating gate can dissipate all the stored charges and ruin the whole device. The leakage issue has imposed fundamental scaling limitations on physical thickness of the tunnel oxide as well as further scaling of the memory devices (transistors generally need to scale proportionally to avoid short-channel effects.) The tunnel oxide thickness in the conventional floating gate memory device is typically larger
than 8 nm, which requires high operation voltages for programming and erasing. Since 8 nm is in the Fowler-Nordheim tunneling region, defects can be generated by many rounds of electrical stress and degrade the tunnel oxide. In nanocrystal memory, the stringent leakage requirements do not exist. A leaking path can only discharge one or a few nanocrystals, but the charges on all other nanocrystals will still be there, and the memory device will still work. With this feature, nanocrystal memory devices can be further scaled and tunnel oxide thickness can be less than 3 nm. Decrease of tunnel oxide thickness brings lower operation voltages and lower power consumption, which alleviates heat dissipation problems. The mechanism of charging and discharging is direct tunneling, which has little influence on the oxide quality and helps to increase the number of operation cycles. In addition, Si nanocrystal memory can be fabricated using simple methods fully compatible with mainstream semiconductor processing and avoid the fabrication complications and costs of a dual-poly process.

The advantages of Si nanocrystal memory have attracted much attention, and research on this topic has boomed in the last ten years. Various fabrication processes have been suggested for nanocrystals in nanocrystal memory. One important process is the excess Si-precipitation technique, which uses high-energy ion implantation of Si into the SiO₂ layer or deposition of a Si-rich SiO₂ layer, followed by thermal annealing at high temperature to precipitate Si nanocrystals. Other methods include the aerosol technique, which can deposit Si nanocrystals with a SiO₂ shell, and LPCVD, which grows hemispherically shaped Si islands, etc. In 2003, De Salvo et al. demonstrated up to a 1 Mbit test array, and Motorola declared a 4 Mbit nonvolatile memory, raising hope for commercialization. In addition, Si nanocrystal memories fabricated on silicon-on-
insulator substrate have shown single electron charging and discharging phenomena at room temperature,\textsuperscript{48,49} and experimental evidence has been presented which supports the possibility of achieving dual bit operation.\textsuperscript{50}

In spite of all these advantages and promising developments of Si nanocrystal memory, there are still many challenges ahead on the road to commercialization. According to Jan De Baluwe,\textsuperscript{51} part of the voltage gain benefit from a thinner tunnel oxide layer is offset due to poor control gate coupling. Also, both the nominal and statistical retention behavior still need to be tested before claiming true nonvolatility, and a more fundamental understanding of the scaling limits of nanocrystal memories is still lacking. For example, control of the channel conductance when relying on only a few nanocrystals is still unknown. After all, Si nanocrystal memory has not fundamentally changed the constraints of transistor charge based memory scaling;\textsuperscript{52} it is an improved version rather than a brand new substitute for the current mainstream floating gate storage.

1.4 Scanning probe microscopy

Scanning Tunneling Microscopy (STM) was invented by Gert Binnig and Heinrich Rohrer in 1981.\textsuperscript{53} Five years later, atomic force microscopy (AFM) was invented.\textsuperscript{54} These inventions made it possible to not only take photos of individual atoms, but to actually move a single atom around.\textsuperscript{55} Based on similar principles, various scanning probe microscopy (SPM) techniques were developed, including non-contact atomic force microscopy (nc-AFM); tapping-mode atomic force microscopy;\textsuperscript{56,57} Kelvin probe or electrostatic force microscopy (EFM);\textsuperscript{58,59} scanning capacitance microscopy (SCM).\textsuperscript{60}
piezoelectric force microscopy (PFM); magnetic force microscopy (MFM); and near-field scanning optical microscopy (NSOM); etc. SPM techniques have become powerful tools in surface science, materials science\textsuperscript{61} and even biological research,\textsuperscript{62,63} providing not only high-resolution surface morphology information but also local electrical,\textsuperscript{64} mechanical,\textsuperscript{65} magnetic, and optical properties.\textsuperscript{66,67} In addition, SPM can be used to watch dynamic processes\textsuperscript{68,69} and fabricate nanometer-sized patterns.\textsuperscript{70,71}

SPM is our main tool in the study of Si nanocrystals and Si nanocrystal memory devices. We used STM to characterize nanocrystal sizes and areal density, conductive AFM to study morphology and electron tunneling through the tunnel oxide, and nc-AFM to inject charges into the nanocrystal layer and monitor charge dissipation in real time. Three AFM systems were employed: an ambient AFM operated at room temperature (Park Scientific Autoprobe CP), a low temperature (down to 5 K) UHV STM (Omicron Nanotechnology), and a variable temperature (25 K to 1500 K) UHV STM/AFM (Omicron Nanotechnology). The first two were primarily used to perform structural characterization, while the latter was used for both structural and electrical characterizations.

The principle of STM is quite simple, and can be compared with that of an old-fashioned record player since they both use a sharp needle (or tip) to interrogate the surface; in STM, however, the tip does not touch the surface of a sample. Typically, a nearly constant distance (within 1 nm) between the tip and the sample is maintained during scanning. To achieve this purpose, a bias voltage is applied between the tip and sample surface, and feedback electronics control the vertical movement of the tip (or the sample) with a piezoelectric element to maintain a constant tunneling current (a few pA
to a few nA). The vertical movement is recorded and corresponds to the morphology of the sample surface. Since current is the monitored parameter, STM generally requires conductive samples such as metals or semiconductors (e.g., highly doped silicon). However, this requirement has become less important with the continuously increasing sensitivity of electrical current detection in recent years, and even insulators have become possible objectives of STM.

Contact mode AFM was developed soon after STM and was designed to be able to work on insulators. In the mainstream AFM system, a tip with a typically 15 nm radius of curvature is attached to a microscale cantilever with a low spring constant. The AFM tip gently touches the sample surface and the bending of the cantilever is detected, often with a laser beam reflected from the cantilever. The AFM measures contours of constant force (repulsive or attractive) rather than tunneling current. The forces are usually set in the nanoNewton range or are even smaller, depending on the hardness of the sample surface and the tip material, to avoid damage to the tip and the sample.

In nc-AFM, a much stiffer cantilever is excited to oscillate at high frequency (several hundred kHz), and the tip does not touch the sample surface. Only long-range interactions remain and can be detected from the changes to cantilever oscillation. The relevant forces include van der Waals interactions, electrostatic and magnetic interactions, and the force due to formation of liquid capillaries under ambient conditions. The most commonly used detection method for ambient nc-AFM is generally called ‘slope detection’. Generally, when the tip is brought close to the sample surface, the emergence of tip-sample interactions can affect the oscillation as if the cantilever has a
modified spring constant, and results in a shift in the resonant frequency, and a drop in the oscillation amplitude if the cantilever is driven at a fixed frequency.

In UHV nc-AFM, an alternative method called frequency modulation (FM) is used. The oscillation frequency of the cantilever instantaneously follows its resonant frequency, which changes with force gradient. During scanning, the feedback electronics directly maintain a preset oscillation frequency that is a little (several tens or hundred Hz) smaller than the resonant frequency before approaching the tip to the sample. A constant frequency shift is roughly equivalent to a constant force gradient, or a constant average tip-sample spacing if there is only van der Waals force between the tip and the sample surface. Since there is almost no air damping in UHV, a Q value as high as $10^5$ or more can be obtained, compared with less than 100 for ambient AFM. Therefore a UHV nc-AFM has much higher sensitivity. See chapter 5 for more details on the principle of UHV nc-AFM.

1.5 Outline of the thesis

The work described in this thesis focuses on characterization of Si nanocrystal memory with nanocrystals synthesized by the ion implantation method. It aims to improve charge retention characteristics and explore the space for further device scaling.

Chapter 2 describes fabrication, structural, and electrical characterization of Si nanocrystal memory devices. The sizes and areal density of the tiny Si nanocrystals were characterized by STM, non-contact AFM, and RHEED. The memory effects were demonstrated by C-V measurements. Special attention was paid to the relationship between nanocrystal density and charge density.
Chapter 3 investigates the electronic property of the tunnel oxide layer, which is closely related to charge retention. From the overall high conductance between nanocrystal floating gate and channel found by conductive contact mode AFM, the formation and distribution of nanocrystals in the tunnel oxide layer are discussed. A better control of nanocrystal distribution is shown to be necessary for a true nonvolatile memory.

Chapter 4 is the central part of the thesis. Nanoscale charge retention characteristics of both electrons and holes in the nanocrystal layer were obtained by using an UHV conductive-tip non-contact AFM to inject charges into nanocrystals and monitor subsequent charge dissipation. Quantitative information regarding total charge, charge distribution, and evolution was extracted from the time-dependent non-contact AFM images through electrostatic simulation. Enlightened by the superior retention characteristics of holes, a $p$-channel nanocrystal memory working with holes is presented as an interesting choice.

Chapter 5 provides the details of the electrostatic simulation of charge imaging by non-contact AFM. The effect of dielectric environment was included in the simulation with the method of images algorithm, and proved to be critical. Theoretical issues such as charge detection sensitivity and limit of the electrostatic simulation are also discussed.

In Chapter 6, the approach used in Chapter 5 was applied in 3D electrostatic simulation of nanocrystal memory. Coulomb charging energy and local variation of channel minority carrier density were calculated and analyzed.

Based on the conclusions drawn in Chapter 7, future directions of this research are discussed and complementary experiments suggested.
Chapter 2

Fabrication and characterization of Si nanocrystal memory

2.1 The ion implantation method for Si nanocrystal synthesis

Shortly after the discovery of strong visible photoluminescence in porous silicon, Si nanocrystals were fabricated by Si\textsuperscript{+} ion implantation into silica.\textsuperscript{72} Among the various techniques mentioned in chapter 1, ion beam synthesis has become a popular one because of its important manufacturing advantages that are fully compatible with the complementary metal oxide semiconductor (CMOS) technology. This technique is briefly

Figure 2.1. Schematic of ion beam synthesis of Si nanocrystals. (a) Si\textsuperscript{+} ion implantation into silica. (b) Solid state supersaturation of Si near the surface. (c) Implanted Si is precipitated into discrete Si nanocrystals, usually by thermal annealing.
described in Figure 2.1. Silica is injected with energetic Si\(^+\) ions that are accelerated from a few kilovolts to a few thousands kilovolts. High dose implantation can create a solid state supersaturation of Si in a layer extending from the specimen surface to a depth of a few nanometers to a few hundred nanometers. Subsequent thermal annealing induces the implanted Si to precipitate and form discrete nanoparticles. The nanocrystal spatial distribution, density, and sizes can be controlled by varying the implantation dose, dose rate, and energy, as well as post-implantation annealing conditions such as temperature, time, and annealing environment. Moreover, the ion implantation technique is now widely employed in the semiconductor industry and is well established in the commercial synthesis and processing of materials with microscopic precision and control.\(^{73}\) These advantages make the ion implantation technique an ideal approach for making Si nanocrystals for memory device applications.

The employment of separated silicon nanocrystals as charge storage nodes in floating gate memory makes it possible for further device scaling with current silicon techniques. The prospect is largely due to the extremely small sizes of nanocrystals fabricated through ion implantation synthesis and other methods which are well below the feature size achievable by e-beam lithography. It is essential to control Si nanocrystal size, depth distribution, and areal density as accurately as possible. However, structural characterization of these small Si nanocrystals embedded in SiO\(_2\) via transmission electron microscopy (TEM) is usually difficult and fails to correctly resolve nanocrystal size and density. In this chapter we demonstrate that ultrahigh vacuum scanning tunneling microscopy (UHV STM) / noncontact atomic force microscopy (nc-AFM) enables a much more accurate measurement of the ensemble size distribution and array
density for small Si nanocrystals in SiO₂. In addition, reflection high energy electron
diffraction (RHEED) further verifies the existence of nanocrystallites in SiO₂. The results
obtained from both structural and electrical characterization are combined for a complete
analysis of nanocrystal floating gate memory devices made via Si ion implantation.

2.2 Fabrication of Si nanocrystal memory

The major fabrication steps of our Si nanocrystal memory were performed at Intel
Corporation using 300 mm processing equipment. First, 15 nm of dry oxide was grown
on p-type silicon substrate with a doping concentration of $3 \times 10^{18}$ cm⁻³. Then the
samples were implanted with 5 keV Si⁺ ions to a fluence of $1.27 \times 10^{16}$ cm⁻², followed by
rapid thermal annealing at 1080 °C for 5 minutes in an atmosphere containing 2% O₂ to
allow formation of Si nanocrystals [Fig. 2.2(a)]. To form transistor structures, polysilicon
gate and source/drain regions were defined and then doped with blanket implantation
[Fig. 2.2(b)]. In addition, some metal-oxide-semiconductor structures [Fig. 2.2(c)] were
formed by depositing 80-nm-thick gold with mechanical masks on the front side and 50-
nm-thick gold on the backside (with oxide removed), and thermally annealing at 200 °C
for 30 minutes.

2.3 Structural characterization

After the fabrication of nanocrystal samples and nanocrystal memory devices, it is
important to know whether the fabricated structures match the designs. Since the
nanocrystal floating gate is the key part governing charge storage and memory
Figure 2.2. (a) Nanocrystal sample fabricated by Si$^+$ ion implantation (5 keV, 1.27 × 10$^{16}$ cm$^{-2}$) followed by rapid thermal annealing (1080 °C, 5min, 98% Ar + 2% O$_2$). (b) A nanocrystal floating gate memory device. Various combinations of channel length and channel width were chosen, with channel length varying from 1 mm to 1 µm and channel width varying from 1.5 mm to 3 µm. (c) MOS with nanocrystals. The diameter of gold gate varies from 0.4 to 0.7 mm.

characteristics, it is especially important to find out whether Si nanocrystals were formed in the SiO$_2$ matrix, and if so, what the areal density is and what nanocrystal sizes are.
2.3.1 TEM

Transmission electron microscopy (TEM) is the most popular tool to characterize microstructures. It has been successfully used to characterize nanocrystal size and distribution with high resolution, and sometimes electron diffraction is used to further substantiate the existence of crystallites; this is why TEM was tried first.

Figure 2.3 shows the cross-sectional high resolution TEM image of a nanocrystal memory device. The polysilicon gate, 15 nm SiO₂ layer and single crystalline (100) Si substrate can be clearly seen. However, the image does not clearly reveal individual Si nanocrystals. In addition, electron diffraction is unable to confirm the existence of a crystalline Si phase in the SiO₂ layer. We attribute this result to the small sizes of nanocrystals and electron scattering by the surrounding amorphous SiO₂ matrix. Due to the small Z contrast between Si and SiO₂, it is hard to detect Si nanocrystals with electron microscopy at sizes below approximately 2 nm.

2.3.2 AFM and RHEED

AFM and RHEED were used to characterize nanocrystal samples etched approximately halfway through the SiO₂ layer with buffered hydrofluoric acid [Fig. 2.4(a)]. The inset of Fig. 2.4(b) shows the RHEED pattern. The continuous background from amorphous SiO₂ confirms that the sample was etched only halfway down. Compared with the pattern from a control sample with pure SiO₂ under the same experimental conditions [Fig. 2.5 (a)], it is slightly different because at least one bright ring can be noticed. After digitally subtracting the diffraction pattern of the control
Figure 2.3. Cross-sectional TEM image of the polysilicon/SiO₂/Si structure in the nanocrystal floating gate memory device. Individual Si nanocrystals are not revealed.

Figure 2.4. (a) Schematic of the half-etched SiO₂ film containing Si nanocrystals. (b) AFM image (contact mode, 500 nm × 500 nm). Inset shows the corresponding RHEED pattern. (c) Cross section along the line indicated in (b).
sample from the diffraction pattern of the half-etched sample, more rings could be found [Fig. 2.5 (b)]. These rings may indicate the existence of Si nanocrystals with random crystalline orientations. Figure 2.4 (b) shows contact mode AFM images with a 0.5 µm field of view. A surface variation of around 3 nm [Fig. 2.4 (c)] was observed in the AFM image and attributed to the existence of Si nanocrystals. If this result is used, a nanocrystal areal density of $1.6 \times 10^{11} \text{ cm}^{-2}$ can be estimated. This is an underestimated value because the tip size is much larger than the nanocrystal sizes, and so the observed “particles” in the images are in fact clusters of dozens of nanocrystals, as verified by STM measurement on a fully etched sample.

### 2.3.3 STM, nc-AFM and RHEED

STM is a better tool for evaluating quantitative data such as nanocrystal sizes and densities. Millo et al. have used STM to characterize CdSe and InAs quantum dots on Au. STM measurements of Si nanocrystals fabricated by low pressure chemical vapor deposition and nanocrystalline silicon films obtained by boron implantation of amorphous Si layers have also been reported.
In our case samples have to be etched with buffered hydrofluoric acid to completely remove SiO$_2$, leaving Si nanocrystals terminated with hydrogen and adhering directly on the Si substrate [Fig. 2.6(a)]. Within several minutes after etching, the samples were loaded into the chamber of a UHV STM. The vacuum inside the chambers was kept at $1 \times 10^{-10}$ Torr to avoid further oxidation of the Si. Figure 2.6(b) shows the resolved Si nanocrystals in a cluster. The lateral dimension of the image is 50 nm. The sizes of the particles are quite uniform in this area, with the smallest interparticle distance of about 3 nm [Fig. 2.6(c)]. Based on this information, the upper bound on the size of the nanocrystals is about 3 nm. The areal density of the nanocrystals is measured to be around $4 \times 10^{12}$ cm$^{-2}$, 25 times higher than the result from contact mode AFM.

Figure 2.6. (a) Schematic of Si nanocrystals sitting on Si substrate. (b) STM topography image (50 nm × 50 nm). Inset shows the corresponding RHEED pattern. (c) Cross section along the arrow in (b).
Considering the loss of nanocrystals during the etching process, this value is still a lower bound. The inset of Figure 2.6(b) shows the RHEED pattern. Note that diffraction spots and Kikuchi lines from the single crystal substrate and diffraction rings from nanocrystals can clearly be seen, while the pattern of the control sample does not contain diffraction rings [Fig. 2.5(c)]. The clear rings in the diffraction pattern of the fully etched sample also show that the observed nanoparticles in STM images are crystalline.

Figure 2.7.1(a) shows nc-AFM images of Si nanocrystals on Si substrate. Because of tip convolution effects, the lateral sizes of nanocrystals are usually amplified in their scan profiles. But the vertical sizes can be obtained accurately if the density of nanocrystals is sufficiently low. For this purpose, the sample was placed in an ultrasonic bath after etching to remove most of the nanocrystals that adhere to the surface of the Si substrate. About 80 Si nanocrystals can be clearly identified in Figure 2.7.1(a). The scale bar shows that the vertical sizes of the nanocrystals in the image vary from about 1 nm to more than 3 nm. It should be noted that the surface of the Si substrate without Si nanocrystals is quite flat [Fig. 2.7.1(b); the r.m.s. roughness is less than 1 Å], which makes it possible to measure the vertical sizes of individual nanocrystals with high accuracy. 83 nanocrystals in the image were measured. The histogram, as well as accurate size distribution of these nanocrystals, is shown in Figures 2.7.2(b) and 2.7.2(c), respectively. The arithmetic mean size is about 2.4 nm, and the r.m.c. (root mean cube) value is 2.5 nm.

However, the nanocrystal size distribution may have been shifted to smaller values because relatively small nanocrystals have a large chance to survive the ultrasonic bath. On the other hand, we may have missed some very tiny nanocrystals in the cluster, especially if they were surrounded by large nanocrystals, in which case the nanocrystal
Figure 2.7.1. (a) Non-contact AFM image (170 × 170 nm$^2$) of Si nanocrystals on Si substrate. (b) Non-contact AFM image (100 × 100 nm$^2$) of Si substrate without Si nanocrystals. The surface roughness (r.m.s.) is 0.084 nm.
Figure 2.7.2. (a) 3D view of the non-contact AFM image shown in Figure 2.7.1(a). (b) and (c) are the histogram and distribution, respectively, of Si nanocrystal sizes based on the measurements of the 83 Si nanocrystals in (a).

Size distribution may have been shifted to bigger values. As to the groove in Fig. 2.7.2(c), we believe it is nothing but a fluctuation which may happen when the statistical sample is not large enough. Although a few uncertainties exist, the nc-AFM results provide a clear view of the size distribution of nanocrystals fabricated through ion implantation.
2.4 Electrical characterization

Electrical characterization determines directly whether a device works and how well it works. We probed gate leakage characteristics ($I_g$ vs. $V_g$), subthreshold characteristics ($I_{sd}$ vs. $V_g$), and output characteristics ($I_{sd}$ vs $V_d$) of the nanocrystal floating gate transistors. Because no metal pads were deposited on the 50-nm-thick polysilicon gate in order to allow optical measurements, the probe sometimes punched through the gate, and a good electrical contact between the probe and the gate was not always established. Although memory effects were identified in some experiments, stable and repeatable results were very hard to achieve. We thus switched to the structure of MOS with nanocrystals [Fig. 2.2(c)] to evaluate the memory device operations. Current-voltage (I-V) and capacitance-voltage (C-V) measurements were made on these MOS capacitors with diameters ranging from 0.4 to 0.7 mm. Retention characteristics were obtained with capacitance decay measurements.

2.4.1 I-V

$I_g$-$V_g$ measurements were performed with a Keithley 236 source measure unit. It was found that the flatband voltage for all fresh MOS capacitors were very close to the theoretical value (-0.15 V)\textsuperscript{81} for Au/SiO\textsubscript{2}/p-Si. An overall high leakage problem was observed for all devices, with a difference of 3 orders of magnitude among them. Figure 2.8 shows the $I_g$-$V_g$ curves of the leakiest devices scanned in both directions. The gate leakage is about 0.05 A/cm\textsuperscript{2} at ±8 V, which is very high considering the total oxide thickness is 15 nm. According to the calculation using TRIM, the Si ion implantation profile has a very broad peak, with the maximum at the depth of about 10 nm. The broad
distribution of Si nanocrystals and Si related defects in SiO₂ is responsible for the high leakage problem. A hysteresis with more than a 3 V shift was observed and shows charge storage in the Si nanocrystal floating gate.

2.4.2 C-V

C-V measurements were performed with a Keithley 590 C-V analyzer to analyze charging and discharging phenomena. Figure 2.9 shows C-V hysteresis curves at 1MHz with various scan ranges of gate bias. In the experiment, fresh MOS devices were first scanned between -1 and +1 V (±1 V scan), and no hysteresis was found, indicating no charging or discharging. The observed flatband voltage was very close to the theoretical...
Figure 2.9. C-V characteristics of a nanocrystal floating gate MOS capacitor, obtained by sweeping gate voltage back and forth between different biases. For example, ±1 V indicates that gate voltage is swept between -1 and +1 V. Measurements were performed with ascending order of sweeping ranges.

value of -0.15 V. The same happened for ±2 V scan. There were still no hysteresis in the ±3 V scan, but the curve shifted to the left by a small amount, indicating charging of holes into the floating gate but no erasing at positive voltages. In the subsequent ±4 V scan, erasing of holes lead to the appearance of hysteresis. Due to partial erasing, the right edge of the C-V curve was still to the left of initial curves of the ±1 V scan and ±2 V scan until the positive voltage was large enough for complete erasing, which occurred at 4.5 V. After that, both hole charging and electron charging of the floating gate could be observed, resulting in wider and wider hysteresis loops.
Figure 2.10. Capacitance decay measurements at $V_G=0$ on a nanocrystal floating gate MOS capacitor after charge injection at +5.5 V (blue curve) and -5.5 V (orange curve). The inset indicates the corresponding discharge.

The retention times were obtained with capacitance decay measurements at 0 V after the MOS capacitor was charged at +5.5 and -5.5 V, respectively (Fig. 2.10). In this range the capacitance changes approximately linearly with voltage shift, which is proportional to the areal density of stored charges. Capacitance shift can thus be an indication of charges left in the floating gate. Logarithmic dependence on time was observed, as has been reported elsewhere.$^{45,82}$ This is also consistent with the leakage current decay measurement at 0 V, which shows a $1/t$ dependence on time. After charging at ±5.5 V, the estimated time to lose 30% of holes is about $10^4$ hours, while it is about 1 hour for electrons.
Capacitance decay measurements were also performed at high temperatures by controlling an electrical heating element with cooling water flow embedded in the probe station. However, the increase of temperature caused an increase in noise, and device failure was much more common. Stable results were only obtained below 100 °C [Fig. 2.11]. Although the data is quite noisy, an increased charge dissipation rate with temperature can be noticed, especially for holes.

In the experiments, higher voltages are needed to shift the C-V curve to the right, while the corresponding electron discharging happens faster. To explain this phenomenon, we suggest that electron tunneling occur under positive programming.

![Graph showing capacitance decay measurements](image)

Figure 2.11. Capacitance decay measurements on a nanocrystal floating gate MOS capacitor ($V_{G}=0$ after charge injection at $\pm5.5$ V) at 50 °C (blue) and 100 °C (red), respectively. The line indicates the capacitance before charging.
voltage and hole tunneling occur under negative programming voltage. For Fowler-Nordheim tunneling, the energy barrier is about 4.7 eV for holes and about 3.1 eV for electrons between Si and SiO₂. In conventional floating gate memory with the tunnel oxide thickness at least ~8 nm, the tunneling component due to holes is many orders of magnitude smaller than the electron tunneling component. Therefore, it is almost impossible to inject holes from the channel to the floating gate. However, this difference becomes smaller as the oxide thickness is scaled down into the direct tunneling region, which makes hole tunneling possible. During programming, an n-type inversion layer has to be formed inside the channel before pronounced electron tunneling from the channel to nanocrystal floating gate becomes possible. This is not, however, necessary for hole tunneling, which makes hole charging easier than electron charging [see Fig. 2.12]. During discharging, the smaller loss rate for holes results from the higher tunneling barrier just mentioned [see Fig. 2.13], but short retention time for electrons still suggests a large number of leakage paths between nanocrystals and the channel, which needs to be addressed to achieve an optimal memory performance. This topic will be investigated in Chapter 3.

### 2.5 Optical measurement

As an additional way to characterize Si nanocrystals and their size distribution, photoluminescence (PL) spectra were collected under excitation from the λₑₓ=457.9 nm line of an Ar⁺ laser with a power density $P_{ₑₓ}$ of 10 mW/mm² using a liquid nitrogen cooled (-118 °C) CCD array and a grating spectrometer. Stray light was removed by optical filters. The spectra were integrated for 10 s.
Figure 2.12. Energy band diagrams during programming with electrons (a) and holes (b). The substrate is $p$-type. The tunneling barrier height of electrons and hole are 3.1 eV and 4.7 eV, respectively.

Figure 2.13. Energy band diagrams during retention for holes (a) and electrons (b). $V_G=0$. The substrate is $p$-type.

Figure 2.14 shows the room temperature PL spectrum of the nanocrystal sample. The peak of the spectra is about 750 nm and the FWHM is about 200 nm. The large spectrum width can be ascribed to the broad distribution of nanocrystal sizes. The peak of the
spectra corresponds to a nanocrystal diameter of 3.4 nm when compared to calculations by Puzder et al. It is well known that the band gap of Si nanocrystals widens due to quantum confinement, and surface passivation also plays an important role, especially at small sizes (d < 3 nm). A huge stokes shift was observed for small nanocrystallites and an upper limit of the emission energy (2.1 eV, or 590 nm) was found and attributed to the charge trapping in Si=O bonds. All these theoretical works help to clarify the controversy regarding PL mechanisms of nanostructured Si. However, a widely accepted theory which can be applied to obtain an accurate nanocrystal size distribution from an experimental PL spectrum is still lacked.

Figure 2.14. Normalized room temperature photoluminescence spectrum of nanocrystal sample [Fig. 2.2(a)]. $\lambda_{ex}=457.9$ nm, $P_{ex}=10$ mW/mm$^2$. 
2.6 Comparison between Si nanocrystal density and charge density

It is commonly believed that a very broad size distribution exists for Si nanocrystals fabricated through ion implantation. Regarding the sizes of Si nanocrystals in our nanocrystal memory devices, STM results set an upper bound of ~3 nm for lateral dimension and nc-AFM results give a distribution between 0.9 nm and 3.2 nm with an average value of 2.4 nm for vertical dimension. A spherical shape is assumed for Si nanocrystals, since the sizes are still much smaller than the oxide thickness (15 nm). With this assumption, the nanocrystal sizes can be described with the nc-AFM data. Large area contact mode AFM scans of a half-etched sample indicate a surface variation of about 3 nm [Fig. 2.4 (c)] and PL measurements give a average size of 3.4 nm. Both are roughly consistent with STM and nc-AFM results. It should be noted that even if the theoretical model for PL mechanism is accurate, the size obtained from PL data may be overestimated due to the energy transfer from small nanocrystals to large nanocrystals.86

The areal density of nanocrystals on the fully etched sample is measured to be around $4 \times 10^{12}$ cm$^{-2}$, which is 25 times higher than the results from contact mode AFM. In fact, if we compare that with features in STM image [Fig. 2.15(b)], those “particles” in the contact mode AFM image [Fig. 2.15(a)] are likely clusters including dozens of nanocrystals. The comparison between contact mode AFM and STM clearly shows the ability of STM to resolve tiny individual nanocrystals, while using contact mode AFM alone may severely underestimate the nanocrystal density. However, considering the loss of nanocrystals during the etching process, $4 \times 10^{12}$ cm$^{-2}$ is still a lower bound. By applying the average nanocrystal size of 2.5 nm (r.m.c value), the calculation using the
Figure 2.15. (a) Contact mode AFM image (100 × 60 nm$^2$) of half-etched SiO$_2$ film containing Si nanocrystals. [This is a close up of Fig. 2.4(b.)] (b) UHV STM image (100 × 60 nm$^2$) of Si nanocrystals sitting on Si substrate. [zoom out of Fig. 2.6(b.)]

total fluence of implanted Si$^+$ ions gives an area density of $3 \times 10^{13}$ cm$^{-2}$, which is an upper bound. This occurs because some Si$^+$ may be implanted into the Si substrate, and there is also Si loss by diffusion into the substrate during high temperature annealing. Even for Si atoms remaining in the SiO$_2$, not all contribute to the formation of nanocrystals. Thus, the actual nanocrystal density should be between these two values.

In transistor-based floating gate memory, the stored charges in the floating gate screen the gate charge and effectively shift the threshold voltage of the device to more
positive (if charges are electrons) or more negative (if charges are holes) values. The magnitude $\Delta V_T$ is approximately given by

$$\Delta V_T = \frac{q_0 n}{\varepsilon_{ox}} \left( t_{cntl} + \frac{1}{2} \frac{\varepsilon_{ox}}{\varepsilon_{Si}} t_{nc} \right),$$

(2.1)

where $\Delta V_T$ is the threshold voltage shift, $t_{cntl}$ is the thickness of the control oxide under the gate, $t_{nc}$ is the linear dimension of the nanocrystals, $\varepsilon$'s are the permittivities, $q_0$ is the basic charge, and $n$ is the density of charges stored in the nanocrystal floating gate.

For nanocrystals that are 2.5 nm in dimension with a control oxide thickness of 8.75 nm, a threshold voltage shift of 1 V corresponds to a charge number density of $2.35 \times 10^{12}$ cm$^{-2}$. For the C-V hysteresis curves shown in Figure 2.9, the largest voltage shift is less than 2 V, corresponding to a charge density of about $4 \times 10^{12}$ cm$^{-2}$. Because the areal density of nanocrystals is between $4 \times 10^{12}$ cm$^{-2}$ and $3 \times 10^{13}$ cm$^{-2}$, the charge density is smaller than or at most equal to the areal density of nanocrystals in the floating gate, indicating at most one charge per nanocrystal on average. The conclusion is probably still true for even larger voltage shifts that we observed, such as 5 V in the ±12 V scan, considering that the loss of nanocrystals in the etching process is nontrivial and the actual nanocrystal density is probably several times larger than the lower bound. Adding a second charge is unlikely to happen due to very small capacitance or large Coulomb charging energy of these tiny nanocrystals, which will be further analyzed in Chapter 6.

### 2.7 Summary

Ion implantation synthesis provides a simple and convenient way to fabricate Si nanocrystals that is compatible with current Si deposition techniques, but due to the
extremely small sizes and low Z contrast between Si and SiO₂ as well as the relatively
broad spatial distribution in the SiO₂ matrix, TEM faces a huge challenge to correctly
resolve Si nanocrystal sizes and areal density. We demonstrate that UHV STM/nc-AFM
is an effective alternative to TEM for characterizing extremely small nanocrystals
embedded in SiO₂. In electrical characterization, memory effects were evaluated
primarily through C-V measurements. The retention characteristics were evaluated
through capacitance decay measurements and show the application potential, especially
with holes as stored charges. The asymmetric charging and discharging processes were
explained by the differences between electron tunneling and hole tunneling. Comparison
between flatband voltage shift and nanocrystal density indicates no more than a single
charge per nanocrystal on average. Finally, more accurate nanocrystal density and size
measurements made by UHV STM/nc-AFM enable the electrical measurements to be
more clearly understood.

RHEED was chosen as an effective alternative to electron diffraction in TEM to
verify the existence of nanocrystalline phase. Because of the small incident angle (a few
degrees) and small penetration depth (a few nanometers) of the incident electron beam,
RHEED is a highly sensitive tool to characterize nanocrystals on the surface of a single
crystal substrate. The control samples in our experiments were obtained very
conveniently. Since the initial dry oxide layers were grown on both sides of the wafers
and Si⁺ ions were implanted only into the front side, the control samples (the back side)
were automatically treated in the same way in all of the following processes.

Care was taken to keep samples clean in sample preparations. For example, the
samples prepared for STM experiments were treated with UV-ozone followed by RCA
clean (immerse samples in a solution of 5:1:1 H₂O:H₂O₂:NH₄OH at 80 °C for 20 min followed by a rinse in DI water) prior to etching with buffered HF [7.2% HF (aq), 36% NH₄F (aq) v/v] for 40 seconds. Care was taken to hold the samples horizontally during the etching process to keep the loss of nanocrystals to a minimum. The etching rate of such buffered HF to Si is extremely small, so the change of nanocrystal sizes due to etching itself is negligible. The oxidation in air is also negligible since the samples were loaded into UHV chamber within several minutes after etching, resulting in hydrogen terminated Si nanocrystals with sizes almost invariant.
Chapter 3

Electronic properties of tunnel oxide layer in silicon nanocrystal memory

3.1 Introduction

Among the different techniques used to synthesize Si nanocrystals, the ion implantation method is the simplest and most compatible with current silicon technology. In the previous chapter Si nanocrystal memory devices with nanocrystals fabricated through this method were characterized and analyzed, and the results showed that nanocrystals can be ideal charge storage nodes. However, a few problems were also noticed, such as high gate leakage and relatively short retention times for electrons. These problems revealed an important concern with the structures fabricated with this technique, which is the lack of good control over the nanocrystal depth distribution, and tunnel oxide thickness and properties in particular.

In other techniques such as CVD or SiOₓ deposition, a high quality tunnel oxide layer is grown prior to the step of nanocrystal synthesis and plays a key role in the charge retention of the nonvolatile memory. The electrical properties of such an oxide layer can be tested with current-voltage (I-V) measurements on a metal-oxide-semiconductor (MOS) structure. But in the ion beam synthesis of nanocrystals, the tunnel oxide region cannot be identified until the formation of the nanocrystal floating gate in the SiO₂ matrix during annealing. Although I-V measurement on the MOS structure with nanocrystals
such as that in Fig. 2.2(c)] can provide information on the overall gate leakage through both the thin tunnel oxide and the thicker control oxide [Fig. 2.8], it is even more important to study the electronic properties of the tunnel oxide alone. However, the fabrication of a MOS structure with control oxide removed first through chemical etching is not a good idea. Because of the existence of nanocrystals, a surface variation comparable to the tunnel oxide thickness [Fig. 2.4(b) and (c)] usually appears. In the I-V characterization of a MOS structure fabricated in this way, major current goes through some “dips” on the oxide surface with number of “dips” and local oxide thicknesses almost unknown. For this reason, it is hard to provide comprehensive and accurate information regarding the electronic properties of the tunnel oxide layer. Prior to this research study, there is no report focusing on direct electrical characterization of the tunnel oxide layer of nanocrystal floating gate memory fabricated through ion implantation.

3.2 Conductive atomic force microscopy

While conventional I-V measurements lack the ability to study the tunnel oxide layer in the nanocrystal memory fabricated by ion implantation, conductive atomic force microscopy (C-AFM) has proved to be a powerful tool in this area. In the literature, C-AFM has already been widely applied to measure nanometer-scale electrical characteristics in the study of thickness variation\(^{87}\) and degradation issues\(^{88,89,90}\) of SiO\(_2\) gate films. By using C-AFM on the half-etched nanocrystal sample with the control oxide removed, morphology, spatially resolved current images, and local I-V characteristics can
be obtained simultaneously, providing complete information for the analysis of electron
tunneling through the tunnel oxide layer of the nanocrystal memory device.

Figure 3.1 shows the schematic of the C-AFM. The contact mode AFM cantilever
was coated with PtIr$_5$ and used as the top electrode, and the metalized Si substrate was
used as the bottom electrode. A DC voltage was applied to the cantilever and the current
was measured. The measurements were carried out in an UHV chamber ($2 \times 10^{-9}$ Torr) to
reduce the residual water layer on the surface. To prevent wear of the coating at the tip,
the contact forces were maintained on the order of 1 nN. To study the electronic
properties of the tunnel oxide layer, we used buffered hydrofluoric acid to etch a
nanocrystal sample without gate structures to the depth of the peak of the Si implantation
profile calculated by TRIM (approximately 10 nm). The average thickness of the
remaining SiO$_2$ was measured by ellipsometry to be 5.1 nm. Since there is no well
defined tunnel oxide region due to the relatively broad depth distribution of nanocrystals,
we chose this depth considering that it corresponds to most charge storage locations in
the device. Under different geometries (i.e., if the control oxide were removed), electron
tunneling dominates under both positive and negative biases in the C-AFM experiments.

![Figure 3.1. Experimental setup for conductive AFM (C-AFM).](image)
3.3 Morphology and current images

In the C-AFM experiments, the scanned area is $300 \times 300 \text{ nm}^2$. Surface morphology (400 $\times$ 400 data points) and local I-V curves (100 $\times$ 100 data points) were measured simultaneously. After measurements, current images at different biases can also be displayed. Figure 3.2 shows the topography [Fig. 3.2(a)] and corresponding current images at $+1.36 \text{ V}$ [Fig. 3.2(b)] and $+4.63 \text{ V}$ [Fig. 3.2(c) and (d), with different scales], respectively. An overall correlation can be found between topography and current images, especially when comparing Figures 3.2(a) and 3.2(d). The correlation is obviously due to the dependence of electric current on SiO$_2$ thickness under a constant

![Figure 3.2. Surface morphology [(a), scale is 2.84 nm] and simultaneously acquired electric current images at the bias voltage of +1.36 V [(b), scale is 0.05 nA] and +4.63 V [(c), scale is 3.9 nA; (d), scale is 0.05 nA]. The scanned area is $300 \times 300 \text{ nm}^2$.](image)
bias. In addition, we noticed some leaking spots where the electric current larger than the noise level (about 1 pA) was first detected [Fig. 3.2(b)]. At a larger bias [Fig. 3.2(c)], the currents through these spots are still much larger than that through surrounding areas, even if the surrounding areas have a similar nominal oxide thickness. Figure 3.3 shows the topography [Fig. 3.3(a)] and corresponding current images at -2.13 V [Fig. 3.3(b)], -3.74 V [Fig. 3.3(c)], and -5.76 V [Fig. 3.3(d)]. For comparison, the negative biases of Fig. 3.3(b) and Fig. 3.3(d) were chosen so that the magnitudes of the overall average currents are the same as that of Fig. 3.2(b) and Figs. 3.2(c),(d), which are 5 pA and 0.3 nA, respectively. The features of the images in Fig. 3.3 are very similar to that observed

Figure 3.3. Surface morphology [(a), scale is 3.06 nm] and simultaneously acquired electric current images at a bias voltage of -2.13 V [(b), scale is 30 pA], -3.74 V [(c), scale is 0.15 nA], and -5.76 V [(d), scale is 0.6 nA]. The scanned area is 300 × 300 nm².
in Fig. 3.2, but with a much smaller contrast in the current images, especially under large biases.

The features in the topography and current images can be explained with the sample structure illustrated in Fig. 3.4. Because of the inhomogeneity originated from ion implantation and nanocrystal growth in silica matrix, the spatial distribution of Si nanocrystals is nonuniform [Fig. 3.4(a)]. Since the etching effect of buffered HF on Si is

![Diagram](image)

Figure 3.4. (a) The inhomogeneous distribution of Si nanocrystals in SiO$_2$ matrix. (b) The sample surface after 8 s etching with buffered HF. (c) In the C-AFM experiments, embedded nanocrystals largely increased the electric currents by decreasing the effective oxide thicknesses of the local oxide layer.
almost negligible compared with that on SiO₂, the etching process was severely hindered when reaching the Si-rich nanocrystal region at the end of the 8s etching period. The sample surface variation thus corresponds to the curved envelope surface of the Si-rich region [Fig. 3.4(b)], which includes Si nanocrystals and perhaps excess Si in SiO₂ and amorphous Si as well. In the C-AFM experiments, the electric currents depend primarily on the local thickness of the SiO₂ film, while nanocrystals also play an important role by decreasing the effective oxide thicknesses and greatly increasing the current magnitudes [Fig. 3.4(c)].

3.4 Quantitative analysis and discussion

Figure 3.5 shows maximum, minimum, and areal averages of all I-V curves collected, including both 0 to +6 V scan and 0 to -6 V scan. The currents under positive tip bias for those leaking spots observed in Fig. 3.2(b) and 3.2(c) sometimes exceed the limit set by the system and were recorded as 50 nA. Figure 3.6 shows histograms of current values at +3.52 V and -4.55 V, respectively. The data were collected within the same area and the voltages were chosen so that both have an average current of 0.1 nA.

The average oxide thickness is 5.1 nm, and the average tunneling current measured by C-AFM should be less than 1 pA⁸⁷ (or the sensitivity of our system) if the device grade oxide layer contains no excess Si. However, the currents through some leaking spots were observed to be even larger than the current level through a 1.1 nm film under similar conditions.⁹¹ Indeed, a detailed analysis on the current values shows a high level
Figure 3.5. I-V characteristics (squares: from 0 to +6 V; circles: from 0 to -6 V) corresponding to the spot with highest conductance, the spot with lowest conductance, and the average over all spots in the scanned area.

Figure 3.6. Histogram of current values in the current images at +3.52 V and -4.55 V, respectively. The bias voltages were chosen so that the average current is 0.1 nA for both situations. The equivalent oxide thicknesses (EOTs) are given for current values under positive tip bias.
of conductance for the whole area. An estimation of equivalent oxide thicknesses was
made by calculating tunneling current densities through the film and comparing that with
the theoretical and experimental curves\textsuperscript{92,93,94} showing the oxide thickness dependence of
electron tunneling currents, with the difference in work function taken into account. The
contact area between the AFM tip and sample surface may vary during the scan. An
estimated average of 100 nm\textsuperscript{2} with a range between 30 nm\textsuperscript{2} and 300 nm\textsuperscript{2} was based on
similar experiments on device grade SiO\textsubscript{2} with known thickness. This range is consistent
with the resolution of the C-AFM topographic images. In addition, due to the extremely
high sensitivity of currents to local variations of oxide thickness, i.e., one order of
magnitude change in current density only corresponds to less than 0.3 nm change of local
oxide thickness, the contact area need not be known precisely. Under positive tip bias,
calculation reveals that the estimated equivalent oxide thicknesses corresponding to the
largest, smallest, and average currents are 1 ± 0.15 nm, 2.4 ± 0.15 nm and 1.7 ± 0.15 nm,
respectively.

These values are much smaller than the actual thicknesses of the SiO\textsubscript{2} layer, which is
about 5.1 ± 1.5 nm. Such a big difference suggests the Si nanocrystal doped SiO\textsubscript{2} layer
has a largely increased conductivity. Most likely, the concentration of implanted silicon is
close to or even above the percolation threshold, so the separations between nanocrystals
are not well maintained, creating high conductance paths. Recalling the upper limit of
nanocrystal density, which is $3 \times 10^{13}$ cm\textsuperscript{-2}, and assuming no implanted Si was lost into
substrate during annealing and that half of the nanocrystals were kept in our sample, there
should be 15 nanocrystals with sizes about 2.5 nm within the 10 nm ×10 nm × ( ~5 nm)
region of SiO\textsubscript{2} film underneath the C-AFM tip. Since a volume of (2.5 nm)$^3$ can barely
hold one nanocrystal, there are totally $4 \times 4 \times 2$ spaces to hold the 15 nanocrystals. Statistics show that it is certain that some nanocrystals will occupy the “upper-floor” spaces and some nanocrystals will occupy the “lower-floor” spaces, and nanocrystals contact each other to some extent, both laterally and vertically. This can create high-conductance path underneath the AFM tip at any time during scanning.

The depth profile of implanted Si with a peak value of 20% excess Si atoms is very similar to the situation of percolation threshold in the simulation work of Müller et al.$^{95}$ According to their research, for high concentrations Si separates by spinodal decomposition during annealing. The nanocrystals become larger and may even interconnect, and the interface minimization of nonspherical Si structures leads to a narrowing of the denuded zone, which, for optimal device architectures, should be free of nanocrystals with a thickness of a few nanometers above the Si/SiO$_2$ interface [Fig. 3.7(a)]. Moreover, because larger nanocrystals dissolve more slowly, annealing time may not be enough to completely dissolve nanocrystals in the denuded zone, which would cause the scenario mentioned above. The reduced and contaminated deluded zone and the interconnections between nanocrystals [Fig. 3.7(b)] increased the overall magnitude of tunneling currents through the tunnel oxide.

One major advantages of nanocrystal memory is its immunity to oxide defects. In general, several leaking paths won’t affect the function of the memory device. However, the histogram of current values [Fig. 3.6] shows that the equivalent oxide thicknesses are between 1.5 nm and 2.0 nm for most spots, and are even close to 1 nm for some spots. The actual distances between the contacted nanocrystals and the channel should be even smaller than these values, considering the cross section of nanocrystals is much smaller
Figure 3.7. Cross section of nanocrystal distribution in the (a) “nucleation and growth” regime and (b) “spinodal decomposition” regime with limited annealing time.95

than the contact area of the AFM tip. The high conductance observed at most spots in the scanned area is responsible for the relatively short retention time of the memory device, which is about 1 hour to lose the initial 30% of electrons in our capacitance decay measurements. The tunneling of holes cannot be tested in C-AFM because electrons are still the dominant carriers even under negative tip bias, which is different from the situation in device operation. As stated in the Chapter 2, the barrier height for holes is larger than that for electrons, and consequently a much longer retention time for holes was observed.

When studying the I-V curves in Figure 3.5, the max/min ratio under positive tip bias was found to be much larger than that under negative tip bias. The smaller dependence of current on surface morphology under negative tip bias was also noticed in the histograms
of current values [Fig. 3.6]. This difference can be due to the non-ohmic contact between the metallic AFM tip and the Si nanocrystal layer. In fact, this contact can be viewed as a Schottky barrier. It can be neglected in the C-AFM setup under positive tip bias [Fig. 3.8(a)] but has to be taken into consideration when the tunneling current through oxide under negative bias is comparable to the saturation current of the Schottky barrier [Fig. 3.8(b)], which makes it the limiting factor for increasing the tunneling current. However, because the oxide voltage under negative tip bias is bigger than that under positive tip bias with the same magnitude, the tunneling current of the former could exceed that of the latter when the tunneling current is far below the saturation current of the Schottky barrier, i.e. in the area where the oxide is relatively thick. In addition, hole tunneling also makes a contribution to the total current under negative tip bias. For simplicity, most of our analysis and discussion of electron tunneling is focused on the I-V characteristics obtained under positive tip bias.

Figure 3.8. Energy band diagrams for positive tip bias (a) and negative tip bias (b) in the C-AFM. $\chi$(Si)=4.05 V, $\phi$(PtIr$_5$)=5.3 V, measured barrier height $\Phi_B$=0.9 V.
3.5 Switching events

Figure 3.9 shows switching events between a few I-V characteristics (a, b) and even fluctuations (c). This phenomenon agrees with the argument regarding the formation and distribution of nanocrystals. Under the AFM tip there are usually many nanocrystals, nanocrystal chains or nanocrystal clusters, which dramatically decrease the effective oxide thickness and increase the tunneling current. Among the many tunneling paths (Fig. 3.10), there are usually one or a few dominant paths where the corresponding effective oxide thickness is the smallest. In some cases, charges can be trapped in a nanocrystal of a dominant tunneling path and block that path, or can be removed from a nanocrystal and recover the path. Such on/off phenomenon leads to the switching of dominant tunneling path(s) or the switching events observed in I-V curves. For more complex situations, switching among many paths and even soft-breakdown behavior in the oxide can be

Figure 3.9. Typical I-V characteristics showing switching events between a few conductance states (a, b) and fluctuations (c).
observed. This is very similar to the behavior of stress-induced leakage current (SILC)\textsuperscript{89,96,97}. In SILC, it is the electrical stress that produces many oxide defects which increase leakage current through trap-assisted tunneling. In our study, fresh samples already have Si clusters, Si nanocrystals, and Si-related defects close to the substrate. They increase leakage current in a similar way.

3.6 Summary

In summary, C-AFM is shown to be an effective method for characterizing the electron tunneling between the nanocrystal floating gate and Si substrate. An overall high conductance was observed in the spatially resolved I-V characteristics and is responsible for the limited retention time for electrons. The interconnection between nanocrystals and the lack of a high quality denuded zone with enough thickness are suggested to be the

Figure 3.10. Schematic of current routes for electron tunneling through the SiO\textsubscript{2} film with Si nanocrystals.
origin of the high conductance, which is further supported by switching events and fluctuations observed in some local I-V curves. The results clearly reveal the existing problem for the tunnel oxide layer and show the necessity of better control of Si nanocrystal distribution for true nonvolatile nanocrystal memory.
Chapter 4

Charge retention characteristics in Si nanocrystal doped SiO₂ films

4.1 Introduction

In chapter 3, the electronic properties of the tunnel oxide layer were addressed by C-AFM. The lack of a denuded zone with high quality and enough thickness was suggested to be the origin of the overall high conductance of this layer, which largely increased the chances of charges tunneling back into the substrate. To improve charge retention, more efforts should be made to better control the Si nanocrystal distribution.

Indeed, Si nanocrystal memory fabricated through ion implantation has been criticized for its inferior charge retention characteristics in comparison to the 10 year requirement of electrically erasable programmable read only memory (EEPROM), which makes it limited to applications such as dynamic random access memory (DRAM) at its current stage. For longer charge storage, the nanocrystals must be better isolated. With the limitations of the current ion implantation technique, such as poor control over nanocrystal sizes and spatial distribution as well as defect amount, the simplest way out is by increasing the tunnel oxide thickness in the vertical direction and the spacing between nanocrystals in the lateral direction, which sacrifices the benefits from tunnel oxide scaling and large threshold voltage offset. Actually, the ion-implantation energy and dose are selected with consideration of all of these factors.
While C-AFM provides information regarding electron transport through the tunnel oxide layer, it is just an indirect approach for investigating charge retention characteristics. Transistor measurements and C-V measurements give information about device operation, but lack the ability to monitor a few localized charges for the study of charge dissipation dynamics and mechanisms, which are important in guiding device fabrication and bringing up innovation. Conductive-tip nc-AFM\textsuperscript{98} [refs] and EFM\textsuperscript{99,100,101} are very sensitive to the electrostatic force produced by a small amount of charges down to a single electron,\textsuperscript{98} which makes them good tools for microscopic charge analysis. In addition, the conductive AFM tip can be conveniently used to inject charges into the surface layer of a sample surface by applying an appropriate bias. For all these reasons, conductive-tip nc-AFM and EFM have been widely employed for injection and probing of localized charges in silicon nanocrystals.\textsuperscript{102,103,104,105,106} Ng et al.\textsuperscript{107} investigated the influence of Si nanocrystal distribution on charge decay rate, and Krishnan et al.\textsuperscript{108} observed the effect of oxidation on charge localization and transport in a Si nanocrystal layer, both using lift mode scanning with detection of frequency shift. The vertical and lateral charge dissipations studied by conductive-tip nc-AFM and EFM may help to determine whether Si nanocrystal memory can be a viable way for further device scaling into the few tens of nanometers regime.

In this chapter we show from charge injection and imaging experiments in a UHV chamber that holes have a much longer retention time than electrons in the Si nanocrystal floating gate fabricated through ion-implantation. Using an electrostatic model for nc-AFM operation, the charge retention characteristics are analyzed quantitatively and found to have an approximately logarithmic dependence on time. All results from microscopic
charge analysis are consistent with previous capacitance decay measurements. The small
dissipation rate of holes in both lateral and vertical directions makes it an interesting
choice as the working charge in Si nanocrystal memory. Based on this idea, we suggest
$p$-channel Si nanocrystal memory as a possible candidate for further device scaling.

4.2 Charge injection and imaging by conductive-tip noncontact AFM

Charge injection and imaging experiments were performed with an UHV VT
STM/AFM (Omicron Nanotechnology). Figure 4.1 shows the schematics of the
experiments. An $n^+$-doped silicon cantilever with a resonant frequency of 284192 Hz was
used for charge injection and subsequent charge imaging. The pressure inside the UHV
chamber is around $10^{-9}$ Torr, which not only excludes the influence of surface water and
other contamination as charge storage media and dissipation pathways, but also
dramatically increases the Q factor and detection sensitivity of the nc-AFM. The
scanning height and oscillation amplitude were observed to be around 10 nm and 5 nm,
respectively, confirming that the working range is indeed “noncontact mode” rather than
“tapping mode”. After a topographic image was obtained successfully with $\Delta f = -20$ to -
30 Hz [Fig. 4.1(b)], the AFM tip was brought to the center of the area and the feedback
was disabled. Then the tip was moved manually toward the sample surface, with the
oscillation monitored by an oscilloscope, until the oscillation was fully quenched to
indicate complete contact between the Si tip and the sample surface. A bias of typically
$+10$ V or $-10$ V was applied to the tip with respect to the grounded sample substrate for
around 10 s to inject holes or electrons into the sample surface [Fig. 4.1(a)]. To restore
Figure 4.1. (a) Charge injection by lowering the AFM tip to touch the sample surface and applying a potential to the tip for a short period. (b) Noncontact mode imaging of surface morphology or surface morphology with injected charges.

scanning, the tip was retracted 50 nm from the sample surface, the tip bias was reset to zero, and the feedback was enabled again. A minor adjustment called “auto $\Delta f$” was performed to adapt to the possible tip changes that happened in the contact period. After that, the tip can be auto-approached to the working distance of about 10 nm to begin continuous scans in non-contact mode and monitor the charge dissipation process in real time [Fig. 4.1(b)].
The charge injection and imaging experiments were first tried on the Si nanocrystal sample [Fig. 2.2(a)] which is most similar to the real device geometry, but no charging effect was observed. The 7-s-etched Si nanocrystal sample [Fig. 3.4(b)] was also tested and did not show the existence of local charges. We attribute the fail to a leaky SiO₂ layer which caused insufficient charging of Si nanocrystals. The majority of charges tunneled between the tip and the substrate rather than flowing into the nanocrystal layer during the charge injection, so the charged nanocrystals were limited to a very small area. Furthermore, the quantity of charges in the nanocrystal layer may be too little to be detected. In addition, because the nanocrystals are very close to the substrate, polarized charges at the interface further weakened the electric field produced by injected charges and made charge detection even harder.

It should be noted that we generally prefer intact Si nanocrystal samples rather than etched samples in the charging experiments. The latter contains mobile nanocrystals adhering to the surface which may touch each other and form fast charge dissipation paths. Even if the situation can be improved by additional oxidation¹⁰⁹ or by removal of the adhered nanocrystals using ultrasonic bath after etching, the charge dissipation dynamics still deviate from what would really happen in the original SiO₂ matrix.

In order to remove the influence of the leaky oxide on the charging and discharging processes, we chose to significantly increase the tunnel oxide thickness. The samples were fabricated by ion-implantation into 100 nm SiO₂ films followed by thermal annealing with similar conditions to that for device fabrication [Fig. 4.2]. The peak concentration of the implanted silicon is at a depth of about 10 nm, so the tunnel oxide
Figure 4.2. Synthesis of SiO$_2$ films (100 nm) containing Si nanocrystals which are distributed at a depth of around 10 nm. The Si$^+$ ion implantation doses are $0.95 \times 10^{16}$ cm$^{-2}$ (low dose sample) and $1.27 \times 10^{16}$ cm$^{-2}$ (high dose sample), respectively. The thickness is around 90 nm, which almost completely forbids charge tunneling into the substrate during experiments. In addition to the same ion-implantation dose of $1.27 \times 10^{16}$ cm$^{-2}$ (“high dose”) that was used to fabricate the nanocrystal memory device in Chapter 2, a lower dose of $0.95 \times 10^{16}$ cm$^{-2}$ was also selected to evaluate the nanocrystal density dependence of the charge retention characteristics.
For these samples the anticipated mechanism of charge injection was described in Fig. 4.3. Since charge tunneling between the nanocrystal layer and the substrate can be neglected, the charge injection process is similar to the charging process of a parallel capacitor, in which the silicon substrate is the bottom plate and the nanocrystal layer is the top plate. In a classical parallel capacitor, charges flow into both conductive plates and distribute homogeneously until arriving at a stable state in which the electric field is limited to region between two plates. But in this case, such a state can not be reached since the charge diffusion was limited by the separation between nanocrystals. The field-enhanced charge diffusion stopped after a distance, resulting in a charged disk in the nanocrystal layer.

After the charge injection, the stored charges in Si nanocrystals may dissipate both laterally and vertically (Fig 4.4) through several possible mechanisms including direct tunneling, Fowler-Nordheim tunneling, thermionic emission, and hopping conduction. Charges on nanocrystals close to a sample surface may dissipate back onto the surface.

![Figure 4.3. Schematic of the mechanism of charge injection with a biased AFM tip.](image)
driven by the electric field produced by other charges. Similarly, charges at the lower part of the nanocrystal layer may be trapped into nanocrystals and defects at larger depths, or even dissipate into the substrate through some high conductance paths. The lateral dissipation includes the dissipation on the sample surface (for surface charges) and the dissipation within the nanocrystal layer (for those charges still in nanocrystals). The latter is believed to have a strong dependence on the density of Si nanocrystals. During charge dissipation, both the loss of charges and the evolution of charge distribution change the electric field, which can be detected by the sensitive UHV nc-AFM. By analyzing time-dependent nc-AFM signals, abundant information regarding charge dissipation dynamics can be obtained.
4.3 Charging and discharging with electrons

A tip bias of -10 V for 10 s was applied to inject electrons into the SiO₂ film containing Si nanocrystals. The electron injection and imaging experiments were first tried on the “high dose” sample, but no electrons could be detected. However, when the experiments were repeated on the “low dose” sample, localized charging was clearly observed.

Figure 4.5 shows a series of nc-AFM images (400 × 400 nm²) acquired after the charge injection. The frequency shift was set at -30 Hz. In the first image that was taken 10 minutes after the charge injection, there is a protrusion on the surface with a height of 5.5 nm. In the following scans the height of the protrusion decreased continuously. It was fairly clear that the protrusion was due to the electrostatic interaction between the doped silicon tip and injected electrons at the center of the scanned area. After around 1 hour,

![Image of AFM images](image)

Figure 4.5. Noncontact AFM images acquired during the charge dissipation after charge injection into the low dose sample with a tip bias of -10 V for 10 s. The scanned area is 400 nm × 400 nm.
the protrusion was almost gone, indicating that the remaining charge amount was already below the detection limit of the system. In contrast, there were also three protrusions with no changes in shapes and peak heights. We believe these invariant protrusions were small debris dropped off from the silicon tip during the charging period. Because of the tip convolution effect, the tip shape rather than the shapes of the debris pieces were obtained (which is also called an “artifact” in AFM terminology). These debris pieces helped to provide references in the charging experiments.

Figure 4.6 shows the discharging series with the line profiles through the center of the protrusion. The inset shows time dependence of the peak heights. A fit with first order exponential decay function gives a time constant of 35 minutes, which is the time needed for the total charge to decay to 37% of the original amount.

There was a time gap of 6.5 minutes between charge injection and the first scan, and it took about 7 minutes to finish one frame, so it was estimated that the injected electrons had dissipated for 10 minutes before being detected. In more experiments for the “high dose” sample, the time gap was reduced to around 3 minutes and the scan time for each frame was reduced to 5 minutes, but there was still no charging phenomenon. The electrons must have dissipated away within 5.5 minutes, which is much shorter than the dissipation time of electrons in the “low dose” sample (~1 hour). The ion implantation dose of the “high dose” sample ($1.27 \times 10^{16}$) is only 34% more than that of the “low dose” sample ($0.95 \times 10^{16}$), which leads to fairly small differences in nanocrystal sizes and density between two samples. Assuming that the nanocrystal size distribution is the same, the average center-to-center spacing between nanocrystals in the ‘low dose’ sample
Figure 4.6. Series of line profiles showing the charge dissipation process after charge injection at -10 V. The first trace was taken approximately 10 min after the charge injection, and each subsequent trace at 7 min intervals. Inset shows the decrease of the peak height with time. A first order exponential decay fit gives $y = 0.064 + 7.243e^{-x/35.1}$.

is only about 10% more than that in the ‘high dose’ sample. The strong dependence of retention characteristics on ion implantation dose supports the analysis in chapter 3, which indicates that the concentration of excess Si in the SiO$_2$ matrix is close to the percolation threshold. In this situation, a small decrease in the ion implantation dose will largely reduce the chance to forming percolation paths, which improves charge retention.
4.4 Charging and discharging with holes

A tip bias of +10 V was applied for 10 s to inject holes into the SiO$_2$ film containing Si nanocrystals. In subsequent charge imaging, localized holes were detected in both the ‘high dose’ and the ‘low dose’ samples. As expected, the charge dissipation rate in the ‘low dose’ sample is smaller than that in the ‘high dose’ sample.

Figure 4.7 shows a series of noncontact AFM images (400 × 400 nm$^2$) obtained after injection of holes into the ‘high dose’ sample. The frequency shift was also set at -30 Hz. In the first image taken about 12 minutes after the injection of holes, a large protrusion with a peak height of more than 30 nm and a full-width half-maximum (FWHM) of around 150 nm was observed, indicating a much more total charge than that was recorded.

![AFM Images](image)

Figure 4.7. Noncontact AFM images acquired during the charge dissipation after charge injection the high dose sample with a tip bias of +10 V for 10 s. The scanned area is 400 nm × 400 nm.
in the electron charging experiments. Since then, it took 2.2 hours, 4.9 hours, and 18.4 hours for the peak height to drop to approximately 50%, 25%, and 12.5% of 30 nm, respectively. Holes obviously show much better retention characteristics than electrons.

More detailed data can be found in Figure 4.8, which shows the discharging series of AFM line profiles through the center of the protrusion. A first order exponential decay fit to the curve of peak height versus time gives a time of 2.4 hours for the total charge to decay to 37% of the original amount. We attribution the much longer retention of holes to

![Figure 4.8](image-url)

Figure 4.8. Series of line profiles showing the dissipation process after charge injection at +10 V. The first trace was taken approximately 12 min after the charge injection, and the last was taken after 18.6 hours. Inset shows the decrease of the peak height with time. A first order exponential decay fit gives $y = 5.08 + 31.6e^{-x/2.4}$.
the difference in the tunneling barrier heights: 4.7 eV and 3.1 eV for holes and electrons, respectively. These results are consistent with previous charge retention characteristics from electrical characterization of nanocrystal floating gate MOS capacitors in Chapter 2 and time resolved photoluminescence measurements by Walters et al.\textsuperscript{110}

4.5 Control samples

Before further analysis of the experimental data, it is important to determine whether the detected charges were really stored in Si nanocrystals or just some other traps such as surface states and oxide defects. For this purpose, two types of control samples were investigated: one has 100 nm dry SiO\textsubscript{2} on Si without ion implantation and another has 100 nm SiO\textsubscript{2} on Si with the same ion implantation as the “high dose” sample but without high temperature annealing. Similar charge injection and imaging experiments were performed on the control samples. No injected electrons were observed for either sample. However, injected holes were observed in both samples.

Figure 4.9 shows the discharging series of holes in the control sample of SiO\textsubscript{2} without ion implantation. The peak height of the protrusion in the first image obtained 6 minutes after injection of holes is less than 10 nm. The time constant in the fit with first order exponential decay function is only 14 minutes. After 1.5 hours, most of the injected holes were gone. This result suggests that surface states of SiO\textsubscript{2} film did trap charges, but the trapped charges dissipated much faster than in the nanocrystal samples, which means the majority of the injected charges in the nanocrystal sample were not trapped at the sample surface.
Figure 4.9. Series of line profiles showing the charge dissipation process after charge injection at +10 V into control SiO$_2$ sample without ion implantation. The first trace was taken approximately 6 min after the charge injection, and the last was taken after 1.5 hours. Inset shows the decrease of the peak height with time. A first order exponential decay fit gives $y = 1.42 + 12.3e^{-x/13.95}$.

Figure 4.10 shows the discharging series of holes in the control sample of Si$^+$ implanted SiO$_2$ film without thermal annealing. The time constant in the fit with first order exponential decay function is 0.34 hour, and it took more than 4 hours to dissipate most injected holes. Compared with the SiO$_2$ control sample, more holes were detected and the dissipation was slower, revealing that a significant part of injected holes were not located at sample surface. However, the fact that the dissipation rate of holes in the ion
Figure 4.10. Series of line profiles showing the charge dissipation process after charge injection at +10 V into control sample with Si⁺ ion implantation but without thermal annealing. The first trace was taken approximately 6 min after the charge injection, and the last was taken after 4.1 hours. Inset shows the decrease of the peak height with time. A first order exponential decay fit gives \( y = 4.28 + 23.3e^{-x/0.34} \).

Implantation control sample is still much larger that in the nanocrystal sample indicates that oxide defects are unlikely the dominant charge traps in both situations. In fact, Boer et al. already demonstrated that charges can be trapped in or on Si nanocrystals or in surface states, but not in bulk oxide defects,⁹⁹ so the holes in the ion implantation control sample must be trapped in the Si-related defects,¹¹¹ amorphous Si clusters, or even very small Si nanocrystals that precipitated in ion implantation. The average size of these
nanostructures is smaller than the average size of nanocrystals formed in the high temperature annealing. According to the percolation theory, the average spacing between these nanostructures is also smaller than the average spacing between nanocrystals in the “high dose” sample, resulting in poorer retention characteristics for the ion implantation control sample.

Since surface states and Si-related nanostructures constitute faster charge dissipation paths with respect to those in the “high dose” nanocrystal sample, it is reasonable that no electron charging could be detected in both control samples. From the discussion, it can be concluded that during the charging of the nanocrystal samples most of the charges were trapped in the nanocrystals.

### 4.6 Discussion and qualitative analysis

Since the retention of holes was much longer than the retention of electrons, the analysis of discharging process was focused on holes. Figure 4.11 shows a 2D view of the nc-AFM images obtained after hole injection into the “high dose” nanocrystal sample. No obvious change can be noticed for the size of the “bright” area which corresponds to the protrusion in the 3D view. However, this phenomenon does not guarantee that holes dissipated only vertically. Electrostatic simulation indicated that areas of protrusion in the nc-AFM signal can remain almost unchanged even if the localized charges spread out laterally (see Chapter 5). In fact, indirect proof of the lateral charge diffusion can be noticed from the shape change of the bright spot. The spot is like an ellipse in the first image, which could be due to a small movement of the tip or asymmetric contact area.
Figure 4.11. Noncontact AFM images acquired 12 min (scale is 16.5 nm), 2.4 hour (scale is 9 nm), 5.1 hour (scale is 4.6 nm), and 18.6 hour (scale is 2.86 nm) after charge injection into the high dose sample with a tip bias of +10 V for 10 s. The scanned area is 400 nm × 400 nm.

during the charge injection. The difference between the long axis and short axis gradually decreased in the subsequent images until the spot became a circle in the last one.

Since the lateral charge diffusion happened very slowly, it is most likely not the reason responsible for the remarkable drop of the peak heights in nc-AFM line profiles. Instead, vertical dissipation into deeper charge traps or the substrate or back onto the surface followed by fast lateral dissipation through surface states could explain the nc-AFM results. Assuming the total charge is proportional to the peak height of nc-AFM signal, the charge loss rate can be directly obtained from the inset of Fig. 4.8. It should be noted that the fit to the exponential decay function provides only a guide for the eye and a rough trend of the charge dissipation. Because the constant term of 5.08 nm included in the obtained formula is obviously not the background apparent height without local
charges, the fit actually indicates that the exponential decay law cannot be used to describe the dissipation process. To make the issue more clear, the curves of peak heights of nc-AFM signal vs. time were plotted with different scales for holes in Fig. 4.12(c) and (d). With the logarithmic scale on the ‘peak’ axis (c), it can be noticed that the dissipation process is even slower than exponential decay, but the initial stage can be described with exponential decay very well. With the logarithmic scale on the ‘time’ axis (d), no good linear fit can be found, which is different from the discharging characteristics obtained from the capacitance decay measurements in Chapter 2. In comparison, Fig. 4.12(a) and (b) show similar plots for the electron discharging process, which indicate good linear fits.

Figure 4.12. The time dependence of peak height in the charge imaging of localized electrons [(a), with log scale in “peak” axis; (b), with log scale in “time” axis] and holes [(c), with log scale in “peak” axis; (d), with log scale in “time” axis].
in both cases. We attribute this to the data points having been collected only within a limited period at the end of the discharging process.

The smaller charge dissipation rate than that in the exponential decay model can be understood in this way: If we assume the tunneling probability is a constant, the vertical tunneling current (i.e., loss rate of charges) upward or downward should be proportional to the total remaining charge, meaning that the relative loss rate of charges is always a constant which will result in exponential decay. However, the loss of charges will reduce the tunneling probability due to the decrease of the self-produced electric field [Fig. 4.13(a)], leading to even slower charge dissipation.

A similar energy band diagram can be drawn for the lateral charge dissipation [Fig. 4.13(b)]. The electric field or band bending is determined by the specific charge distribution. The lateral component of the electrical field produced by the 2D charge distribution is generally small, which results in a small tunneling probability between

![Energy band diagrams](image)

Figure 4.13. The Energy band diagrams showing field-enhanced diffusion of holes both in the vertical direction (a) and lateral direction (b).
nanocrystals. Hence it took a long time (18.4 hours) for the charged area to change shape from an ellipse to a circle by charge diffusion. However, the energy band diagram may also represent the charging process in which the large tip bias provided a stronger electrical field in both vertical and lateral directions. The charges tunneled from the Si tip to the nanocrystals underneath the tip, and tunneled further into surrounding nanocrystals to a distance where the electrical field is small enough. With the electric field due to the biased tip, the tunneling probability must be significantly increased since it took only several seconds to charge an area with a diameter of a few hundred nanometers.

4.7 Quantitative charge analysis through electrostatic simulation

UHV nc-AFM guarantees high detection sensitivity and stability in charge imaging experiments due to a lack of air damping, so a 3D electrostatic model can be developed to provide quantitative information regarding the distribution and evolution of the localized charges. The details of the model can be found in chapter 5. Simply speaking, nc-AFM scanning was simulated to obtain a curved surface with a specified force gradient. The forces include the van der Waals interaction and the electrostatic interaction between the Si tip and the sample. The highly doped Si tip was simulated with a conductive sphere, and the electrostatic force was calculated by summing up all the forces between the injected local charges and their image charges in the tip, with the polarized charges at dielectric interfaces taken into account. The van der Waals force was calculated using the Lennard-Jones pair potential by assuming a spherical shape for the tip and a flat plane for the sample.
In the simulation the initial tip height was set at 1 µm at one corner of the scan area, usually far away from local charges. Then a calculation was repeated to find the height corresponding to the preset force gradient. After the height was obtained, the value was then used as the initial value to find the height for a neighboring spot. Such operations were continued in an order such that the tip scans back and force on a sample surface. Since the change of the force field from one spot to a neighboring spot is generally small, this method guarantees stability in the calculation.

In the nc-AFM, an attractive probe-sample interaction with $\partial F/\partial z > 0$ (the amplitude decreases with $z$, but the sign is negative) will effectively soften the cantilever, while a repulsive interaction with $\partial F/\partial z < 0$ will make it effectively stiffer. The change of apparent spring constant will modify the cantilever’s resonant frequency to

$$\omega_0' = \omega_0 \sqrt{1 - \frac{1}{k} \frac{\partial F}{\partial z}}.$$  \hspace{1cm} (4.1)

The original resonant frequency ($\omega_0/2\pi$) of the cantilever is 284192 Hz, and the force constant ($k$) is 42 N/m. The frequency shift in the experiment is -30 Hz, or the modified resonant frequency ($\omega_0'/2\pi$) is 284162 Hz. So the force gradient ($\partial F/\partial z$) is 0.008867 N/m.

Another preset parameter is the tip radius. Due to the damage incurred during the charge injection period, the tip was usually blunted,\textsuperscript{109} which leads to poorer lateral resolution. However, a blunted tip can make better contact with the sample surface and make the charging process more efficient. The effective tip radius was determined in the simulation by finding the value that makes the van der Waals force gradient to be 0.008867 N/m at the 10 nm scanning height, which is 80 nm.

To extract information regarding the charge distribution from nc-AFM signals, an iterative method was used: in each round, a 3D charge distribution was assumed and the
The corresponding nc-AFM signal was calculated and compared with the experimental signal, followed by a revision of the charge distribution based on the comparison. Such steps were repeated until a satisfactory match was achieved.

Figure 4.14 shows the experimental discharge time series after background correction and corresponding fits to these data. Except for the first one, all curves were fitted by assuming a 2D Gaussian distribution in the Si nanocrystal layer. It should be noted that

![Figure 4.14](image)

Figure 4.14. Experimental discharge time series (curves) and corresponding fits (filled circles) to the data. The fit to the nc-AFM line profile after 12 min assumes a 2D complementary error function distribution of holes in the nanocrystal layer and a 2D Gaussian charge distribution on the sample surface. The hollow circles show the simulated nc-AFM line profile without the surface charges. All fits to the subsequent curves were based on a 2D Gaussian charge distribution in the nanocrystal layer.
there may exist more than one solution of charge distribution to a given nc-AFM image, so some knowledge about the charge distribution is important for making a good “guess” and getting the correct solution. In this case, the charge dissipation process was found to be similar to the classical diffusion problem with a fixed amount of diffusion element, which follows a Gaussian distribution. Although the total charge decreased continuously due to vertical charge dissipation, it was assumed that the charges that remain in the nanocrystal layer followed 2D Gaussian distribution at anytime.

However, this assumption met serious problems when it was used to fit the first curve. It can be noticed that the peak in the first curve is narrower than the peak of the second curve. In another words, compared with the second curve, the first curve has a higher peak but has similar heights at the base of the peak. This phenomenon was only observed between the first and the second curve. In fact, a similar situation was also noticed in the ion implantation control sample (Fig. 4.10). When a 2D Gaussian distribution was applied to fit the first curve, the total charge was calculated to be only about 90% of the total charge corresponding to the second curve, which is obviously wrong. More efforts were made by including surface charges which could account for a narrower peak. However, doing so only helped to explain part of the peak increase but did not fundamentally change the phenomenon mentioned above, and the calculated total charge was still smaller than that for the second curve.

Recalling that the lateral charge dissipation is a slow process, the charge distribution probably did not change much between charge injection and the first scan. Since the charging process is similar to the classical diffusion problem with a source, which follows the complementary error function distribution, we applied a 2D complementary
error function distribution to holes in the nanocrystal layer and a 2D Gaussian distribution to holes on the sample surface, and the obtained results matched the charge dissipation trend very well.

Figure 4.15 shows the cross-sections of the 2D complementary error function distribution and the 2D Gaussian distributions that fit the experimental nc-AFM line profiles shown in Figure 4.14. The dashed curve corresponds to the hole distribution at sample surface. The inset shows schematics of these distributions.
profiles. The dashed curve corresponds to the distribution of holes at the sample surface, which includes 15 holes. It should be noted this charge is much less than the charge detected 11 minutes after injection of holes onto the surface of the control SiO$_2$ sample, which is 111 holes. This result can be explained by either a faster surface charge dissipation that was due to the higher density of surface states produced by ion implantation or repulsive electrostatic forces exerted by holes in the nanocrystal layer, or by insufficient surface charging since most holes were injected into the nanocrystal layer during charge injection. Except for the fitting of the first nc-AFM profile, holes distributed at sample surface were found to be negligible. In addition, it is very interesting that 15 charges can lift the peak of the nc-AFM profile up 5 nm (Fig. 4.14, from hollow circles), while electrostatic simulation indicated that they would be almost below the detection limit of nc-AFM if they were located on the surface of the control SiO$_2$ sample. This fact revealed an interesting feature of nc-AFM in detecting electrostatic force: the detection sensitivity increases with tip-sample distance (See chapter 5). With proper design, this feature may be employed to achieve single charge detection.

The evolution of charge distribution in the nanocrystal layer can be explained as follows: The initial charge distribution (2D complementary error function distribution) was similar to a cone, with very high number density of holes at the center. It could be inferred that both the vertical and lateral electric fields were strongest in the central area, and so were the tunneling probabilities. The number of tunneling events is proportional to both local number density of holes and tunneling probability, so the self-field driven diffusion in the lateral direction resulted in reduced peak but elevated side in the charge
distribution (evolving toward Gaussian distribution). At the same time, vertical charge dissipation reduced the total charge in the nanocrystal layer, which resulted in shrinking of the charge distribution. However, it was noticed that after the charge distribution evolved into a Gaussian distribution, the number density of holes dropped at an even smaller rate in the central area than that in the edge area. If this was not an error arising from the electrostatic simulation, we tend to believe the dominant vertical dissipation direction was toward the substrate, and the dissipation rate could be limited by the total number density of oxide defects.

Figure 4.16 shows the quantity of detected holes in the nanocrystal layer as a function of time as determined from the simulation results (squares) and the corresponding ratios of charge number over nc-AFM profile peak height (circles).
of time determined from simulation. 1351 holes were detected, with 369 left after 18.4 hours. Generally the corresponding ratios of charge number to peak height of nc-AFM profile increases when the peak height decreases, ranging from 43 to 92.5 nm\(^{-1}\). It is thus inaccurate to use peak height of nc-AFM signal to represent total local charge, otherwise the change of total charge will often be overestimated. A decrease was also noticed from the first to the second data point, which was attributed to the different type of charge distributions mentioned above. In another words, nc-AFM is more sensitive to Gaussian charge distributions than to complementary error function distributions.

The evolution of the Gaussian distribution of holes in the Si nanocrystal layer is shown in Fig. 4.17. The areal number density of holes in the central area decreased with a
smaller rate compared to that accompanying the transition from complementary error function distribution to Gaussian distribution, while the standard deviation of the Gaussian distribution shrinks noticeably. It should be noted that the total charge of the 2D Gaussian distribution was given by

\[ Q = 2\pi\sigma_{\text{max}} \cdot S^2. \]  

(4.2)

So the shrinking of standard deviation played a more important role in reducing the total charge. We attribute the decrease of the spatial extent of the charge distribution to both the vertical dissipation that brought holes back to the sample surface followed by a fast lateral dissipation through surface states and the vertical dissipation that trapped holes in deeper defects. The latter was probably more important and was limited by the number density of deep defects, which made it more effective for the dissipation of holes at the edge of the distribution, as discussed above.

The quantity of detected holes in the nanocrystal layer as a function of time was re-plotted in Fig. 4.18 with logarithmic scale in either axis. Fig. 4.18 (a) verifies the argument made in the analysis of Fig. 4.12(c): charge dissipation rate is slower than exponential decay. Unlike Fig. 4.12(d), a logarithmic dependence of charge quantity on time was found to be quite accurate. Considering that the peak values of nc-AFM profiles cannot represent total charge accurately, this result is obviously more convincing and is consistent with previous capacitance decay measurements in Chapter 2.

### 4.8 Temperature dependence

At room temperature, more than 2/3 of the total charge dissipated within 18.4 hours. However, because of the continuously decreasing rate of charge dissipation due to the
Figure 4.18. Quantity of detected holes in the nanocrystal layer as a function of time as determined from the simulation results, re-plotted with logarithmic scale in (a) vertical axis and (b) horizontal axis. The charge dissipation rate is slower than the exponential decay. A logarithmic dependence of charge quantity on time approximately matches the charge dissipation process.

decreasing of self-produced electric field and blocking of dissipation paths toward the substrate, a much longer time was anticipated before complete charge dissipation. Unlike
STM, minor manual adjustments are needed from time to time during charge imaging experiments with nc-AFM, which makes it inconvenient to observe a charge dissipation process that could last several days. So the charging experiments were performed at elevated temperatures as an alternative way to study the complete charge dissipation process as well as provide some reference regarding high temperature charge retention characteristics.

Figures 4.19 and 4.20 show the retention characteristics of holes at 400 K and 500 K, respectively. At 400 K it took 75 minutes for a similar hole dissipation process as that
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Figure 4.19. Series of line profiles showing the dissipation process after charge injection at +10 V at 400 K. The first trace was taken approximately 7 min after the charge injection, and the last was taken after 75 min. Inset shows the decrease of the peak height with time. A first order exponential decay fit gives $y = 5.77 + 36.9e^{-x/17.84}$. 
Figure 4.20. Series of line profiles showing the discharging process after charge injection at $+10 \text{ V}$ at $500 \text{ K}$. The first trace was taken approximately 10 min after the charge injection, and the last was taken after 34 min. Inset shows the decrease of the peak height with time. A first order exponential decay fit gives $y = 1.24 + 44.14e^{-x/4.99}$. 

happened at room temperature to accomplish, while the whole dissipation process only took about half an hour at 500 K. This data not only presents holes as a possible choice for memory devices that could work at high temperature, but also opens the door of further study on charge tunneling mechanisms.

The question of the charge tunneling mechanism and the determination of relevant parameters such as energy barrier height and life time is a difficult one. The results from variable temperature charging experiments can be used to test possible mechanisms
through modeling of the charge diffusion processes. In addition, a clearer understanding of the theoretical model will help to improve the designs of nanocrystal memory devices and provide predictions of memory operation (e.g., extrapolate room temperature retention characteristics from high temperature measurements).

4.9 Summary

In this chapter, UHV nc-AFM was used to inject charges into a Si nanocrystal layer and monitor the subsequent charge dissipation processes, and was proved to be an effective tool for microscopic charge analysis. Through electrostatic simulation of nc-AFM scanning, quantitative information such as total charge, charge distribution, and evolution was extracted from time-dependent nc-AFM signals. It was demonstrated that holes have much longer retention time than that of electrons. In addition, the lateral dissipation was noticed to be very limited and charge loss was primarily attributed to vertical dissipation.

In the conventional continuous floating gate memories, electrons are commonly selected as stored charges [Fig. 4.21(a)]. By replacing the continuous floating gate with discrete silicon nanocrystals, a very thin tunnel oxide can be applied, thus making hole storage an interesting possibility. Holes showed much better retention characteristics in the device structure that was proved to be quite leaky for electrons, and the extremely small lateral dissipation rate can help to keep stored holes underneath the gate area, making nanocrystal memory programming with holes [Fig. 4.21(b)] a possible choice in further device scaling.
Figure 4.21. Schematics of an n-channel (a) and a p-channel (b) silicon nanocrystal floating gate memory device and the corresponding turn-on characteristics with and without electrons/holes in the nanocrystal floating gate.

The biggest concern regarding this idea is hole induced oxide degradation, which is also a general concern for $p^+$-poly Si gated p-MOSFETs with ultra-thin gate oxides. However, it has been found that the oxide degradation caused by the hole direct tunneling strongly depends on the conditions of hole injection such as hole energy, hole fluence and oxide field. Cold hole injection from the inversion layer does not affect oxide reliability. Endurance characteristics of a p-channel Si nanocrystal memory device working with low energy holes in the direct tunneling regime did not show hot carrier degradation within $10^5$ write/erase cycles. More experimental work is needed to test the feasibility of the p-channel Si nanocrystal memory working with holes.
Chapter 5

Improved models for quantitative charge imaging by noncontact atomic force microscopy

5.1 Introduction

In chapter 4 conductive tip nc-AFM was proven to be a sensitive tool for microscopic charge analysis. 3D electrostatic simulation was employed to extract quantitative information from experimental results, which becomes the basis for further analysis of charging and discharging mechanisms. For this purpose, a model that can describe tip-sample interaction as accurately as possible is always needed.

Various methods, from parallel capacitor models to complex numerical simulations, have been presented. Elizabeth Boer approximated the conductive tip as a grounded, metallic sphere, so the electrostatic force between the tip and local charges can be calculated by summing up all the interactions between the charges and their image charges within the metallic sphere, which is an application of classical method of images. Based on this, two electrostatic models were suggested to describe noncontact mode operation and tapping mode operation, respectively. For simplicity, local charges were always supposed to distribute homogeneously with some disk area. The effects of dielectric layers, air damping, as well as charges in the substrate, etc., were all ignored. These factors were listed at the end of the simulation work but not solved.

In this chapter we describe an improved model for quantitative charge imaging by nc-AFM. The dramatic influence of dielectric environment was included with a method of
images algorithm for multiple interface electrostatic problems. Space charge distribution in Si substrate was calculated and proved to be an unimportant factor in most cases. With the help of the self-installed UHV nc-AFM system, the problem of air damping was completely removed, and the electrostatic simulation could be focused on noncontact mode operation. In addition, we believe Gaussian distribution is more realistic in the discharging process and used that to replace disk distribution in most situations.

5.2 Electrostatic model

Figure 5.1 shows a schematic of charge imaging by non-contact AFM. The conical tip is usually highly doped and even coated with a thin layer of metal, and most induced surface charges are distributed at the end of the tip so it can be approximated as a metallic sphere with satisfactory accuracy.

Noncontact AFM usually involves a sinusoidal excitation of the cantilever with a frequency close to or at the main resonant frequency

\[ \omega_0 = \sqrt{\frac{k}{m}}. \]  

(5.1)

Figure 5.1. Computer-generated schematic of charge imaging experiment by nc-AFM (a) and the electrostatic model in which the tip was approximated as a grounded, metallic sphere (b).
A detailed theoretical description of nc-AFM can be started from the equation of motion:

\[ \frac{\partial^2 z}{\partial t^2} + \frac{\omega_0}{Q} \frac{\partial z}{\partial t} + \omega_0^2(z - z_0) = A_0 \omega_0 \cos(\omega \cdot t), \]  

(5.2)

where \( z \) and \( z_0 \) are the momentum and average tip-sample distance, respectively. \( Q \) is determined by the damping factor \( \gamma \):

\[ Q = \frac{m \omega_0}{2 \gamma}. \]  

(5.3)

The \( Q \) factor is usually below 100 for liquids, air, or other gases, but can be more than \( 10^5 \) in UHV. The steady-state solution of the equation for the forced oscillator is

\[ z(t) = z_0 + A \cos(\omega \cdot t + \alpha) \]  

(5.4)

with amplitude \( A = \frac{A_0 \omega_0^2}{\sqrt{[\omega_0^2 - \omega^2]^2 + 4 \gamma^2 \omega^2}} \) and phase shift \( \alpha = \arctan \left( \frac{2 \gamma \omega}{\omega^2 - \omega_0^2} \right) \).

Under the influence of a force field, the oscillation is usually not harmonic. But for \( A_0 << z_0 \), force can be substituted by a first order Taylor approximation, and the cantilever will behave as if it has a modified spring constant

\[ k' = k - \frac{\partial F}{\partial z}. \]  

(5.5)

An attractive tip-sample interaction (negative) with \( \partial F/\partial z > 0 \) will thus “soften” the cantilever, while a repulsive interaction (positive) with \( \partial F/\partial z < 0 \) will make the cantilever “stiffer.” The change of the effective spring constant will modify the resonant frequency of the cantilever:

\[ \omega'_0 = \omega_0 \sqrt{1 - \frac{\partial F}{k \partial z}} \]  

or

\[ \omega'_0 = \omega_0 \sqrt{1 - \frac{\partial F}{k \partial z}} \]  

(5.6)
which is generally satisfied. The modification of the resonant frequency will further change the oscillation amplitude and phase shift. All of these quantities can be monitored in experiments depending on the specific feedback mechanism.

In the operation of ambient nc-AFM, the driving frequency is slightly off resonance. The feedback mechanism monitors the oscillation amplitude. A change in the force gradient will bring a shift of resonant frequency ($\Delta \omega_0$) and a change in oscillation amplitude ($\Delta A$). By maintaining a constant $\Delta A$, the contour of a constant force gradient can be mapped. This method is called “slope detection.” UHV nc-AFM uses an alternative method call ‘frequency modulation’ (FM) in which a high-Q cantilever is kept oscillating at its resonant frequency utilizing a positive feedback. Many methods such as digital frequency counters and phase-locked loops can be applied to measure the oscillator frequency with very high precision.\(^\text{113}\)

No matter which method is applied, a constant shift of resonant frequency which corresponds to a constant force gradient is maintained, so the dynamic problem was simplified to an equation

$$\frac{\Delta \omega_0}{\omega_0} \approx -\frac{1}{2k} \frac{\partial F}{\partial z} \text{ if } |\partial F/\partial z|<<k,$$

(Eq. 5.7)

The van der Waals force gradient was computed using the Lennard-Jones pair potential, assuming a spherical shape for the tip and a flat plane for the sample surface, which is valid for $z<<R_{\text{tip}}$.\(^\text{109}\) The computation of electrostatic force gradient is the especially important in the simulation of charge imaging experiments. A method of images
algorithm was applied to achieve a better accuracy in the estimation of total charge, charge distribution, and evolution.

5.3 Method of images algorithm for multiple interface electrostatic problems

In principle, all electrostatic problems can be solved via a Poisson equation that incorporates the matching of boundary conditions at all interfaces of the system. But this is usually a difficult task in practice. Numerical methods such as Poisson solver may be applied with well-defined boundary conditions. In some special situations, however, the method of images is much more convenient and efficient as a non-iterative approach. For example, an image point charge could be used to solve the problem in the case of a point charge placed near a conductive plane. A similar approach can be applied to a conductive sphere or a planar dielectric interface. For a dielectric sphere, the image charge is no longer a point charge. Such a situation makes calculation complex and will not be discussed in this paper. When there are two interfaces, an infinite series of point image charges is theoretically required. But in practice, the magnitudes of these point image charges decrease rapidly, and usually inclusion of several of them is enough to achieve good accuracy. However, another problem appears along with the increase of total number of interfaces: it is not straightforward to specify the locations and magnitudes of image charges for more than one interface. When the number of interfaces is increased, the image charge specification becomes more difficult and tedious so that the method of images loses its biggest advantage: simplicity.
In order to make the method of images work to an advantage in complicated situations, we have employed an efficient algorithm similar to the “ray-tracing” approach to find image charge positions and magnitudes conveniently. While ‘ray-tracing’ approach generally applies to multiple planar interfaces, this algorithm can handle multiple planar interfaces as well as conductive spheres. Some examples are discussed to illustrate the feasibility of this method. In the discussing the influence of space charge in Si substrate on the charge imaging experiments, an iterative finite difference approach is applied with the aid of the algorithm, and proved to be effective.

5.3.1 Two and three dielectric layers

As described in the literature, the method of images can be extended to handle boundary-value problems with dielectrics. Figure 5.2 shows the simplest case including a semi-infinite dielectric layer $\varepsilon_1$ and another semi-infinite dielectric layer $\varepsilon_2$ with a planar interface at $z=0$. A point charge $q$ is embedded in dielectric layer $\varepsilon_1$. The corresponding potential distribution, subject to the boundary conditions at the interface, can be proved analytically to be

$$
\phi = \begin{cases} 
\frac{1}{4\pi\varepsilon_1} \left( \frac{q}{R_1} + \frac{q'}{R_2} \right), & z > 0 \\
\frac{1}{4\pi\varepsilon_2} \frac{q''}{R_1}, & z < 0 
\end{cases},
$$

(5.9)

where

$$
q' = r_{12}q, \quad q'' = (1-r_{12})q, \quad r_{12} = (\varepsilon_1 - \varepsilon_2)/(\varepsilon_1 + \varepsilon_2).
$$
Figure 5.2. Method of images construction for a problem including a point charge and a planar dielectric interface. (a) Actual physical system of a point charge \( q \) at a distance \( d \) from the interface between two dielectric half-spaces. (b) The image charge \( q'' \) that gives field distribution in the left half-space. (c) The original point charges \( q \) and image charge \( q' \) that give field distribution in the right half-space. \( q' = r_{12} q \), \( q'' = (1-r_{12}) q \), and \( r_{12} = (\varepsilon_1 - \varepsilon_2)/(\varepsilon_1 + \varepsilon_2) \).

With the application of image charges \( q' \) and \( q'' \), the boundary is removed and the problem is simplified.

Figure 5.3(a) shows three dielectric layers with a point charge in the middle region. Figure 5.3(b), (c), and (d) indicate the image charges needed for calculation of electric field in regions I, II and III respectively. The validity of these results is demonstrated first, and the approach to find the image charges is discussed later. According to the uniqueness theorem, all boundary conditions should be met. This requires that i) electric potential vanishes at infinity; ii) the perpendicular component of the electric displacement \( D \) and the parallel component of the electric field \( E \) are continuous through the interfaces; and iii) there is only one singularity at the position of the original point charge. That the first requirement is met can be seen by considering the rapidly decreasing magnitude of
Figure 5.3. Method of images construction for a problem including a point charge between two planar dielectric interfaces. (a) Actual physical system. (b) The infinite series of charges that gives the electric field distribution in region $I$. There are in fact two series of image charges which can be specified in the following way: For one series the first image charge was put at the mirror image position of $q$ with respect to the interface $I/II$, with magnitude multiplied by a factor $r_{12}$. The second image charge was put at the mirror image position of the first image charge with respect to the other interface $I/III$, with magnitude multiplied by a factor $r_{13}$. Such steps are repeated to produce new image charges with magnitudes multiplied by corresponding factors. For the other series the process is similar except that the first step is with respect to interface $I/III$. Due to limited space, only a finite number of image charges are shown in the figure. (c) and (d) show the infinite series of image charges that give field distribution in region $II$ and region $III$, respectively. The charge positions correspond to that of $q$ and all image charges to its right [for (c)] or left [for (d)] in (b), but charge magnitudes are multiplied by $(1-r_{12})$ [for (c)] or $(1-r_{13})$ [for (d)]. (e) and (f) show physical systems with an infinite series of charges and one dielectric interface. The positions and magnitudes of these charges correspond to those of $q$ and all images charges to its right [for (e)] or left [for (f)] in (b).
the image charges on both sides of the original point charge. That the third requirement is met by the solution can be seen directly. Requirement ii) needs to be discussed in detail. Instead of direct proof, the result from Figure 1 and the superposition principle were utilized. Fig. 5.3(e) and (f) were introduced to describe the reasoning. In Fig. 5.3(e), there is only one dielectric interface, so superposition can be applied and the problem simplified to the case in Fig. 5.2. Since $D$ and $E$ produced by one point charge and its image charges meet requirement ii), the sum of them produced by multiple point charges and corresponding image charges still meets the requirement. A little more observation indicates Fig. 5.3(b) and (c) are exactly the solutions to Fig. 5.3(e) if the charges in Fig. 5.3(b) are used to calculate electric field in region $III$ as well. Requirement ii) is thus met by $D$ and $E$ on both sides of the left interface, which are given by charges in Fig. 5.3(b) and (c), respectively. The same approach can be applied to the right interface with the aid of Fig. 5.3(g). With all three requirements satisfied, the result we obtained is the unique solution to electrostatic problem Fig. 5.3(a).

Figure 5.4 shows a slightly different problem in which a charge is located in region $III$. A broadly similar approach is used as in the situation in Fig. 5.3, with a difference that appears in the evaluation of requirement ii) at the right interface. In Fig. 5.4(f), which is introduced to describe the reasoning, point charges are distributed on both sides of the interface and need to be considered separately when compared with Fig. 5.2.

5.3.2 Method of images algorithm

The process to find solutions to problems involving two dielectric interfaces depends on finding a trial solution and verifying its correctness. This is difficult for more
Fig. 5.4. Method of images construction for a problem including a point charge to the right of two planar dielectric interfaces. (a) Actual physical system. (b) The infinite series of charges that gives field distribution in region $I$, which can be specified in the following way: The first image charge is $(1+r_{13})q$ at the original position of $q$. The second image charge is put at the mirror image position of $(1+r_{13})q$ with respect to the interface $I/II$, with magnitude multiplied by a factor $r_{12}$. The third image charge is put at the mirror image position of the second one with respect to the other interface $I/III$, with magnitude multiplied by a factor $r_{13}$. Such steps are repeated to produce new image charges with magnitudes multiplied by corresponding factors. Due to limited space, only a finite number of image charges are shown in the figure. (c) and (d) show the infinite series of image charges that give field distribution in region $II$ and region $III$, respectively. The positions of image charges not shown correspond to those image charges not shown on the right [for (c)] or left [for (d)] side in (b), but their magnitudes are multiplied by a factor $(1-r_{12})$ [for (c)] or $(1-r_{13})$ [for (d)]. (e) and (f) show physical systems with an infinite series of charges and one dielectric interface. The positions and magnitudes of those image charges not shown correspond to those image charges not shown on the right [for (e)] or left [for (f)] side in (b).
complex situations. The best general approach is therefore to apply a standard algorithm, if any, to find image charge positions and magnitudes. In the literature, there was a “ray-tracing” method that dealt with multiple planar interfaces. We introduced a similar algorithm that handles conductive spheres as well. Both methods were based on the classical method of images and nothing new in theory; the application is easy, but the deduction is not straightforward and need to be clarified as follows:

With further observation on Figures 5.3 and 5.4, a simple rule can be found for the generation of all image charge positions and magnitudes. It can be imagined that the original point charge is a “light source” and the dielectric interfaces act as “mirrors” with specified reflectivity and transmissivity. For an observer in region \( I \) of Fig. 5.3(a), the images of the “light source” he can see through the reflections of two interfaces are distributed exactly in the same way as in Fig. 5.3(b). In fact, no matter in which region the observer is located, the distribution of the “light sources” always corresponds to the set of image charges for the calculation of electric field in that region. Each time a reflection or transmission happens, the magnitude of the image charge is multiplied by a reflectivity \( r_{ij} \) or transmissivity \( (1-r_{ij}) \). Beyond the cases illustrated in Fig. 5.3 and Fig. 5.4, this rule is found to be a general rule for more complex situations. Based on this idea, a standard algorithm can be defined with repeated applications of the operation described in Fig. 5.2 to specify all image charge positions and magnitudes.

Suppose there are \( X \) dielectrics \( \varepsilon_1, \varepsilon_2, \ldots, \varepsilon_i, \ldots, \varepsilon_X \) with such order in space. A point charge \( q_i = q_0 \) is embedded in \( \varepsilon_i \). Initially the sets of point charges for electric field computation in all the dielectric layers can be expressed as:
\[S^1 = \{NULL\}, \ldots \] \[S^{i-1} = \{NULL\}, S^i = \{q_1^i\}, S^{i+1} = \{NULL\}, \ldots \] \[S^X = \{NULL\}. (5.10)\]

Such oversimplification ignores sample structure information and does not meet the continuity condition for \(E\) and \(D\) at interfaces. Thus we define an operation \(O_{n}^{j\rightarrow k}\) for the point charge \(q_n^j\) (the \(n\)'th point charge in \(S^j\), \(1 \leq j \leq X\), \(n \geq 1\)) with respect to the interface between layer \(\varepsilon_j\) and its neighboring layer \(\varepsilon_k\). With the operation \(O_{n}^{j\rightarrow k}\), a new image charge is added to each side as was done for the case in Fig. 5.2. Since there are two interfaces for layer \(\varepsilon_i\), application of \(O_{i}^{j\rightarrow i+1}\) followed by \(O_{i}^{j\rightarrow i-1}\) leads to

\[S^1 = \{NULL\}, \ldots \] \[S^{i-1} = \{q_1^{i-1}\}, S^i = \{q_1^i, q_2^i, q_3^i\}, S^{i+1} = \{q_1^{i+1}\}, \ldots \] \[S^X = \{NULL\} \quad (5.11)\]

\[q_2^i = r_{i,j+1} q_1^i, \quad q_4^{i+1} = (1 - r_{i,j+1}) q_1^i, \quad q_3^i = r_{i,j-1} q_1^i, \quad q_4^{i-1} = (1 - r_{i,j-1}) q_1^i, \quad r_{ij} = (\varepsilon_i - \varepsilon_j)/(\varepsilon_i + \varepsilon_j),\]

where \(q_4^{i+1}\) and \(q_4^{i-1}\) are both at the original position of \(q_1^i\), while \(q_2^i\) and \(q_3^i\) are at mirror image positions of \(q_1^i\) with respect to corresponding interfaces. The discontinuity of \(E\) and \(D\) at both interfaces calculated based on (5.10) is caused by \(q_1^i\). It is cancelled by image charges produced in operations \(O_{1}^{j\rightarrow i+1}\) and \(O_{1}^{j\rightarrow i-1}\). A new image charge \(q_n^j\) helps to solve the discontinuity problem at the interface through which it is produced. However, it causes a new discontinuity at the other interface of layer \(\varepsilon_j\) unless the image charge belongs to \(S^1\) or \(S^X\), which corresponds to a set of image charges for an outermost layer of the overall structure. These new discontinuities are smaller than those presented before the operation because of decreased charge magnitudes and increased distances to corresponding interfaces. Similar operations can be repeated to replace these
discontinuities with even smaller ones until the unaccounted image charges are far away from interfaces and the charge magnitudes are negligible.

Conductive planar layers or spheres can also be incorporated into this algorithm conveniently, with appropriately modified operations. Since the electric field inside a conducting region is zero and such region always act as end regions, there is no need to define a set of point charges for electric field computation in the conductive region. The operation to generate image charges that give the electric field outside of a grounded conductive plane or sphere belongs to the classical method of images, which can be found in textbooks.\textsuperscript{115,116} For a conductive sphere at potential $V$, a point charge can be viewed as at the center of the sphere. The detectable charge in surrounded region $\varepsilon_i$ is

\begin{equation}
Q'' = 4\pi\varepsilon_i RV.
\end{equation}

For an isolated conductive sphere, the total charge must be kept constant. Whenever an image charge is produced through its spherical interface, another charge with the same magnitude but opposite sign must be put at the center of the sphere. All these arguments apply to planar conductive layers as well if they are treated as spheres with very large radii.

In summary, the algorithm to find image charge magnitudes and positions for multiple interface systems includes the following steps.

i) Specify a set of charges for each dielectric layer ($S_j$), which can be used to calculate electric field in that layer. For a conductive sphere with known charge, the charge goes into the set for the surrounding dielectric region. This also applies to charges computed with formula (5.12).
ii) For every original charge $q^j_n$, perform an operation $O_{n}^{j\rightarrow k}$ with respect to interface between $\varepsilon_j$ and each of its neighboring layers $\varepsilon_k$.

iii) For every image charge $q^j_n$, perform operation $O_{n}^{j\rightarrow k}$ with respect to interface between $\varepsilon_j$ and each of its neighboring layers $\varepsilon_k$, except for the interface through which it is generated, which also means that no operation is performed for image charge $q^j_n$ if $j$ represents an end layer.

iv) Repeat step iii) until the unaccounted image charges are far away from interfaces and/or the magnitude of these image charges are negligible.

5.3.3 Example

As a direct application of this algorithm, a notional example of a complex electrostatic problem that may be encountered in the simulation of local charge imaging experiments by nc-AFM is depicted in Fig. 5.5(a). There are 4 dielectric layers (including air/vacuum; space charge in the Si substrate is ignored here) and 3 conductive spheres. Two spheres represent metallic nanoparticles which have fixed charge of $+3q_0$ and 0, respectively. The other one represents a highly doped AFM tip, which is grounded. For convenience in showing results, the centers of all spheres were chosen to be in the same vertical plane, although other choices can be achieved with no extra calculation. A program based on the algorithm was written to find image charge set for each dielectric layer. Using these sets of image charges, the electric potential distribution as well as the force on the AFM tip was calculated directly, as shown in Fig. 4(b). The force gradient can be calculated at the same time (not shown). The black region (negative electric
Figure 5.5. (a) An electrostatic geometry representing an apparatus for local charge imaging by conductive-tip nc-AFM. The sample structure includes two metallic nanoparticles with $R=5$ nm which sit on $\text{Al}_2\text{O}_3$ ($\varepsilon_r=9.0$, thickness=15 nm) / $\text{Si}_3\text{N}_4$ ($\varepsilon_r=7.6$, thickness=15 nm) / Si ($\varepsilon_r=11.7$). For simplicity, the conductive tip is grounded and assumed to be a sphere with radius $R=12$ nm. The centers of all spheres are chosen to be in the same vertical plane. (b) Profile of electric potential distribution and electrostatic force on the tip. $F_x=-1.592\times10^{-13}$ N, $F_z=-1.174\times10^{-13}$ N.

Potential (a) is due to negative induced charges at the tip surface. In this example, the process of image charge generation was stopped when the number in a set exceeded 10,000. With a 1GHz Intel Pentium III processor, it took 5 seconds to generate image charges and 40 seconds to finish the entire calculation. For comparison, it took a standard
Poisson solver (Quick Field) 4 seconds to solve a similar problem in 2D numerically with a 2.3 GHz Pentium IV processor. We did not find a suitable 3D solver, but generally the transition from 2D to 3D costs much more time. Compared with numerical methods, the method of images algorithm provides fast solution that is differentiable, which is very convenient to use in the simulation of charge imaging by nc-AFM or EFM.

5.4 Effects of dielectrics and space charge in Si substrate

The effects of dielectrics were shown in Fig. 5.6, in which the AFM images due to 99 basic charges with different sample geometries were simulated. The distance between nanocrystal layer and Si substrate was chosen to be 5 nm, and the total oxide thickness was chosen to be 15 nm and 5 nm, the values for the unetched and etched nanocrystal samples in chapter 2. In the charging experiment of the unetched sample, electrons or holes were primarily injected from the substrate, followed by diffusion toward the center of the charged area. In the charging experiment of the etched sample, holes or electrons were primarily injected from the tip, but most of them tunneled into the substrate before diffusion to a larger area in the nanocrystal layer. For both directions of charge injection, charges in the nanocrystal layer were limited to a relatively small area. Considering the size of the tip, a 2D Gaussian distribution with $\sigma_{\text{max}} = 4 \times 10^{12} \text{ cm}^{-2}$ (larger than the $\sigma_{\text{max}}$ observed in the charging experiments on the nanocrystal sample with thick oxide layer and similar to the $\sigma_{\text{max}}$ observed in C-V measurements) and $S = 20 \text{ nm}$ (see curve A) were specified. If the dielectric constants of SiO$_2$ and Si were both ignored and set as 1, the protrusions in simulated AFM images are larger than 10 nm, indicating that the charges can be detected easily in both sample geometries. If only the dielectric constant of SiO$_2$ is
Figure 5.6. Simulated nc-AFM line profiles for a Gaussian distribution of 99 basic charges (curve A, $\sigma_{\text{max}} = 4 \times 10^{12}$ cm$^{-2}$, $S = 20$ nm) on a nanocrystal layer 5 nm from the substrate. The total thickness of the SiO$_2$ layer is 15 nm for curves B, D, and F, and is 5 nm for curves C, E, and G. Solid, dashed, and short dashed curves indicate simulation results by assuming relative dielectric constants of Si and SiO$_2$ to be 11.7 and 3.9, both 3.9, and both 1.0, respectively.

included in simulation, the protrusions drop to a few nanometers, both just detectable considering corresponding sample surface roughness. However, if both dielectric constants were considered in the simulation, the protrusions drop below about 1 nm, inevitably immersed in the background noise of the surface roughness. This result clearly shows the importance of considering dielectric environment in the electrostatic simulation, and provides a probable explanation to the fail of charging experiments on the nanocrystal samples with thin tunnel oxide layers.
To evaluate the influence of space charge in Si substrate, 3D space charge distribution was calculated and included in the electrostatic simulation of nc-AFM. In the example shown in Fig. 5.7, two charged nanoparticles (15 holes each) with a spacing of 60 nm sit on 12 nm of SiO₂ film on p-Si substrate. The self-consistent calculation of charge distribution in the substrate was achieved by the combination of numerical method and method of images algorithm, which shows fast convergence [Fig. 5.7(a)]. Two insets show the calculated space charge distribution for substrate doping concentrations of $10^{17}$ cm$^{-3}$ and $10^{18}$ cm$^{-3}$, respectively. It was noticed that the space charge region shrinks as the doping concentration increases, a phenomenon similar to the dependence of maximum depletion layer width versus substrate doping concentration for MOS diode. Simulated nc-AFM images with consideration of the space charge did not show obvious difference from the result that only considers dielectric environment [Fig. 5.7(b)]. The total space charge is nontrivial. In fact, it is always the same as the total localized charge on/in the SiO₂ layer. But since the latter in the charging experiments generally cannot induce strong inversion in the substrate, the space charge is distributed in a broad depletion region, producing an almost homogeneous electric field which is hard to be detected by nc-AFM. In addition, the space charge was below the sample surface and its electrical field was further canceled by the polarized charge at the interfaces. For all these reasons, space charge in the substrate is generally negligible, with possible exceptions of strong inversion or extremely high doping concentration.
Figure 5.7. (a) Estimated error as a function of number of iterations in a typical electrostatic calculation of 3D space charge distribution in Si substrate. Inset B and C show cross section of calculated space charge distribution (unit: cm$^{-3}$) due to two charged nanoparticles (15 holes each) with a spacing of 60 nm on 12 nm of SiO$_2$ film on $p$-Si substrate. Inset B: $N_A=10^{17}$ cm$^{-3}$, vertical dimension is 50 nm, lateral dimension is 200 nm. Inset C: $N_A=10^{18}$ cm$^{-3}$, vertical dimension is 14 nm, lateral dimension is 140 nm. (b) Simulated nc-AFM profiles. A: Only includes the influence of dielectric environment. B, C: Also include the influence of space charge in Si substrate shown in inset B and C in (a).
5.5 Charge detection sensitivity and lateral resolution

Figure 5.8 shows minimum detectable number of basic charges as a function of the tip-sample spacing. An error of ~0.7 nm was used in the determination of the minimum detectable charge magnitude, which will produce a protrusion larger than 0.7 nm at a specified scanning height. The charge detection sensitivity was observed to increase as the height increases. This non-intuitive result can be explained by the long-range nature of electrostatic force and smaller gradient of force gradient at larger tip-sample spacing.

Figure 5.8. Minimum detectable number of basic charges as a function of the tip-sample spacing. Tip radius is 52.5 nm. Charges are distributed homogeneously in a disk area with r=0, 30, and 60 nm on the surface of 12 nm SiO\textsubscript{2}/Si. The AFM vertical height resolution is assumed to be 0.7 nm.
(in another words, at larger spacing, the tip need retract a larger distance to maintain the preset force gradient when scanning over localized charges). However, the increase of charge detection sensitivity is ultimately limited by the systematic minimum detectable change in force gradient. This value is estimated to be $\sim 10^{-5}$ to $10^{-6}$ N/m in ambient AFM, which corresponds to a scanning height of $\sim 50$ nm. The value in UHV AFM is smaller ($\sim 10^{-8}$ N/m), indicating more space to increase charge detection sensitivity. In addition, nc-AFM is more sensitive to point charges than to disk charge distribution.

Figure 5.9 shows lateral resolution of nc-AFM when scanning two point charges, which decreases as scanning height increases. At the scanning height of 10 nm, such two point charges are resolvable if they are at least 40 nm apart.

Figure 5.9. Lateral resolution of nc-AFM when scanning two point charges (each has 30 basic charges) on the surface of 12 nm SiO$_2$/Si as a function of tip-sample spacing. AFM tip radius is 52.5 nm.
5.6 Vertical and lateral charge dissipation

Although nc-AFM has been proven to be a sensitive tool in microscopic charge analysis, the method to extract quantitative information from AFM image is never straightforward. It is not appropriate to view protrusion in the nc-AFM image as the real charge distribution.

Figure 5.10 shows simulated nc-AFM images of localized charges and before and

![Simulated nc-AFM images of localized charges with 2D Gaussian distribution.](chart)

Figure 5.10. Simulated nc-AFM images of localized charges with 2D Gaussian distribution. Solid curve: initial distribution, $Q_{\text{total}} = 670 \ q_0$, $\sigma_{\text{max}} = 3 \times 10^{12}$ cm$^{-2}$, $S = 60$ nm, $z = -10$ nm. Dash: proportional charge loss, $Q_{\text{total}} = 586 \ q_0$, $\sigma_{\text{max}} = 2.625 \times 10^{12}$ cm$^{-2}$; $Q_{\text{total}} = 503 \ q_0$, $\sigma_{\text{max}} = 2.25 \times 10^{12}$ cm$^{-2}$. Dot: vertical movement without charge loss, $z = -20$ nm; $z = -30$ nm. Short dash: Lateral spreading without charge loss, $\sigma_{\text{max}} = 2.2 \times 10^{12}$ cm$^{-2}$, $S = 70$ nm; $\sigma_{\text{max}} = 1.6875 \times 10^{12}$ cm$^{-2}$, $S = 80$ nm.
after different means of dissipation, including proportional charge loss, vertical movement toward the substrate without charge loss, and laterally spreading out without charge loss. Compared to the nc-AFM image corresponding to the initial charge distribution, the protrusions drop in all three situations. There are some minor differences such as the protrusion being the narrowest for proportional charge loss and the widest for lateral spreading out, but without careful comparison based on electrostatic calculation, it is neither easy nor dependable to determine the means of dissipation intuitively.

In fact, some knowledge about the real charge distribution is always important in the electrostatic simulation of charge imaging by nc-AFM, which may provide multiple solutions. For example, some lateral charge dissipation plus some proportional charge loss may make the nc-AFM image look like that corresponding to vertical movement toward the substrate. Electrostatic simulation can help to test the validity of a model of charge distribution and draw quantitative information based on that. However, in order to present a reasonable model, other experimental approaches and theoretical analysis are also necessary.

5.7 Summary

By method of images algorithm, the influence of the dielectric environment was included and proved to be critical in the electrostatic simulation of charge imaging by nc-AFM. The air damping problem was completely removed by replacing ambient AFM with a UHV AFM, which also brings higher sensitivity and stability. In addition, the space charge in Si substrate was proven to be negligible in the simulation of most charge imaging experiments. With such improved models, charge detection sensitivity and
lateral resolution were re-evaluated, and the limits for quantitative charge analysis discussed. It was shown that higher detection sensitivity can be achieved by increasing the scanning height. Combined with other theoretical and experimental efforts, the quantitative charge imaging approach can provide useful information regarding microscopic charge dissipation dynamics.
Chapter 6

Electrostatic calculation related to silicon nanocrystal memory device

6.1 Introduction

The synthesis and characterization of nanoscale structures for device applications have motivated the development of methods to calculate charges, fields, and potential in complex three-dimensional nanostructured topologies. In chapter 5, a method of images algorithm was applied to calculate force gradient between conductive AFM tip and localized charges. In addition, the combination of this algorithm and numerical method show fast convergence in the calculation of space charge in Si substrate. Enlightened by the work on simulation of nc-AFM, we noticed that the theoretical analysis of Si nanocrystal memory sometimes involved similar electrostatic problems featuring multiple interfaces in which induced charges at interfaces also play an important role. So the approach mentioned above can also be applied in the simulation of nanocrystal floating gate memory device. A 3D model incorporating realistic nanocrystal distribution can be established to replace the 1D model (for conventional floating gate memory, but may not be valid in nanocrystal memory), providing electric potential distribution and its influence on the channel as well as individual nanocrystals.
6.2 Coulomb charging energy

In describing energy and charge quantization in nanocrystals, Coulomb blockade and quantum carrier confinement effects are two key concepts. These effects can be accounted for numerically with simulations based on three-dimensional Poisson and Schrödinger-like equations.\textsuperscript{121,122,123} For simplicity, the Coulomb charging energy for the first basic charge on a metal nanocrystal was usually calculated by

\[ E_{\text{Coulomb}} = \frac{q_0^2}{2C}, \text{ where } C = 4\pi\varepsilon_0\varepsilon_r R. \]  

(6.1)

With the method of images algorithm, more accurate values can be obtained with just dozens of image charges. Figure 6.1 shows the position and size dependence of the Coulomb charging energy of a metal nanocrystal in a MOS memory device. The coulomb charging energy decreases when the nanocrystal gets closer to the channel [Fig. 6.1(a)] and increases when the nanocrystal size becomes larger [Fig. 6.1(b)]. The size dependence agrees with formula (6.1), but with lower Coulomb charging energies (The difference is nearly 20 meV).

Using the method of images algorithm, the influence due to inhomogeneous induced charges at all interfaces within sample structures can be calculated conveniently and analytically, even for more complex situations with layered tunnel barrier structures.\textsuperscript{124} In order to show the significant effect of the induced charges on energy in nanocrystals as well as the effectiveness of the method of images algorithm in handling such problems, the Coulomb charging energy of a single metal nanocrystal embedded in different device structures was calculated. The calculated result is given in Fig. 6.2. In addition to the most commonly used structure (I), SiO\textsubscript{2} is replaced partially [structure (II), (III)] or completely [structure (IV)] by high-\(\kappa\) dielectrics, which are believed to have the potential
Figure 6.1. Influence of position (a) and size (b) of a nanocrystal in a memory device on Coulomb charging energy for adding the first basic charge. In (b), crosses show the result calculated with the simplest model without consideration of dielectric environment.
Figure 6.2. (a)–(d) Profile of the electrostatic potential distribution (absolute value) caused by 1 electron in the nanocrystal for device structures (I)–(IV), respectively. For all structures, $d_{\text{NC}}=5$ nm, $t_{\text{ro}}=3$ nm, and $t_{\text{co}}=8$ nm. In (b), (c), and (d), the high-\(\kappa\) dielectric (HKD) used is Si$_3$N$_4$. (e) Coulomb charging energies for device structures (I)–(IV) with different dielectrics.
to overcome the scaling limits for SiO$_2$ in the complementary metal–oxide–semiconductor technology.$^{125}$ To consider the Coulomb charging energy for one basic charge in the nanocrystal with size of 5 nm, both substrate and gate are grounded. Since the corresponding change of space charge distribution in silicon substrate is a slow process compared with the change of induced charges at interfaces, silicon can be treated as pure dielectric here. Fig. 6.2(a)–(d) shows the profile of electric potential distribution (absolute value) in logarithmic color scale for device structures (I)–(IV) with Si$_3$N$_4$ as the high-$\kappa$ dielectric and one electron in the nanocrystal. We note that Si$_3$N$_4$ dramatically reduces the electrostatic energy in the nanocrystal. In Fig. 6.2(e), Coulomb charging energies in these structures with various high-$\kappa$ dielectric materials are summarized. It should be noted that this energy is 74 meV for SiO$_2$ according to formula (6.1). For those dielectrics not listed, the value can be estimated by fitting to the data. With a similar approach, the dependence of Coulomb charging energy on nanocrystal areal density was also investigated. These values are important references in the determination of suitable high-$\kappa$ dielectrics for practical device applications.

### 6.3 Variation of channel carrier density due to separated charge storage

While numerous reports$^{121-123}$ have focused on wave function and energy level computation in nanocrystals, only a few results have been reported on the influence of nanocrystal density and distribution on the channel carrier distribution in a field effect transistor based memory device or its effect on the overall device characteristics. By using the concept of an equivalent circuit, Sim et al.$^{126}$ calculated the relationship
between the performance of nanocrystal memories and device parameters including nanocrystal distributions. In our work the method of images algorithm was applied with a finite difference approach to solve this three-dimensional problem self-consistently.

Strictly speaking, the quantized electron motion perpendicular to the channel interface should be taken into account in devices with extremely thin gate oxides and high channel doping levels. However, in the following examples a semi-classical approximation is applied in the 3D calculation. The doping concentration ($N_A$) of the $p$-type Si substrate is $10^{18}$ cm$^{-3}$. The thickness of the tunnel oxide is 3 nm, and the control oxide thickness is 9 nm. In the calculation of electric potential variation in the channel, charged nanocrystals with diameter of 2~3 nm were treated electrostatically as point charges. Figure 6.3 shows a 2D profile of electric potential distribution in the $p$-Si

---

Figure 6.3. 2D profile of electric potential distribution in the $p$-Si substrate of a Si nanocrystal floating gate memory. The sizes of charged nanocrystals ($3 \times 3$ array, each charged with one hole and with the spacing of 10 nm) are a few nanometers and treated as point charges in the simulation. $t_{TO} = 3$ nm, $t_{CO} = 9$ nm, and $V_G = 0$, $N_A = 10^{18}$ cm$^{-3}$. Work function differences were neglected.
substrate of a Si nanocrystal floating gate memory, which is due to 9 nanocrystals (3 × 3 array) each charged with one hole ($V_G=0$). It was found that obvious lateral potential variation begins at the spacing of around 10 nm, or 10 nm is the threshold value that 1D approximation starts to break down.

A better understanding can be obtained by calculating channel minority carrier (electron) density for gate bias around threshold voltage with periodic boundary conditions included (Fig. 6.4). The gate voltage is 4.425 V. The electron density in

![Figure 6.4](image)

Figure 6.4. Plan views of the channel minority carrier density of a nanocrystal floating gate memory. Device structure: $t_{TO}=3$ nm, $t_{CO}=9$ nm, $N_A=10^{18}$ cm$^{-3}$. $V_G=4.425$ V, charge density in floating gate is fixed at $4.08 \times 10^{12}$ cm$^{-2}$. (a) Continuous floating gate [1D model, the figure shows depth (unit: nm) dependence of electron density (left, unit: cm$^{-3}$) and total charge density (right, unit: cm$^{-3}$)] (b) Inter-particle spacing is 7 nm, i.e., each nanocrystal is charged with 2 electrons (c) Assume nanocrystals aggregate. Spacing between charging centers is 14 nm, i.e., each charging center has 8 electrons. (d) Spacing between charging centers formed by aggregated nanocrystals is 21 nm, i.e., each charging center has 18 electrons.
floating gate is \(4.08 \times 10^{12} \text{ cm}^2\), which yields a 1.7 V threshold voltage shift relative to the uncharged floating gate. In the result, planar views of electron density at the interface between the channel and SiO\(_2\) are shown for a homogeneously charged sheet [Fig. 6.4(a),] and three different arrays of charged nanocrystals [Figs. 6.4(b), (c) and (d)]. In the case of homogeneously charged sheet, the result was obtained from a 1D self-consistent calculation. The figures corresponding to depth (unit: nm) dependences of electron density (left, unit: cm\(^{-3}\)) and total charge density (right, unit: cm\(^{-3}\)) show a depletion layer with thickness of 30 ~ 40 nm and a weak inversion layer. In the cases of charged nanocrystals, the method of images algorithm was applied to calculate the shift of electrostatic potential at the channel due to deviation of charge distribution from planar sheet charge in floating gate. This shift of the electrostatic potential was then used to correct local electron density in the channel. At the same time, the shift of electrostatic potential caused by the change of local electron density at each grid of the channel was also taken into account. The iterations were repeated until a stable solution was reached. This approach was efficient for such 3D self-consistent problems. In the example of Fig. 6.4, after 15 iterations the total error drops exponentially to a level limited by the finite grid size.

In the result it was noticed the electron density distribution at sub-threshold for the continuously charged sheet [Fig. 6.4(a)] is close to the distribution of the electron density in Fig. 6.4(b), but differs significantly from the electron density distribution in Figures 6.4 (c) and (d). The situations vary from sub-threshold cases [Figs. 6.4(a), (b)] to the formation of isolated inversion regions [Fig. 6.4(c)] and to an inversion layer network [Fig. 6.4(d)]. These differences clearly suggest that while a one-dimensional simulation
may be enough to describe some cases with relatively small spacing between charged nanocrystals, a fully three-dimensional simulation is required in the cases with relatively large spacing between charged nanocrystals or nanocrystal agglomerates. In this example, the threshold value is again around 10 nm. The influence of inhomogeneous channel carrier density on capacitance-voltage and transistor characteristics as well as programming and dissipation processes is an interesting and important topic to be studied.

6.4 Summary

In this chapter, an initiative of 3D electrostatic simulation of Si nanocrystal memory was described. The nontrivial influence of dielectric environment on Coulomb charging energy was evaluated with the help of the method of images algorithm. The variation of channel minority carrier density was calculated by the method of images algorithm and a finite difference approach. It was found that 10 nm is the threshold value that 1D approximation starts to break down in the selected device geometry. In other words, it was proved theoretically that $10^{12}$ cm$^{-2}$ is the lower bound of areal density of charged nanocrystals that 1D approximation still holds. Below this value, 3D electrostatic calculation need be applied for better accuracy.
Chapter 7

Conclusions and future directions

7.1 Conclusions

It has been said that knowledge owned by a person can be represented with a sphere; the contact area with unknown outer space increases with the volume. Indeed, with some experiments accomplished and questions answered, more questions appear and more experiments are needed to answer them. A PhD period is probably only enough time to erase several major question marks in the current field of vision.

In conclusion, we have demonstrated that STM/nc-AFM/RHEED constitute a substitute of TEM to characterize extremely small Si nanocrystals in a SiO₂ matrix. A histogram of nanocrystal sizes indicates that the sizes of most nanocrystals are between 2 to 3 nm, and the average value is 2.4 nm. A comparison between nanocrystal density (4 × 10¹² – 3 × 10¹³ cm⁻²) and charge density observed in C-V measurements (up to 4 × 10¹² cm⁻²) indicates no more than a single charge per nanocrystal on average, which is consistent with the high Coulomb charging energy and quantum confinement energy for such small Si nanocrystals. C-AFM was applied to characterize electronic properties of tunnel oxide. The observed overall high conductance, which is attributed to the narrowed and contaminated deluded zone, explains the relatively short retention time for electrons. Nanoscale charge retention characteristics were investigated by UHV nc-AFM in which a highly-doped Si tip was employed to inject charges and detect subsequent charge dissipation. Much longer hole retention time (e.g., > 1 day) than electron retention time (e.g., < 1 hour) was observed. The dissipation process of holes was further studied with
electrostatic simulation to draw quantitative data such as total charge, charge distribution, and evolution. In addition, the approach used in the quantitative charge imaging by nc-AFM was also applied in the 3D electrostatic simulation of nanocryatal memory devices.

Based on these results, a better control of nanocrystal depth distribution close to the channel is suggested to be critical in a true nonvolatile memory device. The superior retention characteristics of holes in both electrical characterization of nanocrystal floating gate MOS capacitors and more detailed nanocale charge analysis demonstrate that \textit{p}-channel nanocrystal memory working with holes is an interesting choice in improving data retention and in further device scaling.

7.2 Future directions

7.2.1 Nanoscale photoluminescence measurements

As discussed in chapter 5, nc-AFM images only provide indirect information about charge distribution. The methods to extract real charge distribution from nc-AFM images, such as the 3D electrostatic simulation we used, are never straightforward. Knowledge of how the charge dissipates, obtained from other experimental approaches, is always helpful to improve the accuracy of microscopic charge analysis by nc-AFM.

When a nanocrystal is charged with electrons or holes, its photoluminescence (PL) will be quenched by an Auger process, so charge status can be told by a corresponding PL signal\cite{129}. Conventional PL measurements lack the resolution for investigation of nanoscale charge dissipation. Instead, nearfield scanning optical microscopy (NSOM) is likely a suitable instrument to directly observe nanoscale charge distribution and
evolution. Just like PL charge retention measurement (the principle is to observe the time-dependent optically-pumped PL signal after charge injection into the Si nanocrystal layer in “optical nanocrystal memory” with appropriate gate bias) or electroluminescence (EL) charge retention measurement (the principle is that after charge injection into the Si nanocrystal layer in “optical nanocrystal memory,” wait some time and then the total charge that remains in the nanocrystals can be read out by applying an opposite gate bias and measuring the emitted light. The EL peak or integrated EL signal is believed to be proportional to the total charge.) can be viewed as the optical counterpart of capacitance decay measurement, microscopic charge analysis by NSOM or a similar approach can be viewed as the optical counterpart of nc-AFM. In addition, similar to the conductive tip of nc-AFM, an NSOM tip with outside metal coating may be used for charge injection.

There are also concerns with the sensitivity of NSOM on the relatively week photoluminescence of Si nanocrystals, which are not very efficient emitter. As an alternative, confocal microscopy may be used in a similar way.

7.2.2 Variable temperature charge retention characteristics and modelling

Hole retention characteristics have been obtained at elevated temperatures. At reduced temperatures, electron retention characteristics will also be observed easily due to smaller dissipation rates. How to interpret these results correctly and extract useful information will become the most challenging part of this research.

The electrostatic simulation of nc-AFM operation can be used to test the validity of a charge distribution. To test a charge tunneling model, the corresponding dynamic charge
dissipation process must be simulated (e.g., by Monte Carlo simulation), and the obtained time dependent charge distribution can be used to generate time dependent nc-AFM images which will be matched against the experimental nc-AFM data. It should be noted that charge imaging experiments at reduced temperatures provide good chances to study both hole and electron dissipation processes in detail.

The variable temperature charge injection and imaging experiments must be able to provide abundant data for the study of charge tunneling mechanisms. Parameters such as tunneling barrier height and average spacing between nanocrystals can be calculated. Finally, temperature calibration is always important.

### 7.2.3 Characterization of nanocrystal memory device working with holes

Although superior retention characteristics of holes have been clearly demonstrated, whether holes can be the working charges in practical nanocrystal memory remains largely unknown. It was generally suspected that hole injection would produce defects and degrade the tunnel oxide. A few reports indicated that low energy holes injected from the inversion layer do not affect the reliability of oxide, which is further supported by the endurance characteristics of a \( p \)-channel Si nanocrystal memory.\(^83\) However, more tests are definitely necessary.

The endurance characterization can be performed on the \( n \)-channel Si nanocrystal memory devices described in this thesis. If no hole-induced degradation is observed, a \( p \)-channel Si nanocrystal memory may be fabricated for further testing. For optimal structure with better control of nanocrystal vertical distribution or tunnel oxide layer thickness, ion implantation energy of 1 keV was strongly suggested.\(^42\) In fact, hole
programming and low energy ion implantation are two major suggestions obtained from this research.

7.2.4 Future research on 3D electrostatic simulation of EFM/nanocrystal memory

In addition to conductive tip nc-AFM in which the tip is grounded, the 3D electrostatic simulation with the method of images algorithm can also be easily applied on EFM or Kelvin probe microscopy with a biased tip.

In the simulation of nanocrystal memory, some improvements can be made by including quantized channel carrier motion perpendicular to the interface. Strictly speaking, a full quantum mechanical method need be applied for such calculation. However, it is generally hard to extend quantum mechanical method to 3D, especially in a system with dimensions of tens of nanometers to hundreds of nanometers. Ancona et al.\textsuperscript{130} introduced density-gradient theory, which is a physics-based phenomenological approach. In this method, non-locality of quantum mechanics to the lowest order was captured by assuming the electron gas to be energetically sensitive to both the density and the gradient of the density:\textsuperscript{130}

\[
\varphi_{DG} = \varphi_{DD} + 2b \sqrt{\frac{\nabla^2 \sqrt{n}}{n}}, \quad b = \frac{\hbar^2}{12m^*q}, \quad (7.1)
\]

where the first term is in Fermi-Dirac form and the second term is density gradient dependent. It was shown that the approach can accurately take effects of quantum mechanics into account. More importantly, it can be easily extended to multiple dimensions and non-equilibrium cases. By using this approach, the accuracy of the 3D electrostatic simulation of nanocrystal memory can be further improved.
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113 U. Hartmann, *An elementary introduction to atomic force microscopy and related methods*. Institute of Experimental Physics, University of Saarbrücken, Germany.


Appendix A

Information related to Omicron UHV VT STM/AFM system

A.1 STM tip/AFM cantilever selection

Etched STM tips were ordered from Molecular imaging. All tips were Pt(0.8)Ir(0.2) wires with diameter of 0.25 mm. A sharp tip can also be produced by cutting one end of a wire while stretching it.

Unmounted AFM cantilevers were ordered from Nanosensors. In C-AFM experiments, the contact mode cantilevers (PPP-CONT) with PtIr5 coating were chosen to ensure superior electrical conductance. In nc-AFM experiments, the high frequency noncontact mode cantilevers (PPP-NCH) without PtIr5 were chosen, since it was found that such coating may damage the stability of scanning. Instead, “Reflex” (Al) coating on the detector side can be selected to enhance the reflectivity of the laser beam. In addition, it was found that the cantilevers designed for electrostatic force microscopy (PPP-EFM) were not suitable for nc-AFM in our system because of the relatively low resonance frequency (~75 kHz) and/or the PtIr5 coating. However, this type of cantilevers can be used in contact mode on hard sample surfaces.

The cantilever mounting procedure with UHV glue can be found in the manual for the Omicron system. The curing time can be reduced by increasing the curing temperature (see the data sheet for the UHV glue). However, this approach was found valid only for PtIr5 coated cantilevers. For Si cantilevers with Al coating or without coating, doing so in air may cause surface oxidation and severely damage reflectivity of the detector side, and
maybe the tip. So unless the curing is performed in vacuum or inert gas, room
temperature is highly recommended.

A.2 Self-designed parts and explanation

A.2.1 Carousel for sample/tip loading

Figure A.1. Schematic of the carousel structure for sample/tip loading. Both the front
panel and the arms are rotatable.
A carousel structure was designed to increase the sample/tip loading efficiency and minimize the open-close circles of the gate valve. Both the arms and the front panel are rotatable to meet the requirements at both ends of sample/tip transfer. They can be rotated by either a long tweezers (through the loading port) or the pincer grip wobble stick (near the STM/AFM stage in the UHV chamber). Each time 5 samples or tips can be transferred. To avoid possible falling off, the arm correspond to the window of the front panel were never used.

### A.2.2 Standard sample plates

Omicron provided resistive/direct heating sample plates and cooling sample plates for experiments at elevated temperatures and reduced temperatures, respectively. However,

![Figure A.2. Schematic of standard sample plates used for room temperature experiments.](image)
the blank base plates for room temperature experiments need to be revised for convenient multiple use. The parameters for revision are shown in Figure A.2.

### A.2.3. Cradle structure vibration isolation table and a special chamber

There are strict requirements on vibration isolation to achieve high resolution in the operation of UHV STM/AFM. In experiments, the STM/AFM stage is suspended with four springs. In addition, vibration investigation were performed to find the proper location for the instrument installation, and a cradle structure vibration isolation table were used to further reduce the vibration level while keeping a low gravity center.

In fact, the system was initially designed to be interfaced to a XPS/Auger system, so most parts were selected or designed to meet the corresponding requirements. For example, the height of the vibration isolation table was selected so that the height of loading transporter can match that in XPS/Auger system. The special chamber currently used as loading chamber was designed to be the interface chamber between two systems. Under that design, a small wobble stick would be used in the interface chamber. However, the transporter for STM/AFM system would go through the ports with 1.50 inch O.D., so the carousel structure for sample/tip loading could not be applied. With some revisions, the system still has the capability to be interfaced to the XPS/Auger system.
Appendix B

C codes for electrostatic calculation

B.1 Method of images algorithm

The following program was used to calculate the electrostatic problem in Figure 5.5. With minor revision, it can also be used to solve other similar problems such as that in Figure 6.2.

```c
#include <math.h>
#include <stdio.h>
#include <conio.h>
#include <process.h>

#define outfile "c:\\users\\tao\\poten12.txt"
#define maxqnum 10000
#define e0 8.8542e-12
#define V1 0.0
#define q2 3.0*1.602e-19

double q[7+1][maxqnum+1],x[7+1][maxqnum+1],z[7+1][maxqnum+1];
int frommed[7+1][maxqnum+1];
int qnum[7+1];
int waitlst[maxqnum*7+1][2+1];
int ionum[7+1],ioobj[7+1][4+1];
int ptotal;

double xsphere[3+1],zsphere[3+1],rsphere[3+1],zinter[7+1][7+1];
double er[7+1];

void fcfinder(int med0,int med1)
{
    int i,j,k,num41,num42;
    double distance,forcex,forcez,force;
    double q41[maxqnum],x41[maxqnum],z41[maxqnum];
    double q42[maxqnum],x42[maxqnum],z42[maxqnum];

    printf("Now finding force on sphere 1...\n");
    i=0; j=0;

    for (k=1;k<=qnum[4];k++)
    
    ...
```
\{
    \text{distance} = \sqrt{(x\text{sphere}[1]-x[4][k])*(x\text{sphere}[1]-x[4][k])+(z\text{sphere}[1]-z[4][k])*(z\text{sphere}[1]
    -z[4][k])};
    \text{if (distance<rsphere[1])}
    \{
        i=i+1; q41[i]=q[4][k]; x41[i]=x[4][k]; z41[i]=z[4][k];
    \}
    \text{else}
    \{
        j=j+1; q42[j]=q[4][k]; x42[j]=x[4][k]; z42[j]=z[4][k];
    \}
\}
num41=i; num42=j;
\text{printf("num41=%d, num42=%d\n",num41,num42);} 
\text{forcex=0.0; forcez=0.0;} 
\text{for (i=1;i<=num41;i++)}
    \text{for (j=1;j<=num42;j++)}
    \{
        \text{distance} = \sqrt{(x41[i]-x42[j])*(x41[i]-x42[j])+(z41[i]-z42[j])*(z41[i]-z42[j])};
        \text{force} = q41[i]*q42[j]/(4.0*3.14159*e0*er[4]*distance*distance*1.0e-18);
        \text{forcex} = forcex+force*(x41[i]-x42[j])/distance;
        \text{forcez} = forcez+force*(z41[i]-z42[j])/distance;
    \}
\text{printf("forcex=%e, forcez=%e, tan(theta)=%f\n", forcex, forcez, forcez/forcex);} 
\}
\text{double vfinder(double xdo,double zdo,int med0)}
\{
    \text{int j;}
    \text{double voltage,distance;} 
    \text{voltage=0.0;}
    \text{for (j=1;j<=qnum[med0];j++)}
    \{
        \text{distance} = \sqrt{(xdo-x[med0][j])*(xdo-x[med0][j])+(zdo-z[med0][j])*(zdo-z[med0][j])};
        \text{voltage} = voltage+q[med0][j]/(4.0*3.14159*e0*er[med0]*distance*1.0e-9);
    \}
    \text{return(voltage);} 
\}
\text{void mirror2(int med0,int n,int med1)}
\{
    \text{double r10;}
    \text{if ((med0==4) && (med1!=5))}
    \{
    \}
    \text{else if ((med0==6) && (med1==7))}
    \{
    \}
\[ r_{10} = \frac{e[r_{med1}] - e[r_{med0}]}{e[r_{med1}] + e[r_{med0}]}; \]

if (qnum[med0] < maxqnum-10)
{
    qnum[med0]=qnum[med0]+1;
    q[med0][qnum[med0]] = -r_{10} \cdot q[med0][n];
    x[med0][qnum[med0]] = x[med0][n];
    z[med0][qnum[med0]] = 2.0 \cdot zinter[med0][med1] - z[med0][n];
    frommed[med0][qnum[med0]] = med1;
    ptotal=ptotal+1; waitlst[ptotal][1]=med0; waitlst[ptotal][2]=qnum[med0];
}

if (qnum[med1] < maxqnum-10)
{
    qnum[med1]=qnum[med1]+1;
    q[med1][qnum[med1]] = (1.0 + r_{10}) \cdot q[med0][n];
    x[med1][qnum[med1]] = x[med0][n];
    z[med1][qnum[med1]] = z[med0][n];
    frommed[med1][qnum[med1]] = med0;
    ptotal=ptotal+1; waitlst[ptotal][1]=med0; waitlst[ptotal][2]=qnum[med1];
}

else
{
    r_{10} = \frac{e[r_{med1}] - e[r_{med0}]}{e[r_{med1}] + e[r_{med0}]};

    if (qnum[med0] < maxqnum-10)
    {
        qnum[med0]=qnum[med0]+1;
        q[med0][qnum[med0]] = -r_{10} \cdot q[med0][n];
        x[med0][qnum[med0]] = x[med0][n];
        z[med0][qnum[med0]] = 2.0 \cdot zinter[med0][med1] - z[med0][n];
        frommed[med0][qnum[med0]] = med1;
        ptotal=ptotal+1; waitlst[ptotal][1]=med0; waitlst[ptotal][2]=qnum[med0];
    }

    if (qnum[med1] < maxqnum-10)
    {
        qnum[med1]=qnum[med1]+1;
        q[med1][qnum[med1]] = (1.0 + r_{10}) \cdot q[med0][n];
        x[med1][qnum[med1]] = x[med0][n];
        z[med1][qnum[med1]] = z[med0][n];
        frommed[med1][qnum[med1]] = med0;
        ptotal=ptotal+1; waitlst[ptotal][1]=med1; waitlst[ptotal][2]=qnum[med1];
    }
}

void mirrorop(int med0,int n,int med1)
{
    double l,lp,qp,xp,zp,ratio,r_{10};

    if (((med0==4) && (med1!=5)))
    {
        l=sqrt((x[med0][n]-xsphere[med1])*(x[med0][n]-xsphere[med1])+(z[med0][n]-
            zsphere[med1])*(z[med0][n]-zsphere[med1]));
        lp=rsphere[med1]*rsphere[med1]/l;
    }
qp=q[med0][n]*rsphere[med1]/l;
    ratio=lp/l;
xp=xsphere[med1]+(x[med0][n]-xsphere[med1])*ratio;
zp=zsphere[med1]+(z[med0][n]-zsphere[med1])*ratio;

    qnum[med0]=qnum[med0]+1;
    q[med0][qnum[med0]]=qp; x[med0][qnum[med0]]=xp; z[med0][qnum[med0]]=zp;
    frommed[med0][qnum[med0]]=med1;
    ptotal=ptotal+1; waitlst[ptotal][1]=med0; waitlst[ptotal][2]=qnum[med0];

    if (med1!=1)
    {
        qnum[med0]=qnum[med0]+1;
        q[med0][qnum[med0]]=-qp; x[med0][qnum[med0]]=xsphere[med1];
        z[med0][qnum[med0]]=zsphere[med1]; frommed[med0][qnum[med0]]=med1;
        ptotal=ptotal+1; waitlst[ptotal][1]=med0; waitlst[ptotal][2]=qnum[med0];

        qnum[med1]=qnum[med1]+1; q[med1][qnum[med1]]=qp;
    }
}

else if ((med0==6) && (med1==7))
{
    r10=(er[med1]-er[med0])/(er[med1]+er[med0]);

    qnum[med0]=qnum[med0]+1;
    q[med0][qnum[med0]]=r10*q[med0][n]; x[med0][qnum[med0]]=x[med0][n];
    z[med0][qnum[med0]]=2.0*zinter[med0][med1]-z[med0][n]; frommed[med0][qnum[med0]]=med1;
    ptotal=ptotal+1; waitlst[ptotal][1]=med0; waitlst[ptotal][2]=qnum[med0];

    qnum[med1]=qnum[med1]+1;
    q[med1][qnum[med1]]=(1.0+r10)*q[med0][n]; x[med1][qnum[med1]]=x[med0][n];
    z[med1][qnum[med1]]=z[med0][n]; frommed[med1][qnum[med1]]=med0;
}

else
{
    r10=(er[med1]-er[med0])/(er[med1]+er[med0]);

    qnum[med0]=qnum[med0]+1;
    q[med0][qnum[med0]]=r10*q[med0][n]; x[med0][qnum[med0]]=x[med0][n];
    z[med0][qnum[med0]]=2.0*zinter[med0][med1]-z[med0][n]; frommed[med0][qnum[med0]]=med1;
    ptotal=ptotal+1; waitlst[ptotal][1]=med0; waitlst[ptotal][2]=qnum[med0];

    qnum[med1]=qnum[med1]+1;
    q[med1][qnum[med1]]=(1.0+r10)*q[med0][n]; x[med1][qnum[med1]]=x[med0][n];
    z[med1][qnum[med1]]=z[med0][n]; frommed[med1][qnum[med1]]=med0;
    ptotal=ptotal+1; waitlst[ptotal][1]=med1; waitlst[ptotal][2]=qnum[med1];
}
void main()
{
    int i,j,now,med,n;
    double vsphere[3+1],totalq,xdo,zdo,vdo;
    FILE *fp;

    ptotal=0;pnov=0;

    //now setting outside variables to 0.
    for (i=1;i<=7;i++)
        for (j=1;j<=maxqnum;j++)
        {
            q[i][j]=0.0;
            x[i][j]=0.0;
            z[i][j]=0.0;
            frommed[i][j]=0;
        }
    for (i=1;i<=7;i++) {qnum[i]=0;}
    for (i=1;i<=maxqnum*7;i++)
    {
        waitlst[i][1]=0;
        waitlst[i][2]=0;
    }

    //now setting sphere and interface positions.
    for (i=1;i<=7;i++)
        for (j=1;j<=7;j++)
        {
            zinter[i][j]=0.0;
        }
    zinter[4][5]=zinter[5][4]=0.0;
    zinter[6][7]=zinter[7][6]=-30.0;

    //now define relative position relations.
    ionum[1]=1; ioobj[1][1]=4;
    ionum[3]=1; ioobj[3][1]=4;
    ionum[6]=2; ioobj[6][1]=5; ioobj[6][2]=7;
    ionum[7]=1; ioobj[7][1]=6;
}
// now setting dielectric constants
er[4]=1.0;
er[5]=9.0;
er[6]=7.6;
er[7]=11.7;

// now setting initial charges.
q[1][1]=4.0*3.14159*e0*er[4]*rsphere[1]*1.0e-9*V1;
    // just consider the detectable amount by outside.
q[2][1]=q2;

frommed[4][1]=1; ptotal=ptotal+1; waitlst[ptotal][1]=4; waitlst[ptotal][2]=1;

frommed[4][2]=2; ptotal=ptotal+1; waitlst[ptotal][1]=4; waitlst[ptotal][2]=2;

// output message "definition completed."
printf("Definition completed.\n");

// now begin finding image charges.
do
{
pnow=pnow+1;
med=waitlst[pnow][1]; n=waitlst[pnow][2];

for (i=1;i<=ionum[med];i++)
    if (ioobj[med][i]!=frommed[med][n])
    {
        mirrorop(med,n,ioobj[med][i]);
    }

printf("The biggest qnum is %d now.\r",qnum[4]);
} while (qnum[4]<maxqnum-10);

printf("n");
do
{
pnow=pnow+1;
med=waitlst[pnow][1]; n=waitlst[pnow][2];

for (i=1;i<=ionum[med];i++)
    if (ioobj[med][i]!=frommed[med][n])
    {
        mirror2(med,n,ioobj[med][i]);
    }

printf("The smallest qnum is %d now.\r",qnum[7]);
}
} while ((qnum[7]<maxqnum-10) && (pnow<ptotal));

// now output several values.
for (i=1;i<=3;i++)
{
    if (qnum[i]>maxqnum) {qnum[i]=maxqnum;}
    totalq=0.0;
    for (j=1;j<=qnum[i];j++) {totalq=totalq+q[i][j];}
    vsphere[i]=totalq/(4.0*3.14159*e0*er[4]*rsphere[i]*1.0e-9);
    printf("%d.......q#:%d....V:%e\n",i,qnum[i],vsphere[i]);
}
for (i=4;i<=7;i++)
{
    if (qnum[i]>maxqnum) {qnum[i]=maxqnum;}
    printf("%d.......q#:%d\n",i,qnum[i]);
}

// now calculating potential distributions
// fcfinder(4,1);
if ((fp=fopen(outfile,"w"))==NULL)
{printf("Cannot open file outfile.\n");
 getch();
 exit(0);
}
for (i=0;i<=160;i++)
{
    for (j=0;j<=160;j++)
    {
        xdo=0.5*j-30; zdo=0.5*i-40.0;
        if (zdo>zinter[4][5])
        {
            if (((xdo-xsphere[1])*(xdo-xsphere[1])+(zdo-zsphere[1])*(zdo-
zsphere[1]))<=rsphere[1]*rsphere[1])
            {vdo=vsphere[1];}
        }
        else if (((xdo-xsphere[2])*(xdo-xsphere[2])+(zdo-zsphere[2])*(zdo-
zsphere[2]))<=rsphere[2]*rsphere[2])
            {vdo=vsphere[2];}
        else if (((xdo-xsphere[3])*(xdo-xsphere[3])+(zdo-zsphere[3])*(zdo-
zsphere[3]))<=rsphere[3]*rsphere[3])
            {vdo=vsphere[3];}
        else
            {vdo=vfinder(xdo,zdo,4);}
    }
else if (zdo>zinter[5][6]) {vdo=vfinder(xdo,zdo,5);}
else if (zdo>zinter[6][7]) {vdo=vfinder(xdo,zdo,6);}
else {vdo=vfinder(xdo,zdo,7);}
fprintf(fp,"%e\t",vdo);
}
fprintf(fp,"\n");
fclose(fp);
printf("Calculation finished, press any key...\n");
getch();
}

B.2  Quantitative charge imaging by nc-AFM

The following program was used to calculate nc-AFM profiles.

#include <math.h>
#include <stdio.h>
#include <conio.h>
#include <process.h>
#define outfile "c:\Thesis\simulation\afm\afmlineprofile_qs.txt"                           //nc-AFM result
#define infile "c:\Thesis\simulation\afm\qs.txt"        //The initial file provides all the point charges.
#define qnum 25           //number of initial point charges
#define scansize  300e-9    //afm scan size in m
#define scannum 21         //number of pixels in afm scan
#define D 1.0e-7            //thickness of SiO2 in m
#define imgtimes 4       //a parameter in the method of images
#define rt 80.0e-9          //tip radius in m
#define q0 1.60219e-19       //basic charge
#define e0 8.8542e-12       //permittivity constant in free space
#define er1 3.9             //relative permittivity of SiO2
#define er2 11.7            //relative permittivity of Si
#define nsi  5.0e28         //number density of Si
#define nsio2  6.81e28      //number density of SiO2
#define sigma  0.34e-9      //Lennard-Jones potential parameter (for Ar)
#define epsilon  1.67e-21   //Lennard-Jones potential parameter (for Ar)
#define forcegrd 0.00887    //set-point force gradient

void setupqi(double xi[qnum+1],double yi[qnum+1],double zi[qnum+1],double qi[qnum+1])
{
FILE *fp;
int i;
float temp1,temp2,temp3,temp4;

if ((fp=fopen(infile,"rt"))==NULL)
   {printf("Cannot open infile.\n");
    getch();
    exit(0);
   }

for (i=1;i<=qnum;i++)
   {fscanf(fp,"%e%e%e%e",&temp1,&temp2,&temp3,&temp4);
    xi[i]=temp1;
    yi[i]=temp2;
    zi[i]=temp3;
    qi[i]=temp4;
   }

for (i=1;i<=qnum;i++)
   {xi[i]=xi[i]*1e-9+scansize/2.0;
    yi[i]=yi[i]*1e-9+scansize/2.0;
    zi[i]=zi[i]*1e-9;
    qi[i]=qi[i]*q0;
   }

fclose(fp);

void spsioair(double xpc,double ypc,double zpc,double qpc,double xs[imgtimes+1],double
ys[imgtimes+1],double zs[imgtimes+1],double qs[imgtimes+1])
{
   int i;
   double r10,r21;

   r10=(er1-1.0)/(er1+1.0);
   r21=(er2-er1)/(er2+er1);

   for (i=0;i<=imgtimes;i++) {xs[i]=xpc;ys[i]=ypc;}
   zs[0]=zpc; qs[0]=qpc*(1.0-r10);

   for (i=1;i<=imgtimes;i++)
      if ((i%2)==1)
         {zs[i]=zs[i-1]-2.0*zpc;
          qs[i]=qs[i-1]*(0.0-r21);
         }
      else
         {zs[i]=zs[i-1]-2.0*(D-zpc);
          qs[i]=qs[i-1]*r10;
         }
}

void spsiair(double xpc,double ypc,double zpc,double qpc,double xs[imgtimes+1],double
ys[imgtimes+1], double zs[imgtimes+1], double qs[imgtimes+1])
{
  int i;
  double r10, r21;

  r10 = (er1-1.0)/(er1+1.0);
  r21 = (er2-er1)/(er2+er1);

  for (i=0; i<=imgtimes; i++) {xs[i]=xpc; ys[i]=ypc;}

  zs[0] = zpc; qs[0] = qpc*(1.0-r21)*(1.0-r10);

  for (i=1; i<=imgtimes; i++)
  {zs[i] = zs[i-1]-2.0*D;
   qs[i] = qs[i-1]*(0.0-r21*r10);
  }
}

void spairair(double xpc, double ypc, double zpc, double qpc, double xs[imgtimes+1],
double ys[imgtimes+1], double zs[imgtimes+1], double qs[imgtimes+1])
{
  int i;
  double r10, r21;

  r10 = (er1-1.0)/(er1+1.0);
  r21 = (er2-er1)/(er2+er1);

  for (i=0; i<=imgtimes; i++) {xs[i]=xpc; ys[i]=ypc;}

  zs[0] = zpc; qs[0] = qpc;
  zs[1] = 2.0*D-zpc; qs[1] = qpc*(0.0-r10);
  zs[2] = 0.0-zpc; qs[2] = qpc*(0.0-r21)*(1.0+r10)*(1.0-r10);

  for (i=3; i<=imgtimes; i++)
  {zs[i] = zs[i-1]-2.0*D;
   qs[i] = qs[i-1]*(0.0-r21*r10);
  }
}

void setupq(double xi[qnum+1], double yi[qnum+1], double zi[qnum+1], double qi[qnum+1], double
  x[qnum+1][imgtimes+1], double y[qnum+1][imgtimes+1], double z[qnum+1][imgtimes+1], double
  q[qnum+1][imgtimes+1])
{
  int i, j;
  double xs[imgtimes+1], ys[imgtimes+1], zs[imgtimes+1], qs[imgtimes+1];

  for (i=1; i<=qnum; i++)
  {
    if (zi[i]<0)
      {spairair(xi[i],yi[i],zi[i],qi[i],xs,ys,zs,qs);}
    else if ((zi[i]>=0) && (zi[i]<D))
      {spairair(xi[i],yi[i],zi[i],qi[i],xs,ys,zs,qs);}
    else if (zi[i]>D)
  }
{spairair(xi[i],yi[i],zi[i],qi[i],xs,ys,zs,qs);}  
else  
{printf("initial data error---point charge can't be exactly at interface.\n");
 getch(); exit(0);  
}

for (j=0;j<=imgtimes;j++)
{
    x[i][j]=xs[j];
    y[i][j]=ys[j];
    z[i][j]=zs[j]-D;            //due to the difference between structure definitions
    q[i][j]=qs[j];
}
}

double geth0(double A, double B)
{
    double z1,zn3;
    z1=1e-6;      //initial height of AFM tip in m
    zn3=pow(z1,-3.0);
    do
    {
        zn3=zn3*2.0/3.0+(A*zn3*2.0/3.0-forcegrd)/(3.0*B*zn3*zn3-A);
    } while (fabs(A*zn3-B*pow(zn3,3)-forcegrd)>1e-10);
    z1=pow(zn3,-0.33333333);
    return(z1);
}

double geth(double x[qnum+1][imgtimes+1],double y[qnum+1][imgtimes+1],double z[qnum+1][imgtimes+1],double q[qnum+1][imgtimes+1],int itip,int jtip,double height0,double A,double B)
{
    double xm[qnum+1][imgtimes+1],ym[qnum+1][imgtimes+1],zm[qnum+1][imgtimes+1],
    qm[qnum+1][imgtimes+1];
    double f1,f2,xtip,ytip,ztip,l,z21,rz2,ratio;
    int i,j,m,n;

    xtip=(scansize/(scannum-1))*(itip-1);
    ytip=(scansize/(scannum-1))*(jtip-1);

do  
    {  
    ztip=height0+rt;
    f1=0;f2=0;
    for (i=1;i<=qnum;i++)
        for (j=0;j<=imgtimes;j++)
        {
            l=sqrt((x[i][j]-xtip)*(x[i][j]-xtip)+(y[i][j]-ytip)*(y[i][j]-ytip)+(z[i][j]-
            ztip)*(z[i][j]-ztip));
            qm[i][j]=0-q[i][j]*rt/l;
            ratio=(rt*rt)/l;
        }
xm[i][j]=xtip+(x[i][j]-xtip)*ratio;
ym[i][j]=ytip+(y[i][j]-ytip)*ratio;
zm[i][j]=ztip+(z[i][j]-ztip)*ratio;

for (i=1;i<=qnum;i++)
  for (j=0;j<=imgtimes;j++)
    for (m=1;m<=qnum;m++)
      for (n=0;n<=imgtimes;n++)
        {
          z21=zm[m][n]-z[i][j];
          rz2=(xm[m][n]-x[i][j])*(xm[m][n]-x[i][j])+(ym[m][n]-
y[i][j])*(ym[m][n]-y[i][j])+z21*z21;
          f1=f1+(pow(rz2,-1.5)-3*z21*z21*pow(rz2,-2.5))
              *q[i][j]*qm[m][n]/(4*3.1415927*e0);
          f2=f2+(15.0*z21*z21*z21*pow(rz2,-3.5)-9.0*z21*pow(rz2,-
            2.5))*q[i][j]*qm[m][n]/(4*3.1415927*e0);
        }
      
      f1=f1+A*pow(height0,-3.0)-B*pow(height0,-9.0);
      f1=f1-forcegrd;
      f2=f2+9.0*B*pow(height0,-10.0)-3.0*A*pow(height0,-4.0);
      height0=height0-f1/f2;
    }
  while (fabs(f1)>1e-5);

return(height0);

main()
{
  int i,j;
  double xi[qnum+1],yi[qnum+1],zi[qnum+1],qi[qnum+1];
  double x[qnum+1][imgtimes+1],y[qnum+1][imgtimes+1],z[qnum+1][imgtimes+1],
    q[qnum+1][imgtimes+1];
  double height0,A,B;
  double temp[scannum+1];
  FILE *fp;

  printf("Now begin program, press any key...\n");
  getch();
  setupqi(xi,yi,zi,qi);
  printf("qi is set:\n");
  printf("%e %e %e %e\n",xi[1],yi[1],zi[1],qi[1]);
  setupq(xi,yi,zi,qi,x,y,z,q);
  printf("q is set:\n");
  for (i=0;i<=imgtimes;i++) {printf("%e %e %e %e\n",x[1][i],y[1][i],z[1][i],q[1][i]);}

  A=4*3.1415926*3.1415927*epsilon*nsi*nsio2*pow(sigma,6.0)*rt/3.0;
  B=A*3.0*pow(sigma,6.0)/22.5;   //A and B are L-J force gradient parameters
  height0=geth0(A,B);

  printf("H=%e\n",A*3.0/rt);
```c
printf("A=%e\nB=%e\n",A,B);
printf("Height=%e\n Press any key to continue...\n",height0);
getch();

if ((fp=fopen(outfile,"w"))==NULL)
    {printf("Cannot open outfile.\n");
     getch();
     exit(0);
    }

printf("Now begin calculation...please wait......\n");

for (i=(scannum+1)/2;i<=(scannum+1)/2;i++)
    {
        if (i%2==1)
            for (j=1;j<=scannum;j++)
                {height0=geth(x,y,z,q,i,j,height0,A,B);
                    fprintf(fp,"%.2f\n",height0*1e9);
                    printf("NO.%d---%d.......%f\n",i,j,height0*1e9);
                }
        else
            {
                for (j=scannum;j>=1;j--)
                    {
                        height0=geth(x,y,z,q,i,j,height0,A,B);
                        temp[j]=height0*1e9;
                        printf("NO.%d---%d.......%f\n",i,j,height0*1e9);
                    }
                for (j=1;j<=scannum;j++)
                    {
                        fprintf(fp,"%.2f\n",temp[j]);
                    }
            }fclose(fp);
    }fprintf(fp,"\n");

}fclose(fp);
printf("All finished. Press any key.\n");
getch();
return(0);
```

### B.3 3D calculation of channel carrier density in nanocrystal memory

The following program was used to calculate the results in Figure 6.4.

//It is used to get a 3D potential/charge density distribution in Si substrate.  
//it outputs a 2D vertical profile and a plan view profile at interface.

```c
#include <math.h>
#include <stdio.h>
#include <conio.h>
```
```c
#include <process.h>

#define outfile1 "c:\vert21.txt"
#define outfile2 "c:\plan21.txt"

#define Np 1.0e24
#define T 300
#define ni 1.45e16
#define pi 3.1415926
#define q0 1.60219e-19
#define kb 1.38066e-23
#define e0 8.8542e-12       //permittivity in free space
#define er1 3.9                   //relative permittivity of SiO2
#define er2 11.7                 //relative permittivity of Si
#define xydmax 18            //# of grid points spacings in x and y direction. must be even.
#define zmax 20              //# of grid points spacings in z direction.
#define hx0 2.33333e-9     //spacing between grid points
#define hy0 2.33333e-9
#define hz0 0.1e-9
#define qnum 612              //initial point charge numbers 24*24+6*6
#define imgtimes 10          //imaging operation times
#define D 1.2e-8
#define rxtimes 4

double v1d[zmax+1];
double rou1d[zmax+1];

void spsiosi(double xpc,double ypc,double zpc,double qpc,double xs[imgtimes+1],double ys[imgtimes+1],double zs[imgtimes+1],double qs[imgtimes+1])
{
    int i;
    double r10,r21;
    r10=-1.0;
    r21=(er2-er1)/(er2+er1);
    for (i=0;i<=imgtimes;i++) {xs[i]=xpc;ys[i]=ypc;}
    zs[0]=zpc; qs[0]=qpc*(1.0+r21);
    for (i=1;i<=imgtimes;i++)
        if ((i%2)==1)
            {zs[i]=zs[i-1]+2.0*(D-zpc);
             qs[i]=qs[i-1]*r10;
            }
        else
            {zs[i]=zs[i-1]+2.0*zpc;
             qs[i]=qs[i-1]*(0.0-r21);
            }
}

void spmetsi(double xpc,double ypc,double zpc,double qpc,double xs[imgtimes+1],double ys[imgtimes+1],double zs[imgtimes+1],double qs[imgtimes+1])
```
{ 
    int i;
    double r10,r21;
    r10=-1.0;
    r21=(er2-er1)/(er2+er1);
    for (i=0;i<=imgtimes;i++) {xs[i]=xpc;ys[i]=ypc;}
    zs[0]=zpc; qs[0]=qpc*(1.0+r10)*(1.0+r21);
    for (i=1;i<=imgtimes;i++)
    { 
        zs[i]=zs[i-1]+2.0*D;
        qs[i]=qs[i-1]*(0.0-r21*r10);
    }
}

void spsisi(double xpc,double ypc,double zpc,double qpc,double xs[imgtimes+1],double 
ys[imgtimes+1],double zs[imgtimes+1],double qs[imgtimes+1])
{
    int i;
    double r10,r21;
    r10=-1.0;
    r21=(er2-er1)/(er2+er1);
    for (i=0;i<=imgtimes;i++) {xs[i]=xpc;ys[i]=ypc;}
    zs[0]=zpc; qs[0]=qpc;
    zs[1]=0.0-zpc; qs[1]=qpc*r21;
    zs[2]=2.0*D-zpc; qs[2]=qpc*r10*(1.0-r21)*(1.0+r21);
    for (i=3;i<=imgtimes;i++)
    { 
        zs[i]=zs[i-1]+2.0*D;
        qs[i]=qs[i-1]*(0.0-r21*r10);
    }
}

void output1(double v[xydmax+1][xydmax+1][zdmax+1])
{
    FILE *fp;
    int i,j,k;
    double x,np,np0;
    np0=ni*ni/Np;
    if ((fp=fopen(outfile1,"w"))==NULL)
    {printf("Cannot open file outfile.\n");
        getch();
        exit(0);
    }
    for (k=zdmax;k>=1;k--)
    { 

for (j=1;j<=xydmax;j++)
{
    i=j;
    x=q0*(v[i][j][k]+v1d[k])/(kb*T);
    np=np0*exp(x);
    fprintf(fp,"%.f",np);
}
fprintf(fp,"n");
fclose(fp);
}

void output2(double v[xydmax+1][xydmax+1][zdmax+1])
{
    FILE *fp;
    int i,j,k;
    double x,np,np0;
    np0=ni*ni/Np;
    if ((fp=fopen(outfile2,"w"))==NULL)
    {
        printf("Cannot open file outfile.
");
        getch();
        exit(0);
    }
    k=1;
    for (i=1;i<=xydmax;i++)
    {
        for (j=1;j<=xydmax;j++)
        {
            x=q0*(v[i][j][k]+v1d[k])/(kb*T);
            np=np0*exp(x);
            fprintf(fp,"%.f",np);
        }
        fprintf(fp,"n");
    }
    fclose(fp);
}

void setupv(double xi[qnum+1],double yi[qnum+1],double zi[qnum+1],double qi[qnum+1],double
v[xydmax+1][xydmax+1][zdmax+1])
{
    double xs[imgtimes+1],ys[imgtimes+1],zs[imgtimes+1],qs[imgtimes+1];
    double dis2,xdst,ydst;
    int i,j,k,l,s;
    for (l=1;l<=qnum;l++)
    {
        if (zi[l]<D)
        {
            spsiosi(xi[l],yi[l],zi[l],qi[l],xs,ys,zs,qs);
        }
    }
for (i=1;i<=xydmax;i++)
    for (j=1;j<=xydmax;j++)
        for (k=1;k<=zdmax;k++)
            for (s=0;s<=imgtimes;s++)
            {
                xdst=fabs(xs[s]-hx0*(i-0.5));
                ydst=fabs(ys[s]-hy0*(j-0.5));
                dis2=xdst*xdst+ydst*ydst+(zs[s]+hz0*(k-0.5))*(zs[s]+hz0*(k-0.5));
                ve[i][j][k]=ve[i][j][k]+qs[s]/(4.0*pi*e0*er2*sqrt(dis2));
            }

double errorest(double xi[qnum+1],double yi[qnum+1],double zi[qnum+1],double qi[qnum+1],double v[xydmax+1][xydmax+1][zdmax+1])
{
    double xs[imgtimes+1],ys[imgtimes+1],zs[imgtimes+1],qs[imgtimes+1];
    double dis2,xsi,ysi,zsi,qsi,n p0,pp0,relav,rou,rou2,totalq,deltaq,deltaq2,xdst,ydst;
    double ve[xydmax+1][xydmax+1][zdmax+1];
    int i,j,k,l,m,n,s;

    for (i=1;i<=xydmax;i++)
        for (j=1;j<=xydmax;j++)
            for (k=1;k<=zdmax;k++)
                {ve[i][j][k]=0.0;}

    printf("complete ");

    for (l=1;l<=qnum;l++)
    {if (zi[l]<D)
        {spsiosi(xi[l],yi[l],zi[l],qi[l],xs,ys,zs,qs);}
    else
        {spmetsi(xi[l],yi[l],zi[l],qi[l],xs,ys,zs,qs);}

            for (i=1;i<=xydmax;i++)
                for (j=1;j<=xydmax;j++)
                    for (k=1;k<=zdmax;k++)
                        for (s=0;s<=imgtimes;s++)
                        {
                            xdst=fabs(xs[s]-hx0*(i-0.5));
                            ydst=fabs(ys[s]-hy0*(j-0.5));
                            dis2=xdst*xdst+ydst*ydst+(zs[s]+hz0*(k-0.5))*(zs[s]+hz0*(k-0.5));
                            ve[i][j][k]=ve[i][j][k]+qs[s]/(4.0*pi*e0*er2*sqrt(dis2));
                        }


\[
np_0 = n_i \cdot n_i / N_0; \quad pp_0 = N_0 + np_0;
\]

\[
\text{for } (l=1; l<=xymax; l++)
\]

\[
\text{printf("\n");}
\]

\[
\text{for } (m=1; m<=xymax; m++)
\]

\[
\text{for } (n=1; n<=zdmn; n++)
\]

\[
\{\text{xsi} = h_0 * (l - 0.5); \quad \text{ys}i = h_0 * (m - 0.5); \quad \text{zsi} = 0.0 - h_0 * (n - 0.5);
\]

\[
\text{relav} = q_0 * (v[l][m][n] + v1d[n]) / (k_b * T);
\]

\[
\text{if } (\text{relav} > 38.7)
\]

\[
\{\text{rou} = q_0 * (pp_0 * (exp(0.0 - 38.7) - 1) - np_0 * (exp(38.7) - 1));
\]

\[
\text{else}
\]

\[
\{\text{rou} = q_0 * (pp_0 * (exp(0.0 - \text{relav}) - 1) - np_0 * (exp(\text{relav}) - 1));
\}

\[
\text{rou} = \text{rou} - \text{rou1d}[n];
\]

\[
\text{qsi} = \text{rou} * h_0 * h_0 * h_0;
\]

\[
\text{spsisi}(\text{xsi}, \text{ys}i, \text{zsi}, \text{qsi}, \text{x}s, \text{ys}, \text{zs}, \text{qs});
\]

\[
\text{for } (i=1; i<=xymax; i++)
\]

\[
\text{for } (j=1; j<=xymax; j++)
\]

\[
\text{for } (k=1; k<=zdmn; k++)
\]

\[
\{\text{for } (s=0; s<=\text{imgtimes}; s++)
\]

\[
\{\text{if } ((i==l) && (j==m) && (k==n) && (s==0)) \{\text{break;}}
\]

\[
\text{xdst} = \text{fabs}(xs[s] - h_0 * (i - 0.5));
\]

\[
\text{if } (\text{xdst} > (h_0 * xymax / 2.0)) \{\text{xdst} = h_0 * xymax - \text{xdst;}}
\]

\[
\text{ydst} = \text{fabs}(ys[s] - h_0 * (j - 0.5));
\]

\[
\text{if } (\text{ydst} > (h_0 * xymax / 2.0)) \{\text{ydst} = h_0 * xymax - \text{ydst;}}
\]

\[
\text{dis}2 = \text{xdst} * \text{xdst} + \text{ydst} * \text{ydst} + (zs[s] + h_0 * (k - 0.5)) * (zs[s] + h_0 * (k - 0.5));
\]

\[
\text{ve[i][j][k]} = \text{ve[i][j][k]} + \text{qs[s]} / (4.0 * \pi * e_0 * e_0 * r_2 * \text{sqrt} (\text{dis}2));
\}

\}

\}

\text{printf("\n");}

\text{totalq} = 0.0; \quad \text{deltaq} = 0.0; \quad \text{totalq}2 = 0.0;

\text{for } (i=1; i<=xymax; i++)

\text{for } (j=1; j<=xymax; j++)

\text{for } (k=1; k<=zdmn; k++)

\{\text{relav} = q_0 * (v[i][j][k] + v1d[k]) / (k_b * T);

\text{if } (\text{relav} > 38.7)
\]

\[
\{\text{rou} = q_0 * (pp_0 * (exp(0.0 - 38.7) - 1) - np_0 * (exp(38.7) - 1));
\]

\[
\text{else}
\]

\[
\{\text{rou} = q_0 * (pp_0 * (exp(0.0 - \text{relav}) - 1) - np_0 * (exp(\text{relav}) - 1));
\}

\}
rou=rou-rou1d[k];
relav=q0*(ve[i][j][k]+v1d[k])/(kb*T);
if (relav>38.7)
{
    rou2=q0*(pp0*(exp(0.0-38.7)-1)-np0*(exp(38.7)-1));
}
else
{
    rou2=q0*(pp0*(exp(0.0-relav)-1)-np0*(exp(relav)-1));
}

rou2=rou2-rou1d[k];
totalq=totalq+fabs(rou);
totalq2=totalq2+rou;
deltaq=deltaq+fabs(rou2-rou);
}
printf("totalq=%e, deltaq=%e, totalq2=%e
",totalq*hx0*hy0*hz0/q0,deltaq*hx0*hy0*hz0/q0,totalq2*hx0*hy0*hz0/q0);
errorq=deltaq/totalq;
return(errorq);
}

void setupqi(double xi[qnum+1],double yi[qnum+1],double zi[qnum+1],double qi[qnum+1])
{int i,j,n;

    n=0;
    for (i=0;i<=23;i++)
        for (j=0;j<=23;j++)
        {
            n=n+1;
            xi[n]=(0.875+i*1.75)*1.0e-9;
            yi[n]=(0.875+j*1.75)*1.0e-9;
            zi[n]=3.0e-9;
            qi[n]=0.0-(72*(-q0)/(24*24));
        }
    for (i=0;i<=5;i++)
        for (j=0;j<=5;j++)
        {
            n=n+1;
            xi[n]=(3.5+i*7.0)*1.0e-9;
            yi[n]=(3.5+j*7.0)*1.0e-9;
            zi[n]=3.0e-9;
            qi[n]=-q0*2.0;
        }
}
double dopoint(double v[xydmax+1][xydmax+1][zdmax+1],int l,int m,int n,double density0)
{
  int i,j,k,s;
  double xs[imgtimes+1],ys[imgtimes+1],zs[imgtimes+1],qs[imgtimes+1];
  double density1,xsi,ysi,zsi,qsi,relav,np0,pp0,dis2,xdst,ydst;
  np0=ni*ni/Np; pp0=Np+np0;
  xsi=hx0*(l-0.5); ysi=hy0*(m-0.5); zsi=0.0-hz0*(n-0.5);
  relav=q0*(v[l][m][n]+v1d[n])/(kb*T);
  density1=q0*(pp0*(exp(0.0-relav)-1)-np0*(exp(relav)-1));
  density1=density1-dou1d[n];
  qsi=(density1-density0)*hx0*hy0*hz0;
  spsisi(xsi,ysi,zsi,qsi,xs,ys,zs,qs);
  for (i=1;i<=xydmax;i++)
    for (j=1;j<=xydmax;j++)
      for (k=1;k<=zdmax;k++)
        for (s=0;s<=imgtimes;s++)
          if ((i==l) && (j==m) && (k==n) && (s==0)) {break;}
          xdst=fabs(xs[s]-hx0*(i-0.5));
          if (xdst>(hx0*xydmax/2.0)) {xdst=hx0*xydmax-xdst;}
          ydst=fabs(ys[s]-hy0*(j-0.5));
          if (ydst>(hy0*xydmax/2.0)) {ydst=hy0*xydmax-ydst;}
          dis2=xdst*xdst+ydst*ydst+(zs[s]+hz0*(k-0.5))*(zs[s]+hz0*(k-0.5));
          v[i][j][k]=v[i][j][k]+qs[s]/(4.0*pi*e0*er2*sqrt(dis2));
  return(density1);
}

void dorelax(double xi[qnum+1],double yi[qnum+1],double zi[qnum+1],double qi[qnum+1],double v[xydmax+1][xydmax+1][zdmax+1],double rou[xydmax+1][xydmax+1][zdmax+1])
{
  int i,j,a,num;
  for (k=1;k<=zdmax;k++)
    for (a=1;a<=xydmax-1;a=a+2)
      {i=(xydmax+1-a)/2;
       j=i;
       rou[i][j][k]=dopoint(v,i,j,k,rou[i][j][k]);
       for (num=1;num<=a;num++)
         {i=i+1;
          rou[i][j][k]=dopoint(v,i,j,k,rou[i][j][k]);
         }
       for (num=1;num<=a;num++)
         {j=j+1;
          rou[i][j][k]=dopoint(v,i,j,k,rou[i][j][k]);
         }
       for (num=1;num<=a;num++)
         {i=i-1;
          rou[i][j][k]=dopoint(v,i,j,k,rou[i][j][k]);
         }
      }
}

for (num=1;num<=a-1;num++)
{
  j=j-1;
  rou[i][j][k]=dopoint(v,i,j,k,rou[i][j][k]);
}

main()
{
  double v[xydmax+1][xydmax+1][zdmax+1];
  double rou[xydmax+1][xydmax+1][zdmax+1];
  double xi[qnum+1],yi[qnum+1],zi[qnum+1],qi[qnum+1];
  int i,j,k;
  double rouerror[rlxtimes+1];
  // 1D result calculated using another program. For simplicity, directly input here.
  v1d[1]=8.7175e-001; rou1d[1]=-1.09075e+024*q0;
  v1d[2]=8.66059e-001; rou1d[2]=-1.07446e+024*q0;
  v1d[3]=8.60961e-001; rou1d[3]=-1.06113e+024*q0;
  v1d[4]=8.55879e-001; rou1d[4]=-1.05022e+024*q0;
  v1d[5]=8.50814e-001; rou1d[5]=-1.04128e+024*q0;
  v1d[6]=8.45765e-001; rou1d[6]=-1.03396e+024*q0;
  v1d[7]=8.40733e-001; rou1d[7]=-1.02795e+024*q0;
  v1d[8]=8.35717e-001; rou1d[8]=-1.02302e+024*q0;
  v1d[9]=8.30717e-001; rou1d[9]=-1.01897e+024*q0;
  v1d[10]=8.25733e-001; rou1d[10]=-1.01565e+024*q0;
  v1d[12]=8.15812e-001; rou1d[12]=-1.01066e+024*q0;
  v1d[14]=8.05955e-001; rou1d[14]=-1.00728e+024*q0;
  v1d[15]=8.01049e-001; rou1d[15]=-1.00562e+024*q0;
  v1d[16]=7.96159e-001; rou1d[16]=-1.00498e+024*q0;
  v1d[17]=7.91285e-001; rou1d[17]=-1.00413e+024*q0;
  v1d[18]=7.86427e-001; rou1d[18]=-1.00342e+024*q0;
  v1d[19]=7.81584e-001; rou1d[19]=-1.00284e+024*q0;
  v1d[20]=7.76756e-001; rou1d[20]=-1.00235e+024*q0;
  // End of 1D result.
  for (i=1;i<=xydmax;i++)
    for (j=1;j<=xydmax;j++)
      for (k=1;k<=zdmax;k++)
      {
        v[i][j][k]=0.0;
        rou[i][j][k]=0.0;
      }
  printf("set up qi...\n");
  setupqi(xi,yi,zi,qi);
  printf("set up v...\n");
  setupv(xi,yi,zi,qi,v);
printf("Now begin error estimation...\n");
rouerror[0]=errorest(xi,yi,zi,qi,v);
printf("The error is %f%%%\n",rouerror[0]*100.0);
//
getch();

for (i=1;i<=rlxtimes;i++)
{
    printf("Now doing relax No.%d...\n",i);
    dorelax(xi,yi,zi,qi,v,rou);
    printf("Now begin error estimation...\n");
    rouerror[i]=errorest(xi,yi,zi,qi,v);
    printf("The error is %f%%%\n",rouerror[i]*100.0);
    //
    getch();
}

output1(v);
output2(v);

printf("Calculation finished, press any key...\n");
getch();
return(0);